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Table 5
Light-curve Parameters of the Combined SN Sample

Name zcmb
a mB

b s C log10 Mhost
c MJDmax Filters Reference

sn2004s 0.010(0.000) 14.183(0.042) 0.973(0.026) 0.035(0.025) 12.07 53039.56(0.60) BVR 1
sn1999ac 0.010(0.000) 14.130(0.030) 0.987(0.009) 0.056(0.018) 9.92 51249.82(0.07) BVR 2
sn1997do 0.011(0.000) 14.317(0.036) 0.983(0.023) 0.056(0.025) 12.07 50765.81(0.14) BVR 2
sn2006bh 0.011(0.001) 14.347(0.021) 0.814(0.008) −0.045(0.019) 10.91 53833.01(0.06) BgVr 3
sn2002dp 0.011(0.000) 14.597(0.030) 0.973(0.029) 0.113(0.024) 10.47 52450.45(0.20) BVR 4

Notes. Combined SiFTO and SALT2 light-curve parameters for full data sample, with uncertainties in parentheses. Note that the individual variables are
correlated, as are the values for different SNe due to systematic and light-curve fitter training uncertainties.
a Uncertainty does not include residual peculiar velocity uncertainty.
b Includes the lensing term and the effects of the statistical uncertainty in log10 Mhost.
c Host stellar mass in solar masses.
References. (1) Krisciunas et al. 2007; (2) Jha et al. 2006; (3) Contreras et al. 2010; (4) Hicken et al. 2009b; (5) Altavilla et al. 2004; (6) Krisciunas et al. 2000;
(7) Hamuy et al. 1996; (8) Krisciunas et al. 2004b; (9) Krisciunas et al. 2001; (10) Riess et al. 1999; (11) Pastorello et al. 2007; (12) Krisciunas et al. 2004a;
(13) Leonard et al. 2005; (14) Krisciunas et al. 2006; (15) Strolger et al. 2002; (16) Kowalski et al. 2008; (17) Holtzman et al. 2008; (18) G10; (19) Riess et al.
2007.

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
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Figure 4. Statistical SN only constraints on Ωm, w assuming a flat universe and
constant dark energy equation of state.
(A color version of this figure is available in the online journal.)

All SNe are corrected for Galactic extinction using the
maps of Schlegel et al. (1998), including the estimated 10%
random uncertainty for each SN (there is also a correlated
systematic uncertainty discussed in Section 5.6). We correct
for peculiar velocities in the nearby sample (Section 2.8),
Malmquist bias effects (Section 2.7) for all samples, and assign
a random peculiar velocity uncertainty of 150 km s−1, as is
appropriate after the peculiar velocity correction. Our statistical
uncertainties also include the random uncertainty in the SN
model, as described in Appendix A.3 of G10; this means that
the statistical covariance matrix between SNe is not diagonal:
Cstat "= 0. We include the measurement uncertainties in the
host-galaxy masses as described in Section 3.2, and random,
uncorrelated scatter due to lensing following the prescription of
Jönsson et al. (2010): σlens = 0.055 z.

We perform two types of fits: one in which we compute
probabilities over a grid and then report the mean value of
the marginalized parameters, and a χ2 minimization routine
that reports the best fit. We should not expect the two to
agree as they have different meaning, but as such it is useful
to provide both—see Appendix B for further details. The
light-curve parameters for the combined sample are given in
Table 5. The luminosity-distance integral does not converge for
Ωm < 0, so both fits effectively have the (very reasonable)
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Figure 5. Hubble diagram of the combined sample. The residuals from the best
fit are shown in the bottom panel.
(A color version of this figure is available in the online journal.)

Table 6
Results from SN-only Fits

Uncertainties Ωm w α β

Marginalization Fits

Stat only 0.19+0.08
−0.10 −0.90+0.16

−0.20 1.45+0.12
−0.10 3.16+0.10

−0.09

Stat plus Sys 0.18 ± 0.10 −0.91+0.17
−0.24 1.43+0.12

−0.10 3.26+0.12
−0.10

χ2 minimization fits

Stat only 0.19+0.09
−0.12 −0.86+0.17

−0.19 1.397+0.085
−0.083 3.152+0.095

−0.093

Stat plus Sys 0.17+0.10
−0.15 −0.86+0.22

−0.23 1.371+0.086
−0.084 3.18 ± 0.10

prior of Ωm ! 0. Our statistical constraints on Ωm,w in
a flat universe for a constant dark energy equation of state
are shown in Figure 4 using the marginalization approach
and are summarized in Table 6. We find w = −0.90+0.16

−0.20,
consistent with a cosmological constant (w = −1). The Hubble
diagram is shown in Figure 5. The error introduced by using a
simplified treatment of the nuisance parameters α and β (such
as holding them fixed at their best-fit values) is described in
Section 4.6.

The σint and rms values for each sample are summarized in
Table 4. The rms residuals are similar for the low-z, SNLS, and
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0.0 0.1 0.2 0.3 0.4 0.5
Ωm

−2.0

−1.5

−1.0

−0.5

w

99.7%

95.4%

68
.3

%

SNLS3

BAO+WMAP7

With all systematics

0.0 0.1 0.2 0.3 0.4 0.5
Ωm

−2.0

−1.5

−1.0

−0.5

w 99.7%

95.4%

SNLS3

BAO+WMAP7

Statistical only

0.0 0.1 0.2 0.3 0.4 0.5
Ωm

−2.0

−1.5

−1.0

−0.5

w 99.7%

95.4%

SNLS3

BAO+WMAP7

With systematics
excl. "calibration"

0.0 0.1 0.2 0.3 0.4 0.5
Ωm

−2.0

−1.5

−1.0

−0.5

w

SNLS3

BAO+WMAP7

With systematics,
Fixing α, β

Figure 2. Confidence contours in the cosmological parameters Ωm and w arising from fits to the combined SN Ia sample using the marginalization fitting approach,
illustrating various systematic effects in the cosmological fits. In all panels, the SNLS3 SN Ia contours are shown in blue and combined BAO/WMAP7 constraints
(Percival et al. 2010; Komatsu et al. 2011) in green. The combined constraints are shown in gray. The contours enclose 68.3%, 95.4%, and 99.7% of the probability,
and the horizontal line shows the value of the cosmological constant, w = −1. Upper left: the baseline fit, where the SNLS3 contours include statistical and all
identified systematic uncertainties. Upper right: the filled SNLS3 contours include statistical uncertainties only; the dotted open contours refer to the baseline fit with
all systematics included. Lower left: the filled SNLS3 contours exclude the SN Ia systematic uncertainties related to calibration. Lower right: the filled SNLS3 contours
result from fixing α and β in the cosmological fits. See Tables 2 and 3 for numerical data.
(A color version of this figure is available in the online journal.)

We then present our main cosmological results. We investi-
gate a non-flat, w = −1 cosmology (fitting for Ωm and ΩΛ),
a flat, constant w cosmology (fitting for Ωm and w), a non-
flat cosmology with w free (fitting for w, Ωm, and Ωk), and a
cosmology where w(a) is allowed to vary via a simple linear
parameterization w(a) = w0 + wa(1 − a) ≡ w0 + waz/(1 + z)
(e.g., Chevallier & Polarski 2001; Linder 2003), fitting for Ωm,
w0, and wa . We always fit for α, β, and MB .

The confidence contours for Ωm and w in a flat universe
can be found in Figure 2 (upper left panel) for fits considering
all systematic and statistical uncertainties. Figure 2 also shows
the statistical-uncertainty-only cosmological fits in the upper
right panel. The best-fitting cosmological parameters and the
nuisance parameters α, β, M1

B , and M2
B , for convenience

converted to MB assuming H0 = 70 km s−1 Mpc−1 (in the
grid marginalization approach, H0 is not fit for as it is perfectly
degenerate with MB), are in Table 1 (for non-flat, w = −1 fits)
and Table 2 (for flat, constant w fits). We also list the parameters
obtained with the χ2 minimization approach for comparison. All
the fits, with and without the inclusion of systematic errors, are

consistent with a w = −1 universe: we find w = −1.043+0.054
−0.055

(stat) and w = −1.068+0.080
−0.082 (stat+sys). For comparison, with

no external constraints (i.e., SNLS3-only) the equivalent values
are w = −0.90+0.16

−0.20 (stat) and w = −0.91+0.17
−0.24 (stat+sys) (C11).

The lower right panel of Figure 2 shows the importance of
allowing the nuisance parameters α and β to vary in the fits,
rather than holding them fixed at their best-fit values. This
leads to not only smaller contours and hence underestimated
parameter uncertainties, but also a significant bias in the best-
fit parameters (Table 3). Holding α and β fixed gives w =
−1.117+0.081

−0.082, a ∼0.6σ shift in the value of w compared to the
correct fit.

The residuals from the best-fitting cosmology as a function
of stretch and color can be found in Figure 3. No significant
remaining trends between stretch and Hubble residual are
apparent, but there is some evidence of a small trend between
SN Ia color and luminosity at C < 0.15 (indicating that these
SNe prefer a smaller β, or a shallower slope, than the global
value). We examine this, and related issues, in more detail in
Section 5.
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Uncertainties
SNLS3: Sullivan et al. 2011

Statistical onlyAll systematics

High quality data of low redshift SNe Ia needed to 
reduce systematics: SNfactory

Systematics: Dominated by calibration uncertainties 

http://adsabs.harvard.edu/abs/2011ApJ...737..102S
http://adsabs.harvard.edu/abs/2011ApJ...737..102S


7

 Context  SNfactory   Results   Conclusion

N. Chotard

CONTENTS

•Observational cosmology with SNe Ia

•The Nearby Supernova Factory project

•Some SNfactory results

•SNfactory status and futur

28/03/2013



8

 Context  SNfactory   Results   Conclusion

N. Chotard 28/03/2013

•Main Goals
✦ Anchor the Hubble diagram: control of systematics
✦ Spectrophotometric time series of Nearby SNe Ia
✦ Standardization
✦ SNe Ia physics: spectral properties, extinction, etc.

•Data sample
✦ ~220 SNe with more than 5 spectra

✦ ~3000 spectra [-15;+40] days wrt max
✦ 0.01 < redshift < 0.1
✦ median phase of 1st spec: -4 days
✦ mean cadence of observation: ~3 days
✦ spectral coverage 3200 - 9000 Å REDSHIFT

The Nearby Supernovae Factory

N

SNfactory

A unique data set of spectrophotometric Type Ia supernovae spectral time series



9

 Context  SNfactory   Results   Conclusion

N. Chotard

SNfactory: Observations
1. Search

2. Observation

3. Analyze

Follow up

Palomar
Nightly

Ref New New-Ref

= ~10-7 of the surface
    observed each night

✦ synthetic light curve 
in any filter

✦ spectral details

B
+SALT2

Spectrometer built for 
nearby SNe Ia observations 

SNIFS

Dedicated search until 
2008. Public sources and 

PTF and LSQ after.

SNIFS  UH 2.2-m
Every 2-3 nights
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R. Pereira & the SNfactory: Spectrophotometric time series of SN 2011fe

Fig. 1. snifs spectrophotometric time series of SN 2011fe from �15 to 100 days relative to B-band maximum light. Breaks in the axis on the
right indicate gaps and changes to the observing cadence. The first break corresponds to a four-day gap in daily cadence before maximum. The
second marks the change from daily to alternating two/three day cadence. The final break is a 50 day hiatus imposed by lack of accessibility to the
target from Mauna Kea.

Article number, page 5 of 23

28/03/2013

SN2011fe

The Astrophysical Journal Letters, 750:L19 (7pp), 2012 May 1 Röpke et al.
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Figure 1. Slices through our delayed-detonation model N100 in the x–z-plane showing the density (top left) and abundance distribution of selected species at 100 s
after explosion.

two merging stars is controversial. Simulations with sufficiently
high numbers of SPH particles, such as those presented here,
show the formation of a hot spot, and we assume a detonation to
trigger at this location when the temperature exceeds 2.5×109 K
in material of ρ ≈ 2 × 106 g cm−3, relying on the microscopic
simulations of detonation initiation by Seitenzahl et al. (2009a).
Again, the evolution was followed up to 100 s and the composi-
tion of the ejecta was determined in a post-processing step. The
results of this simulation are given in Table 1.

Density and composition of both models in homologous
expansion are visualized in Figures 1 and 2. We note that
the ejecta structure resulting from the WD–WD merger differs
fundamentally from that of N100. This is because the explosion
of the secondary WD happens shortly after that of the primary.
Therefore, the outer ejecta material originates from the primary.
At the onset of the explosion, the primary had a radius below
0.02 R$, making our violent merger scenario consistent with
the constraint on the radius of the exploding object derived by
Bloom et al. (2012).

3. COMPARISON WITH SPECTRA OF SN 2011fe

From the nucleosynthesis tracer particles we constructed
detailed abundance distributions of the explosion ejecta at 100 s
and mapped them to 503 Cartesian grids. These grids were then
used to derive synthetic light curves and spectra with the Monte

Carlo RT code Artis (Kromer & Sim 2009; Sim 2007). To this
end, we simulated the propagation of 108 photon packets from 2
to 120 days after explosion using the cd23_gf-5 atomic data set
of Kromer & Sim (2009), which is based on the lines contained
in the CD23 compilation of Kurucz & Bell (1995). To account
for higher ionization at early times, we added the ionization
stages vi and vii for Sc to Ni, leading to a total of ∼5 × 105

atomic lines.
Both our models yield a B-band peak magnitude of −19.0,

roughly in agreement with that observed for SN 2011fe. Their
rise times, however, differ: while N100 reaches B-band maxi-
mum after 16.6 days, the merger takes 20.8 days (further param-
eters of our synthetic light curves are given in Table 1). Thus,
neither of the models gives a perfect match to the light curves
of SN 2011fe but both are sufficiently close to warrant further
investigation.

In Figure 3, we compare synthetic spectra from our mod-
els with flux-calibrated spectra of SN 2011fe taken by the
SNfactory collaboration with the SNIFS instrument (Aldering
et al. 2002) on the University of Hawaii 2.2 m telescope on
Mauna Kea. To our knowledge, this is the first direct com-
parison of consistent three-dimensional SN Ia models with a
spectrophotometric time series. Overall, the spectra of both ex-
plosion scenarios reproduce the main features of the observed
spectra and the flux level reasonably well (note that these are

3

Pereira et al. 2013

Roepke et al. 2012

• “normal” SN Ia observed in the galaxy M101
• Closest and brightest SN Ia observed
• Very little evidence for reddening in its host galaxy 
• Ideal data set for SN Ia physic studies

http://adsabs.harvard.edu/abs/2013arXiv1302.1292P
http://adsabs.harvard.edu/abs/2013arXiv1302.1292P
http://adsabs.harvard.edu/abs/2012ApJ...750L..19R
http://adsabs.harvard.edu/abs/2012ApJ...750L..19R
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SN2011fe
Pereira et al. 2013

on the web

http://adsabs.harvard.edu/abs/2013arXiv1302.1292P
http://adsabs.harvard.edu/abs/2013arXiv1302.1292P
https://snf-doc.lbl.gov/snf/data/SN2011fe_video/SN2011fe_medium.webm
https://snf-doc.lbl.gov/snf/data/SN2011fe_video/SN2011fe_medium.webm
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Spectroscopic standardizationN. Chotard & the SNfactory: SN Ia spectroscopic standardization

Fig. 2: Left: Typical SN Ia spectrum at maximum light and its characteristics spectral features. Right: Representation of the four
principal spectral indicators used in SN Ia analyses: the flux ratio (equation 1), the absorption ratio (equation 2), the equivalent
width (equation 3) and the ejecta velocity (equation 4). In this figure are also shown two of the most typical SN Ia spectral features
at maximum light, the Si ii �5972 (left) and Si ii �6355 (right) features. The SNe Ia used for these figures are SN20011fe (Pereira
et al. 2013) and SNF20080512-010 for the left and right panels respectively.

3.2. Measurements

As the spectral indicators will be used as standardisation param-
eters, we need a robust and automatic algorithm as well as an es-
timate of the associated statistical and systematic uncertainties.
The latter mainly arises from the fact that most of the spectral
indicators are defined by the position in rest-frame wavelength
and flux of at least one extremum. The wavelength position of
this given extremum will di↵er from one supernova to another,
even at a given phase. The extremum itself can not be uniquely
defined, i.e., when there is a mix of several local extrema at the
same position, for a flat or monotonic spectrum where we expect
to find an extremum, etc. The S/N will also give an upper limit
to the precision in the estimate of the extremum position, as well
as on the spectral indicator measurement. In this section, we give
a brief overview of the general and automatic method which was
used to compute these spectral indicators and their uncertainties.

3.2.1. Method

All of the spectral indicators presented here are defined by the
position in wavelength and flux of at least one local minimum or
maximum, i.e., peaks or lows of the SN Ia spectral features. A
precise estimate of these local extremum positions and of their
uncertainties is therefore needed in order to achieve a proper
measurement of most of these spectral indicators. To do so, and
taking into account the non-infinite S/N of our data, a smoothing
of the observed data is needed. In our case, we used a Savitzky-
Golay regularisation (Savitzky & Golay 1964) which allows the
reduction of high frequency noise, while keeping the original
shape of the feature. The main idea of the method is to adjust a k-
order polynomial function for each point i in a fixed window size
w (with w > k + 1) centered on the current point. Each observed
data point is replaced by its fitted value, and the window then
moves to the next data point until the spectrum is completely
smoothed. As we have fixed the degree of the polynomial func-
tion to k = 2, the only parameter that we adjust is the window
size, w, which could typically ranges from 4 to 60.

Table 3: Independently smoothed spectral zones.

Zone �min/ �max Elements

1 3450 / 4070 Ca ii H&K
2 3850 / 4150 Si ii �4131;Co ii
3 4000 / 4610 Mg ii triplet
4 4350 / 5350 Fe ii blend
5 5060 / 5700 S iiW
6 5500 / 6050 Si ii �5972
7 5800 / 6400 Si ii �6355
8 5500 / 6400 Si ii �5972;6355
9 6500 / 8800 O i triplet;Ca ii IR

Table 4: Window limits of the peak research zone which define
the continua used to compute equivalent widths. The b and r
exponents respectively represent the left (blue) and right (red)
peak. The wavelengths (�) are all in Angstrom [Å].

Zone Indicators �b
min �b

max �r
min �r

max

1 Ca ii H&K 3504 3687 3830 3990
2 Si ii �4131 3830 3990 4030 4150
3 Mg ii 4030 4150 4450 4650
4 Fe �4800 4450 4650 5050 5285
5 S iiW 5050 5285 5500 5681
6 Si ii �5972 5550 5681 5850 6015
7 Si ii �6355 5850 6015 6250 6365
8 O i �7773 7100 7270 7720 8000
9 Ca ii IR 7720 8000 8300 8800

Since the S/N of a given spectrum is not constant in wave-
length, an independent optimal smoothing of each region enclos-
ing the spectral features is applied. The nine spectral zones in-
dependently smoothed are given in table 3. They roughly corre-
spond to the nine main spectral features shown in the left panel
of figure 2 and mentioned in the previous section.
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telescope on Mauna Kea. This subset consists of SNfactory
SNe Ia for which final host-galaxy follow-up has been com-
pleted and which pass minimal cuts on the quality of the light
curve fit. Targets were additionally required to have a spectrum
within ±2.5 restframe days of B-band maximum light; if multi-
ple spectra were available, the one nearest maximum light was
used. Hubble residuals, colors, and light curve shape parame-
ters were not a factor in selecting this subsample. These SNe are
evenly distributed in the redshift range 0.02 < z < 0.09, which
allows relative distance measurements with minimal uncertain-
ties from peculiar velocities. The methods were developed on a
training subset of 28 SNe before cross checking the results on
a separate validation sample of 30 SNe to ensure that the final
results are not simply overfitting statistical fluctuations of the
dataset.

The subsets have consistent distributions of light curve width
and color, redshifts, and Hubble residuals; these are consistent
with other published SNe Ia used for cosmology measurements
and training lightcurve fitters. The host galaxies include spirals,
ellipticals, and irregulars, and the host properties span an order
of magnitude in progenitor age, metallicity, and inferred amount
of dust extinction. This is comparable to the estimated evolu-
tion of the universal mean of these quantities to z ∼ 1 (e.g.,
Riess & Livio 2006; Kowalski et al. 2008) thus the results from
this dataset are also likely to work well for high-z SNe Ia.

The spectra were dereddened to correct for Milky Way dust
(Cardelli et al. 1989; Schlegel et al. 1998), deredshifted, and re-
binned in c∆λ/λ ∼ 2000 km s−1 bins from 350 to 850 nm (23 to
56 Å bins) to equally sample spectral features in the physically
relevant velocity space while still over-sampling SN Ia spectral
features. The exact bin sizes used were not rigorously optimized
for this analysis, though cross checks were performed to ensure
that the results are not sensitive to the exact binning chosen.

Photometry was synthesized from the multi-epoch flux-
calibrated spectra in box filters corresponding to approximately
B, V , and R. Light curves were fit using SALT2 (Guy et al.
2007) to estimate their restframe B-band peak magnitudes mB
and calculate their uncorrected B-band Hubble diagram resid-
uals (or equivalently, their uncorrected absolute magnitudes).
Alternatively, mB was synthesized directly from the spectra, in-
dependent of an SN light curve model.

The correlation of absolute magnitudes with each possible
binned flux ratio was calculated for the training sample as shown
in Fig. 1. The upper-left triangle of the color density plot shows
the absolute Pearson correlation ρ of the flux ratiosRy/x = Fy/Fx
with the SN Ia absolute magnitudes; the bottom-right triangle
shows the color corrected correlations as described below. Using
log(R) produced similar though slightly worse results.

Spearman rank order correlations were also calculated in or-
der to be less sensitive to outliers. Although the Spearman corre-
lation is a more robust statistic, the Pearson correlation is a better
predictor of the effects on a Hubble diagram χ2 fit since outliers
affect the Pearson correlation and χ2 fits in similar ways. We
selected the best ratios using the simple average of the Pearson
and Spearman correlations; by considering both types of corre-
lations, we select relatively strong correlations while avoiding
those which are primarily due to outliers. We also checked the
robustness of selected peaks by comparing the results from other
near-max spectra in the training sample which were not the spec-
tra closest to maximum light.

The statistical significance of prospective correlations in the
training set was assessed using Monte Carlo permutation testing
before the validation set was unblinded. For each random trial,
Hubble diagram residuals were randomized and the ratio with

Fig. 1. Absolute Pearson correlations of flux ratios Ry/x = Fy/Fx with
SN Ia absolute magnitudes. The upper-left triangle shows the correla-
tions with uncorrected absolute magnitudes. For illustration, the lower-
right triangle shows the correlations of color–corrected ratios Rc with
color–corrected magnitudes. A median SN Ia spectrum is included on
each axis for reference along with the wavelengths used in the flux ra-
tios of Table 1.

Fig. 2. Hubble diagram residuals vs. R642/443 for the training set (filled
circles), validation set (open circles), and literature data (× symbols).

the highest correlation was retained. We find that P(|ρ| > 0.9) <
10−5, compared with multiple peaks above 0.9 in Fig. 1.

After selecting the five best flux ratios from the training sam-
ple, we unblinded the results for those ratios for the validation
sample. Figure 2 shows the results for the highest ranked ra-
tio, R642/443. It plots the uncorrected Hubble diagram residuals
∆µB vs. R642/443 for the training set of supernovae (filled cir-
cles) and validation set (open circles). The correlation is very
strong (0.95), consistent between the two samples, and is not
dominated by just a few supernovae. For comparison, the corre-
lation of Hubble residuals with the combination of the SALT2
light curve shape and color parameters x1 and c is 0.92.

We fit a Hubble diagram of the 58 SNe using flux ratios R
with a distance modulus of µB = (mB − M′) + γR, where mB
is the restframe B-band magnitude from either SALT2 (with-
out any color or x1 corrections) or directly synthesized from
the spectrophotometry, M′ absorbs offsets from the R intercept
and the mean SN Ia absolute magnitude, and γ is solved in
the fit along with M′ to minimize the χ2 of the residuals. The

N. Chotard & the SNfactory: SN Ia spectroscopic standardization

Table 7: Hubble diagram results for di↵erent cases of flux ratio corrections. This table is divided in four parts. The first line is the
result of the Hubble diagram fit using the classical photometric corrections by x1 and c as a reference. Each other line corresponds
to a given Hubble fit using flux ratios. From the second to the fourth parts, we successively present the Hubble diagram results for
the 3 bests flux ratio from Bailey et al. (2009), Blondin et al. (2011) and Silverman et al. (2012b) respectively.

�1/�2
a ⇢b RMSc WRMSd �int

e ⇢x1,c
f �P

g Significanceh

SALT2 x1 & c corrected
0.144 ± 0.010 0.118

Best flux ratios from Bailey et al. (2009)
642 / 443 0.92 0.146 ± 0.011 0.147 ± 0.010 0.087 0.36 ± 0.09 �0.007 ± 0.017 0.5�
642 / 417 0.90 0.175 ± 0.013 0.146 ± 0.010 0.093 0.48 ± 0.08 �0.008 ± 0.015 0.7�
772 / 437 0.89 0.168 ± 0.012 0.153 ± 0.010 0.073 0.55 ± 0.08 �0.003 ± 0.015 0.2�

Best flux ratios from Blondin et al. (2011)
663 / 440 0.89 0.165 ± 0.012 0.155 ± 0.010 0.095 0.54 ± 0.08 �0.003 ± 0.015 0.2�
663 / 443 0.90 0.159 ± 0.011 0.153 ± 0.010 0.089 0.37 ± 0.09 �0.006 ± 0.017 0.3�
663 / 467 0.75 0.245 ± 0.018 0.195 ± 0.012 0.113 0.41 ± 0.09 0.021 ± 0.019 NI

Best flux ratios from Silverman et al. (2012b)
777 / 375 0.75 0.249 ± 0.018 0.223 ± 0.015 0.179 0.27 ± 0.10 0.043 ± 0.023 NI
767 / 375 0.72 0.267 ± 0.019 0.235 ± 0.015 0.191 0.27 ± 0.10 0.050 ± 0.024 NI
772 / 375 0.72 0.266 ± 0.019 0.228 ± 0.015 0.184 0.32 ± 0.10 0.045 ± 0.023 NI

Notes.

(a) Wavelengths of the bins used in the flux ratio. (b) Pearson correlation coe�cient between the flux ratio and the Hubble residuals corrected
by the photometric parameters x1 and c. (c) Regular Root Mean Square (RMS) as computed in Bailey et al. (2009). (d) WRMS estimated after the
10-folding procedure. (e) Intrinsic dispersion added during the Hubble fit to reach a �2 of one. ( f ) Correlation between the residuals estimated with
the x1 and c correction and the residuals of each lines. (g) Di↵erence of residuals, as defined in section 4.3 (equation 10). (h) Significance of the
results, as defined in section 4.3. This significance is not given when there is not improvement (NI) with respect to the Hubble diagram fit using x1
and c.

fitter is, have however been shown (Blondin et al. 2011) to be
sensitive to the absolute flux calibration of the spectra, as well as
being strongly sensitive to the spectral S/N ratio. Even if their
distance estimates match the one obtained with the photometric
parameters, no major improvement is observed.

5.2. Equivalent widths

We show in figure 5 the relation between the nine equiva-
lent widths to the SALT2 x1 and c parameters, the uncor-
rected Hubble residuals and the (x1,c) corrected Hubble resid-
uals. While almost none of them are correlated to the SALT2
color c, the best correlations being of 0.29±0.09 and 0.37±0.09
for EWCa ii H&K and EWFe �4800 respectively, we observe
that some of them are however strongly correlated to x1, which
is in particular the case of the three silicon features. EWSi ii
�4131, for which the variation with x1 was already observed
by Arsenijevic et al. (2008), is one of the most strongly corre-
lated to the un-corrected Hubble residuals, as also indicated in
other studies (Bronder et al. 2008; Chotard et al. 2011). Most
of these relations have already been observed in other samples
(Hachinger et al. 2006; Blondin et al. 2011; Walker et al. 2011;
Silverman et al. 2012b), sometimes with other light-curve width
parameters (e.g., �m15). Similar results have also been observed
in Nordin et al. (2011a,b), with the exception of EWSi ii �4131,
as they found a correlation with the SALT2 c color. Such a cor-
relation is not seen in our sample and has not been observed
elsewhere.

When using the equivalent width as standardization parame-
ters, and considering the observed correlations to the four param-
eters previously shown, we do not expect them to significantly
improve SN Ia distance measurements. Indeed, we also observe
what has already been pointed out in other studies: using only

Fig. 5: Relation of the nine equivalent widths to the SALT2 pa-
rameters, x1 and c, as well as with the uncorrected and (x1,c)
corrected B-band Hubble residuals. The color code of the corre-
lation ellipses represents the Pearson correlation of the equiva-
lent widths with these 4 parameters.

one of these equivalent widths as a spectroscopic correction in
the Hubble diagram (� j>1 = 0) does not provide a significant
improvement with respect to the combination of x1 and c. In
some cases, competitive results are obtained when the light curve
width-like parameter, x1, is used alone (0.341 ± 0.033), as illus-
trated by EWSi ii �4131 (0.332 ± 0.030). This agrees with what
has been reported in Blondin et al. (2011). Table 8 also confirms
that EWSi ii �4131 is a good proxy to x1 in the SN Ia empirical
standardization.

9

Bailey et al.2009 Chotard et al. 2013a, in prep

• Equivalent width
• Absorption ratio
• Flux ratio
• Feature velocities
• Etc.

• Correlation to the 
photometric parameters 

• Standardization power
• Sensitivity to extinction
• Etc.

Study of their

http://cdsads.u-strasbg.fr/abs/2009A%2526A...500L..17B
http://cdsads.u-strasbg.fr/abs/2009A%2526A...500L..17B
http://cdsads.u-strasbg.fr/abs/2009A%2526A...500L..17B
http://cdsads.u-strasbg.fr/abs/2009A%2526A...500L..17B
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Fig. 2. Relation between �AU and �AV after ewSi correction (triangles
up) and after ewSi and ewCa corrections (triangles down). The �AU are
displayed with an added arbitrary constant. The ellipses represent the
full measured covariance matrix between the two bands. They are en-
larged by the additional subtraction error after ewCa correction. The re-
sult of the fits are also displayed. The �Si

U and �Si+Ca
U respectively corre-

spond to the ones in Fig. 3b and Fig. 3c for the U band.

Fig. 3. Black: Reddening law presented as �� ⌘ @A�/@A⇤V as a function
of wavelength. Filled circles correspond to the results obtained using
the UBVRI-like bands, curves are for the spectral analysis. Red: Linear
slope s� (mag/Å) of equivalent widths versus �M�. Dotted lines: CCM
law fit corresponding to the broad bands analysis. Panel a: �M� cor-
rected only for the phase dependence (eq. 1a). Panel b: �M� corrected
for phase and ewSi (eq. 1b). Panel c: �M� corrected for phase, ewSi and
ew

Ca (eq. 1c). The vertical dotted lines represent the UBVRI-like bands
boundaries. The shaded vertical bands represent the Si and Ca domain.
The shaded band around the curves are the statistical errors.

where N is the number of SNe. In the next iteration, the total
covariance matrix is given by Ci + D. We have checked that the
converged matrix does not depend on initial conditions.

4. Results

4.1. ewSi
and ewCa

impacts on the derived extinction law

Results for the SED correction vector, s�, and the reddening law,
��, are presented in Fig. 3 for di↵erent assumptions about the
number of intrinsic components. If SNe were perfect standard
candles a↵ected only by dust as assumed by Eq. 1a and Fig. 3a,
the empirical reddening law �0

� would be a CCM-like law with an
average RV for our galaxy sample. However, �0

� clearly exhibits
small-scale SN-like features. These features correlate strongly
with some of the features in the ewSi correction spectrum, s

Si
�

,
derived via Eq. 1b and illustrated in red in Fig. 3a.

The reddening law obtained after ewSi correction (Fig. 3b) is
closer to a CCM law, except in the Ca ii H&K and IR triplet, and
the Si ii �6355 region. This indicates the presence of a second
source of intrinsic variability. We select ewCa to trace a second
spectral correction vector, s

Ca
�

(Eq. 1c), since Ca is clearly a ma-
jor contributor to the observed variability and ewCa and ewSi also
happen to be uncorrelated (⇢ = 0.06±0.12). As shown in Fig. 3b,
s

Ca
�

does a good job of reproducing the shape of the deviation of
�S i
� relative to the CCM law.

The mean reddening law, �S i+Ca
� , obtained after the addi-

tional correction by ewCa (Fig. 3c) is a much smoother curve
with small residual features, and agrees well with a CCM ex-
tinction law. Thus it appears that these two components can ac-
count for SN Ia spectral variations at optical wavelengths. Any
intrinsic component that might remain would have to be largely
uncorrelated with SN spectral features fixed in wavelength, as
well as being coincidentally compatible with a CCM law.

4.2. RV determination

We apply the same treatment as above to our UBVRI-like syn-
thetic photometric bands, and find agreement with the spec-
tral analysis, as shown by the black points in the three pan-
els in Fig. 3. After the ewSi correction (Eq. 1b, Fig.3b), the
U and I band values deviate significantly from a CCM law,
which is recovered after the full ewSi and ewCa correction
(Eq. 1c, Fig.3c). The empirical fit presented in subsection 3.2
can be forced to follow a CCM extinction law by substituting
�A�,i = (a� + b�/RV ) �A⇤V,i + ⌘�, where a� and b� are the wave-
length dependent parameters given in Cardelli et al. (1989) and
O’Donnell (1994), and a single RV is fit over all bands. This fit
applied to �AS i+Ca

� leads to an average RV = 2.78 ± 0.34 for the
SN host galaxies in our sample. This value is compatible with
the Milky Way average of RV = 3.1 The quoted uncertainty is
statistical and derived with a jackknife procedure, removing one
supernova at a time.

We tested the robustness of our RV determination in several
ways. Since the s� are measured in sequence, each one using the
corrected magnitudes from the previous step, we swap the order
in which the correction is applied, and find RV = 2.70. Using
the whole sample to compute the s� instead of applying a 2�
clipping cut leads to RV = 2.79, showing the small influence of
clipping at this stage. Host galaxy subtraction is performed using
the full spatio-spectral information from the host obtained after
the SN Ia has faded, and we do not see evidence for residual host
galaxy features in our spectra. The measurement covariance ma-
trix Ci is dependent on the assumed calibration accuracy: for the
present result, this is estimated from repeated measurements of
standard stars. Another estimate can be obtained from the resid-
uals to a SALT2 light-curve fit. Using this in Ci values leads to

28/03/2013

SNe Ia extinction law

Chotard et al. 2011

• Spectral analysis of normal SNe Ia at maximum light
• Separation of  their  “intrinsic” and “extrinsic” 

components
• Construction of a mean extinction law for type Ia SNe

Method

• Additional color dispersion needed and taken into 
account

• “Classical” extinction law 
• Higher value of Rv than in classical SN Ia analyses

Result

• SNe Ia dispersion dominated by extinction variability
• Recurrent issue in SNe Ia analysis: extinction law or ‘Rv’?
• Lower values than the Milky Way one usually found & 

large dispersion in these values

ProblematicRV

http://cdsads.u-strasbg.fr/abs/2011arXiv1103.5300C
http://cdsads.u-strasbg.fr/abs/2011arXiv1103.5300C
http://cdsads.u-strasbg.fr/abs/2011arXiv1103.5300C
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Table 3: Hubble diagram fit results using the SALT2 parameters x1 and c as empirical corrections. These fits contain the 98 SNe Ia
having a spectrum ±2.5 days around maximum light (line (vi) of table 1). This table is shown as a reference result for this analysis
together with figure 2.

Case MB ↵ � WRMS �int

None 0.24 ± 0.04 – – 0.354 ± 0.023 0.331
x1 only 0.21 ± 0.04 �0.09 ± 0.03 – 0.341 ± 0.022 0.319
c only 0.05 ± 0.03 – 2.59 ± 0.20 0.197 ± 0.013 0.176
x1 & c 0.00 ± 0.02 �0.13 ± 0.02 2.77 ± 0.15 0.144 ± 0.010 0.116

Fig. 3: Left: Wang et al. (2009) classification scheme: EWSi ii �6355 vs. vSi ii �6355. The black dashed lines represent the mean
value of the normal SN Ia distribution. The red dashed line corresponds to the velocity cut-o↵ applied in Blondin et al. (2012b)
to defined their normal and HV groups. Right: Branch et al. (2009) classification scheme: EWSi ii �5972 vs. EWSi ii �6355. The
symbols correspond to the di↵erent groups defined by the criteria described in the text. These measurements were made on the
closest spectrum to maximum light in a phase window range of ±2.5 days around the maximum.

the strict boundaries presented above, we find that 38 SNe Ia fall
in the CN subclass (⇠ 39%), 23 SNe Ia fall into the BL subclass
(⇠ 24%), 22 SNe Ia fall into the SS subclass (⇠ 22%) and 15
SNe Ia fall into the CL subclass (⇠ 15%).

We have also checked that enlarging the size of the window
to a 5 days range around the maximum light does not change the
observed trends.

4.2. Standardization of SN Ia sub-classes

We present in table 4 the results of several (x1,c) corrected
Hubble diagram fits independently made with or without the six
sub-classes previously introduced. This table contains the nui-
sance parameter values (MB, ↵ and �), along with the WRMS
and the intrinsic dispersion estimated for each fit. To estimate
the significance of these results in a quantitative way, and since
these sub-samples do not share the same number of SNe Ia, we
have performed simulations. They are based on 5000 realisations
of randomly selected supernovæ from the initial sample with the
same population of the subclasses. If we take as an example the
CN subclass, the procedure is as follow: 38 SNe Ia are randomly
selected from the 98 SNe Ia constituting the initial sample, with
all their measured values of redshifts, magnitudes, covariance
matrices, etc. We run the Hubble fit with these 38 supernovæ,
keep all the fitted parameters (MB, ↵, �, �int) and compute the
WRMS of this fit. Repeating this 5000 times, we construct a dis-
tribution for each of these five parameters. These distributions

construct the reference simulation for the CN subclass, to which
the values of the five previously mentioned parameters coming
from the (x1,c) corrected Hubble diagram fit using the CN sub-
class are compared. For each parameter, we compute the p-value
and their associated significance in the approximation of a nor-
mal distribution (z-value). This procedure is run for each sub-
class, and gives 10 sample size dependant simulations which al-
low to estimate the significance of each result shown in table 4.
The p-value and significance on the WRMS only are shown in
the last two columns of table 4 for the 10 presented cases. When
a given result di↵ers from the global fit results performed on the
whole sample, its significance will be given in the text.

As the four Branch subclasses are defined using the Si ii
�5972 and Si ii �6355 equivalent widths, we expect these sub-
samples to have a slightly di↵erent intrinsic x1 and magnitude
distributions. The correlation of these equivalent widths to the
stretch (or x1) and the B-band magnitudes have indeed already
been shown in di↵erent analyses (see section ??). This e↵ect
is illustrated in figures 4 and 5, which respectively show their
x1 distributions and their B-band Hubble residual distributions
for three di↵erent corrections. As we can see in figure 4, the
distribution and mean value of x1 of these sub-classes is quite
di↵erent, and extends from �1.25 ± 0.25 for the CL sample to
0.47 ± 0.13 for the SS sample. This ordering in x1 values (CL,
BL, CN and SS) is consistent with the correlation already ob-
served of the silicon equivalent widths with x1. We also show
in figure 6 their mean rest-frame spectra and dispersions. These
mean spectra have been computed after correcting for their ob-
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Fig. 5: B-band nearby Hubble diagram residual distributions of
the four Branch sub-classes. Top panel: SALT2 color corrected.
Middle panel: SALT2 x1 and color corrected. Bottom panel:
SALT2 x1, color and EWSi ii �6355 corrected. The distribution
averages and their standard deviations are shown in brackets.
The color code is the same as in the right hand side of figures 3,
where the number of SNe Ia included in each sub-sample can be
found. The shaded areas represent the best Gaussian fits to each
sub-class distribution.

We first studied the standardization behavior of di↵erent
SN Ia sub-classes defined by their distribution in di↵erent max-
imum light spectral indicator space. The di↵erence between one
of the “Branch” sub-classes (the Shallow Silicon) SNe Ia and
the others was found to be of about 0.15 mag after indepen-
dent Hubble diagram fits using the SALT2 parameters. Using the
x1 and c parameters in the standardization process without this
SS subclass decreases the WRMS of the Hubble residuals from
⇠ 0.14 mag to ⇠ 0.12 mag at the 3� level. As the SS population
represents about 22% of the total sample, its removal would lead
to a small decrease of the sample size compared to the gain ob-
tained in distance estimate precision. We have also shown that
this bias in absolute magnitude di↵erence is largely mitigated if
one of the three silicon feature equivalent widths is added as a
third parameter during the minimization of the Hubble residuals.

The results presented in tables 4, ??, ?? and ??, are obtained
in a range of phases of ±2.5 days around the B maximum light.
To increase the statistics, other collaborations often extend the
phase range to ⇠ ±5 days around the maximum light. If we re-
peat the analysis presented in the previous section using all the
closest spectra to the maximum light included in a 5 days win-
dow, we end up with 115 SNe Ia (see table 1). These 17 addi-
tional SNe Ia all have a spectrum with a phase in [-5,-2.5] days
or [2.5,5] days. Increasing the range of phase indeed does in-

Fig. 6: Branch sub-classes spectral variabilities. Top panel:
Branch sub-classes mean absolute spectra as a function of rest-
frame wavelength. The number of spectra used to compute each
mean spectrum is noted in brackets. All the spectra used to com-
pute the averages have first been color (B-V) corrected using a
classical extinction law (Cardelli et al. 1989; O’Donnell 1994,
RV =3.1). Bottom panel: Absolute magnitudes and their disper-
sion (shaded areas) relative to the global mean magnitude of the
sample (black dotted lines). A constant term has been added to
each of them for clarity.

crease the sample of SNe Ia, but does not improve any of the
spectral indicator standardization power. The equivalent widths
measured in the IR part of the spectrum (O i �7773 and Ca ii IR),
show a small correlation with the phase of their corresponding
spectra (⇠ 0.3 � 0.4). These correlations being weak, and their
standardization power being almost nonexistent, we do not dis-
cuss this point in more details.

This analysis was performed on the B Hubble diagram resid-
uals only, as most of SN Ia observations and analyses. It confirms
the limit of the current spectroscopic standardization technique.
While we confirmed that a single flux ratio measured at maxi-
mum light is able to reduce the B-band Hubble residual disper-
sion as well as the photometric parameters do, we did not find
any other spectral indicator leading to a significant improvement
in SN Ia distance measurement. It has been shown recently in
several analyses that the dispersion of the Hubble residuals in the
IR is greatly lower than in the blue part of the spectrum (Barone-
Nugent et al. 2012), since both interstellar extinction and SN Ia
intrinsic variability are much lower in this range. To really see
the limit of such analysis with spectral indicators, one has to ex-
tend this work to the full spectrum, as was started in Chotard
et al. (2011). Of course, a generalisation at other phases could
also be a possible study of interest in order to definitely see if
new measurements could lead to an improvement of SN Ia stan-
dardization in all wavelength. These studies have already been
started on other samples (Blondin et al. 2011), and is also one of
the next analysis to perform with the SNfactory sample.

The limits of classical spectral indicators as standardization
tools does not imply that we should forget about them, but in-
stead find other ways of using them in order to increase our un-
derstanding of SNe Ia, as already done in many di↵erent stud-
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Sub-classification

Chotard et al. 2013b, in prep

Presence of SN Ia subtypes in the main 
sample could introduce biases in the 
cosmological analyses:

• Different mean absolute magnitude,
• Different color/magnitude relations,
• Different intrinsic variabilities,
• Evolution with redshift,
• Etc.

Intrinsic spectral indicators:
• Insensitive to host extinction/reddening
• Reflect SN Ia intrinsic variabilities
• Tools to study the sub-typing
• Etc.
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SNfactory I & II status 
• Publications:  Various analyses already published, some under 

publication process, and a lot of ongoing analyses, including photometry 
and cosmology papers.

• Data taking: More data taken in a regular basis to feed these analysis. 
Probable stop of the observation end of 2014.

• Chinese collaboration to SNfactory phase II since 2011 

• French (CPPM/IPNL) / Chinese (THCA) collaboration:

•  Data transfert / Calibration process runing

•  Spectral analysis / Classification / SNe Ia velocity studies 

• SNfactory Collaboration meeting: A few days ago in Beijing!

• Of course, SNe Ia observations and analyses in Tsinghua is not limited to 
SNfactory (Antartica)
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THANKS!


