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LHC physics -> mainly large cross-section phenomena (QCD) 

-> used for “Physics” and Detectors commissioning

QCD is a successful theory, heavily tested in past experiment and  predictive for higher 
energy. Needed to be verified at any new energy

Asymptotic freedom, factorization and evolution are the instruments we use to analyze 
QCD processes at colliders

Perturbative QCD is an excellent description of the strong interaction at large Q2 (in an ideal 
asymptotic freedom regime) but it is also needed to understand low Q2 (soft phenomena), in the 
non-perturbative regime, surrounding all LHC production

+ LHC bring non-perturbative phenomena to relatively large Qs 2 (~ 1 GeV2), large enough to be studied experimentally

+ Experimental guidance is of interest for improving phenomenological application of QCD to the soft sector

Why interested in QCD 
while we look for new phenomena ?

LHC, multi-TeV age



The LHC Region
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LHC is a proton-proton collider (up to 14 TeV)
mainly gluon-gluon interactions

Huge phase space for the final state:
high jet multiplicity expected

LHC extends the kinematical region from previous 
experiment (new info for proton structure and interaction 
dynamics) 

1034 luminosity -> high pile-up 
Pile-up is mainly generic p-p interactions -> 
soft interactions 

A robust modeling activity is needed
from Low and High pT phenomena: 
+ strong dynamics at TeV (pQCD, PDFs, αS, new physics…) 
+ soft dynamics (Multiplicities, Underlying Event, non-
perturbative effects, Multiple Interactions) 

why?
+ optimal interaction description
+ background definition
+ clear signal for any old and new physics 
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LHC, multi-TeV age



?

Why modeling is so 
important ?

+ Monte Carlo models prove our 
ignorance

+ Our knowledge is √S-dependent: 
predictive models at SpS or Tevatron, 
diverge if extrapolated to higher 
energy

+ In addition models depend on 
observables (is there a universal 
tune?)

+ Lot of work is ongoing 

How ? 
+ experimentally, for instance, 
from basic observables based 
on soft  and hard reactions

+ new calculations and tools 
like Rivet/Professor
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Monte Carlo Models



proton proton

Main Interaction

Radiation (ISR/FSR)

Jet

Fragmentation/
Hadronization

Mutiple Interactions 
(MPI)

Beam Remnant
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Structure of the p-p interaction
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The goal is to test SM (in)consistency
For each process expected at LHC:

Phenomenological framework



PDF (parton distribution functions):
Sum of all  initial states leading, at the  
Q-scale, to  pj = xP(proton)

Transition from the partonic final state 
to the final state hadrons 
(hadronization, fragmentation, jet 
definition...)

Phenomenological framework

How understand QCD processes ?
We need accurate normalization and kinematical distributions  

we still can use tools from pQCD given 
infrared-safe observables and factorizable quantities 
(where IR divergences can be reabsorbed in a np factor)

how ? factorization theorem 
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high interaction energy -> 
one can resolve partons 
from the sea -> pQCD 
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P. Skands - Soft Phenomenology

1. Where is the energy going?
Sum(pT) densities, event shapes, mini-jet rates, ctrl&fwd energy 
flow, energy correlations… ≈ sensitive to pQCD + pMPI
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IR Safe

IR Sensitive

More IR 
Sensitive

Note: only linearized Sphericity is IR safe

2. How many tracks is it divided onto?
Ntracks, dNtracks/dpT,

 Associated track densities, track correlations… 
≈ sensitive to hadronization + soft MPI

3. Are there gaps in it? 
Created by diffraction (and color reconnections?). Destroyed by UE.

4. What kind of tracks?
Strangeness per track, baryons per track, baryon asymmetry, … 
hadron-hadron correlations ≈ sensitive to details of hadronization 

+ collective effects (+Quarkonium sensitive to color reconnections?)

Phenomenological framework

curtesy of P. Skands

low-x and forward physics is a perfect benchmark to investigate 
IR physics and test perturbative and non-perturbative models
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Experimental framework

LHC
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Experimental framework
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ALICE detector 

Paris, 15 November 2011 

Highligths for this talk: 
 
 moderate B (0.5 T), thin material (7% X0 at perpendicular 

incidence in ITS) 
  low pT reach (< 100 MeV/c) 
 
 extended PID capabilities in central barrel: , K, p and 

electron identification Hadron Collider Physics Symposium 

ATLAS results Emily Nurse 

ATLAS 
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Inner Detector in 2 T 

magnetic field reconstructs 

charged particle “tracks” 
with   |!| < 2.5   

" = azimuthal angle around beam-axis {in xy plane} 

# = polar angle {w.r.t. beam-axis} 

! = - ln tan(#/2)  {pseudo-rapidity} 
pT = momentum component transverse to beam z 

x 

y 

Calorimeters absorb EM 

and hadronic particles 

Outer muon detectors 

ALICE
ATLAS

CMS
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Total pp cross section

σTOT = σelastic + σinelastic

 = σnon-diffractive + σdiffractive
 = σSD + σDD + σCD

2 protons very forward
dedicated experiment (or 
detectors) - RP,  TOTEM...

LISHEP 18 March  2013 N. Cartiglia, INFN Turin.  16 

The very difficult part: elastic scattering 

Need dedicated experiments able to detect scattered 
particles very closed to the beam line: pp  pp  

 
 

 

~ 150 m 
~ 5 mm 

p p 

p 
p 

TOTEM @ LHC 
Roman Pot and silicon detector 

LISHEP 18 March  2013 N. Cartiglia, INFN Turin.  17 

The difficult part: pomeron exchange 

Pomeron exchange is a 
synonym  of colour  
singlet exchange  
(diffraction) 
 
Many different 
topologies to measure  
 
Importance of very low 
mass  events 

indirect  (PileUp distributions / optical theorem) 
or direct ways (Minimum Bias Trigger)

GAP-topologies
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Total cross section and diffraction 

Paris, 15 November 2011 

 
 measurement of the inelastic p-p cross-section 
 extraction of Single and Double Diffraction cross-sections  

Hadron Collider Physics Symposium 

Alice detectors used: 
 SPD 
 V0 
 FMD (silicon sensors 

at large rapidity) 
V0 V0 

Note: ALICE has 1-arm and 2-arm triggers allowing to extract SD and DD cross-sections 

Alice (FMDs)    ATLAS (MBTS)   CMS (BSC+...)
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Total pp cross section

σTOT(S)∝S-1/2 (Regge) σTOT(S)∝Sε + ln(S) + ln2(s)

(Pomeron exchange)

σTOT(S) = c + S-1/2 + γ ln2(s)
(best fit from COMPETE coll.)
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Total pp cross section

σTOT(S)∝S-1/2 (Regge) σTOT(S)∝Sε + ln(S) + ln2(s)

(Pomeron exchange)

σTOT(S) = c + S-1/2 + γ ln2(s)
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Figure 6: The results from the present CMS inelastic cross section analysis at
√

s = 7 TeV
(red square) compared with the results from ATLAS [12], CMS (via pile-up counting) [9], AL-
ICE [21], TOTEM [20] and lower energy pp and pp̄ data from PDG [22].

agreement with the results independently obtained recently by CMS (via event pileup count-
ing) [9] and ATLAS [12], and follow the smoothly increasing trend established by previous
measurements at lower energies.
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70 mb

σINEL - Measurements are well in agreement between each 
others and with different methodology:

Alice - J.Phys.G G38 (2011) 124044
ATLAS - Nature Commun. 2 (2011) 463
CMS - PLB 722 (2013) 5
CMS (PileUp counting)- PLB 722 (2013) 5
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Total pp cross section
σTOT(8 TeV)TOTEM (OT) = 101.7 ∓ 2.9 mb 
σTOT(8 TeV)COMEPTE   = 101 ∓ 5 mb [confirms ∼ln2(s)]

         (σTOT(8 TeV)2-pomeron = 125 ∓ 5 mb)
 
σINELASTIC(ξ>5*10-6)ALICE  = 62.1 ∓ 1.0 (syst) ∓ 2.2 (lumi) mb 
σINELASTIC(ξ>5*10-6)ATLAS = 60.3 ∓ 0.05 (stat) ∓ 0.5 (syst) ∓ 2.1 (lumi) mb 
σINELASTIC(ξ>5*10-6)CMS   = 60.2 ∓ 0.2 (stat) ∓ 1.1 (syst) ∓ 2.4 (lumi) mb 

+ PHOJET and SIBYLL overestimate 
σinel

+ EPOS, QGSJET II-03, PYTHIA 6, 
and PYTHIA 8 about 10% above the 
data

+ QGSJET 01, QGSJET II-04 agree 
well with the measurements

+ PYTHIA 8+MBR agrees well with 
the track-based measurements, but 
overestimates the prediction for 
σinel for ξ > 5×10−6

All models agree broadly with the 
relative dependence of the cross 
section on the criteria used to define 
the final states.

TOTEM results in context
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• outlook: successful data-taking with β∗ = 1000 m optics – goal: � determination
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Experimental results well in agreement within each others

12 6 Summary

Total inelastic
-610!>5" > 1 track
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Figure 5: The two types of CMS measurements of the inelastic pp cross section (red filled circle
and squares) compared to predictions from several Monte Carlo models for different criteria, as
labelled below the abscissa axis. The MC predictions have an uncertainty of 1 mb (not shown).
The label PYTHIA 6 (tunes D6T, Z1 LEP, AMBT1, DW-Pro, and Pro-PT0) and PYTHIA 8 (versions
8.127–8.139, Tunes 2C 8.140 Cor10a, Tune 2M 8.140 Cor10a, and Tune 4C 8.145 Cor10a) indicates
several versions that give equivalent results. Other LHC experimental results are also included
for comparison.

6 Summary
The inelastic cross section in pp collisions at

√
s = 7 TeV has been measured using two methods

that incorporate information either from central or from forward detectors of CMS. The results
for the different choices of final states considered are:

σinel(ξ > 5 × 10−6) = [60.2 ± 0.2 (stat.) ± 1.1 (syst.)
± 2.4 (lum.)]mb,

σinel(> 1 track) = [58.7 ± 2.0 (syst.) ± 2.4 (lum.)]mb,
σinel(> 2 tracks) = [57.2 ± 2.0 (syst.) ± 2.4 (lum.)]mb,
σinel(> 3 tracks) = [55.4 ± 2.0 (syst.) ± 2.4 (lum.)]mb,

where each track must have pT > 200 MeV/c and |η| < 2.4. The comparison of these re-
sults with the cross section expected from Monte Carlo models used in collider and cosmic-
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Total pp cross section - GAPs cross section
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•  non-diffractive events dominate at small gaps 
•  diffractive plateau observed for large gaps 

ΔηF = largest empty 
 pseudorapidity interval, 
 from edge of  detector 

CMS Coll., PAS FSQ-12-005!

PYTHIA8 models provide reasonable description  ATLAS Coll., EPJ C72 (2012) 1926 !

•  increasing particle threshold requirement results in 
more ND events with large gaps; confirms that 
inclusive events are dominated by low pT production 

typical 
detector 
signature 

The size of the pseudorapidity gap is directly related to the diffractively dissociated system (in the 
whole mass range) - larger GAP -> higher contribution

ΔηF = largest empty pseudorapidity interval, from edge of detector
non-diffractive events dominate at small gaps 
diffractive plateau observed for large gaps
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Figure 16: Comparison of CMS measurement (black points) with ATLAS result (blue points).
The green band represents the total systematic uncertainty of the CMS measurement, while
the total uncertainty of ATLAS measurement is shown by the error bars on the ATLAS points.
The hadron-level definitions of the two measurements are not the same. CMS measures the
forward rapidity gap size in η starting from η = ±4.7, whereas the ATLAS limit is η = ±4.9.

10 Summary
Results are reported for the single- and double-diffractive cross sections in pp collisions at√

s = 7 TeV at the LHC using the CMS detector.

The differential SD cross section is measured as a function of ξ, the forward momentum loss
of the incoming proton, for −5.5 < log10 ξ < −2.5. In this region, the total measured SD cross
section is 4.27 ± 0.04(stat.)+0.65

−0.58(syst.) mb.

The differential DD cross section is measured using events for which one hadronic system is
detected in the central detector (12 � MX � 394 GeV) and the other one in the CASTOR
calorimeter (3.2 � MY � 12 GeV), as a function of ξX = M2

X/s for −5.5 < log10 ξX < −2.5.
The DD cross section is also measured differentially as a function of the width of the central
pseudorapidity gap, ∆η, for ∆η > 3 and MX, MY > 10 GeV. The total DD cross cross section
integrated over this region is 0.93 ± 0.01(stat.)+0.26

−0.22(syst.) mb.

In addition, the inclusive differential cross section for events with a forward rapidity gap
(dσ/d∆ηF) is measured over ∆ηF = 8.4 units of pseudorapidity. The result extends the ATLAS
measurement by 0.4 unit of gap size.

Measurements are compared to results from other experiments and to theoretical predictions.

References
[1] ALICE Collaboration, “Measurement of inelastic, single- and double-diffraction cross

sections in proton–proton collisions at the LHC with ALICE”, Eur. Phys. J. C (2012)
arXiv:1208.4968.

ATLAS/CMS have a 
different pseudorapidity coverage (4.9 VS 4.7)

CMS Coll., PAS FSQ-12-005
ATLAS Coll., EPJ C72 (2012) 1926
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Total pp cross section - Diffraction

Experimentally is not possible to distinguish pomeron exchange from secondary-reggeons, the 
separation of these processes is model dependent

Experimental measurements based on large gaps, compared with different model (triple reggeon, 
QGSJET II, N=4SYM...)

Good agreement on a wide energy range with the model based on Gribov’s Regge calculus (Eur. Phys. 
J. C67 (2010) 397) - continuous black line

Almost constant SD fraction with energy σSD/σInel ≃ 0.2

[consistency: good agreement at 900 GeV with previous measurements]

Eur.Phys.J. C73 (2013) 2456

Eur. Phys. J. C (2013) 73:2456 Page 13 of 20

Table 7 Inelastic cross section
(σINEL) measurements for pp
collisions at

√
s = 7 TeV at the

LHC

Experiment σINEL (mb) σ
ξ>5×10−6

INEL (mb)

ALICE 73.2+2.0
−4.6(model) ± 2.6(lumi) 62.1+1.0

−0.9(syst) ± 2.2(lumi)

ATLAS 69.4 ± 6.9(model) ± 2.4(exp) 60.3 ± 0.5(syst) ± 2.1(lumi)

CMS 68.0 ± 4.0(model) ± 2.0(syst) ± 2.4(lumi) 60.2 ± 0.2(stat) ± 1.1(syst) ± 2.4(lumi)

TOTEM 73.5+1.8
−1.3(syst) ± 0.6(stat)

Fig. 10 Inelastic cross sections as a function of centre-of-mass energy,
in proton–proton or proton–antiproton collisions, compared with pre-
dictions [9] (short dot-dashed blue line), [13–17] (dashed green line),
[18] (solid black line), [10–12] (long dot-dashed pink line), and [6–8]
(dotted red line). LHC data are from ALICE [this publication], ATLAS
[34], CMS [35] and TOTEM [36]. Data points for ATLAS, CMS and
TOTEM were slightly displaced horizontally for visibility. Data from
other experiments are taken from [52–55]

measurement of σ
ξ>5×10−6

INEL , about 40 % of the uncertainty
comes from the MX dependence parameterization. Table 7
also gives a comparison of inelastic cross sections exclud-
ing low-mass diffraction, as measured by ALICE, ATLAS
and CMS. The results from three experiments are consistent
within experimental uncertainties.

6.2 Diffractive cross sections

Combining the measurements of the inelastic cross section
with the relative rates of diffractive processes, cross sections
for single (MX < 200 GeV/c2) and double (#η > 3) diffrac-
tion were obtained:

− σSD = 12.2+3.9
−5.3(syst) mb and σDD = 7.8 ± 3.2(syst) mb

at
√

s = 2.76 TeV;

Fig. 11 Single-diffractive cross section as a function of centre-of-mass
energy. Data from other experiments are for M2

X < 0.05s [59–62].
ALICE measured points are shown with full red circles, and, in or-
der to compare with data from other experiments, were extrapolated to
M2

X < 0.05s (open red circles), when needed. The predictions of theo-
retical models correspond to M2

X < 0.05s and are defined as in Fig. 10

− σSD = 14.9+3.4
−5.9(syst) mb and σDD = 9.0 ± 2.6(syst) mb

at
√

s = 7 TeV.

The inelastic cross section at
√

s = 0.9 TeV was not mea-
sured by ALICE, instead, the value σINEL = 52.5+2.0

−3.3 mb
was used, which includes the UA5 measurement [57]
and a re-analysis of the extrapolation to low diffractive
masses [58]. Combining this value with the measured
diffraction fraction (Table 2), diffractive cross sections
were obtained at

√
s = 0.9 TeV: σSD = 11.2+1.6

−2.1(syst) mb
(MX < 200 GeV/c2) and σDD = 5.6 ± 2.0(syst) mb
(#η > 3). A summary of diffractive cross sections measured
by ALICE is given in Table 8.

A comparison of ALICE diffraction cross section mea-
surements with data at previous colliders and with models is
shown in Figs. 11 and 12. In order to facilitate comparison
with models, Fig. 11 also includes the SD cross section cor-
rected (extrapolated) to the mass cut-off MX <

√
0.05s (i.e.

ξ < 0.05) at the energies 2.76 and 7 TeV.
A word of caution is needed concerning the comparison

of data for SD and DD processes: results from different ex-
periments are corrected in different ways, and also the def-
initions of SD and DD events are not unique. For example,
the CDF collaboration [24] defines DD events to be those
with #η > 3, as does this analysis, but in addition sub-

Page 14 of 20 Eur. Phys. J. C (2013) 73:2456

Table 8 Proton–proton diffractive cross sections measured by ALICE at
√

s = 0.9,2.76 and 7 TeV. Single diffraction is for MX < 200 GeV/c2

and double diffraction is for !η > 3. The errors quoted are the total systematic uncertainties. Statistical errors are negligible

√
s (TeV) σSD (mb) σDD (mb)

0.9 11.2+1.6
−2.1(syst) 5.6 ± 2.0(syst)

2.76 12.2+3.9
−5.3(syst) ± 0.2(lumi) 7.8 ± 3.2(syst) ± 0.2(lumi)

7 14.9+3.4
−5.9(syst) ± 0.5(lumi) 9.0 ± 2.6(syst) ± 0.3(lumi)

Fig. 12 Double-diffractive cross section as a function of centre-of–
mass energy. The theoretical model predictions represented as lines are
for !η > 3 and are defined as in Fig. 10. Data from other experiments
are taken from [63]

tracts non-diffractive events from their sample according to
a model. In any case, within the large uncertainties, we find
agreement between ALICE measurements and data from the
CERN SppS collider and the Tevatron, as well as with the
predictions of models [6–18].

7 Conclusion

A study of gaps in the pseudorapidity distributions of parti-
cles produced in pp collisions at the LHC was used to mea-
sure the fraction of diffractive events in inelastic pp colli-
sions at

√
s = 0.9,2.76 and 7 TeV. At

√
s = 0.9 TeV, the

ALICE result on diffractive fractions is consistent with the
UA5 data for pp collisions.

The diffraction study resulted in adjustments to the
Monte Carlo generators used for evaluating trigger efficien-
cies. The adjusted event-generator simulations together with
the measurements of the LHC luminosity with van der Meer
scans were used to obtain the inelastic proton–proton cross
section at

√
s = 2.76 and 7 TeV. The ALICE inelastic cross

section result at
√

s = 7 TeV is consistent with those from
ATLAS, CMS, and TOTEM.

Combining measured inelastic cross sections with
diffraction relative rates, cross sections were obtained for
single- and double-diffraction processes.

Cross section measurements were compared to other
measurements at the LHC, to lower energy data, and to pre-
dictions from current models [6–18], and are found to be
consistent with all of these, within present uncertainties.
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are not able to describe 
simultaneously both 
energy evolution in 
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rise and why faster than 
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QCD radiation violates Feynman 
scaling at high energies

But, even when assuming Feynman 
scaling, the possibility of creating 
more strings in MPI gives rise of   
ρ(0) stronger than ln(s) 

Pseudorapidity and pT distribution

< pT> is energy independent for soft 
processes

for hard scale the rise is due to 
– production of jets in hard 

scatters
– and MPI

9

GeV and 1 GeV, respectively. Data are compared to predictions obtained from various MC
event generators. In general we observe that the model predictions vary within 10-20% for
both measurements.

The average multiplicity, per unit of pseudorapidity, for tracks with pT > 0.1 GeV was found
to be 5.4 ± 0.2 for the most inclusive selection and 6.2 ± 0.3 for the NSD-enhanced sample. For
tracks with pT > 1 GeV the average multiplicity is 0.78 ± 0.03 for the most inclusive selection
and 0.93 ± 0.04 for the NSD-enhanced sample.

When applying the lowest transverse momentum threshold, the data are well described by
PYTHIA6 Z2* and QGSJETII-04 for the inclusive selection. All models overestimate the data by
up to 20% for the NSD-enhanced sample. Increasing the transverse momentum threshold to 1
GeV, the level of agreement of the models with the data changes. For the inclusive measure-
ment PYTHIA6 Z2*, PYTHIA8 4C, Epos LHC and QGSJETII-04 are within the systematic un-
certainties for most pseudorapidity bins, while HERWIG++ EE3C underestimates the data. All
models fail to describe the data well for the sample enhanced in non-single diffractive events,
with the exception of EPOS LHC for |η| < 1.5.
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Figure 4: Charged particle pseudorapidity distributions at
√

s = 8 TeV for tracks in |η| < 2.4
with pT > 0.1 GeV. Results are shown for an inclusive sample obtained by requiring tracks in
the range of any of the TOTEM T2 telescopes in either hemisphere (left) and a sample enhanced
in non-single diffractive events requiring tracks in the range of TOTEM T2 in both forward and
backward hemispheres (right). The data are compared to different model predictions and their
ratio is shown in the lower panels. The error bands show the total systematic uncertainty.

The centre-of-mass energy dependence of the pseudorapidity distribution at η = 0 is shown in
Fig. 6, which includes data from various other experiments obtained for NSD events in pp and
pp̄ collisions. Previous CMS measurements were performed by extrapolating to pT = 0 and
the fraction of charged particles with pT < 0.1 GeV was estimated to be 5%. For the purposes
of the comparison, the present measurement at

√
s = 8 TeV was scaled upwards by the same

amount. Particle production at midrapidity is expected to follow a power-law centre-of-mass
energy dependence, dNch/dη

��
η=0 ∝ s� , with exponent in the range � ≈ 0.14–0.24 [24]. Figure 6

shows the result of a fit with such an expected s-dependence to the high-energy pp and pp̄
central pseudorapidity particle densities. We find � ≈ 0.23.
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Figure 5: Charged particle pseudorapidity distributions at
√

s = 8 TeV for tracks in |η| < 2.4
with pT > 1 GeV. Results are shown for an inclusive sample obtained by requiring tracks in the
range of any of the TOTEM T2 telescopes in either hemisphere (left) and a sample enhanced in
non-single diffractive events requiring tracks in the range of TOTEM T2 in both forward and
backward hemispheres (right). The data are compared to different model predictions and their
ratio is shown in the lower panels. The error bands show the total systematic uncertainty.
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Figure 6: Average value of dNch/dη in the central region as a function of the centre-of-mass
energy in pp and pp̄ collisions. Shown are measurements performed with different NSD event
selections from UA1 [8], UA5 [9], CDF [6, 7], ALICE [5] and CMS [3]. The dashed line is a
power-law fit to the data.

The leading-track pT distribution is shown in Figs. 7 and 8 (left) and the integrated distribution,
D(pT,min), is presented in the right panels of Figs. 7 and 8. In Fig. 7, predictions from PYTHIA8
4C, PYTHIA6 Z2*, PYTHIA6 D6T and PYTHIA6 default tune with or without multi-parton in-
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Figure 8: Normalised pT-distribution (left) and normalised integrated pT-distribution (right)
of the leading charged particle in |η| < 2.4. Data are compared to predictions by different
event generators. The error bars indicate the statistical uncertainty and the shaded area the
systematic uncertainty.

PYTHIA6 Z2* and QGSJETII-04, while all models overestimate the data for the NSD-enhanced
event sample. For pT > 1 GeV, the inclusive measurement is best described by PYTHIA6 Z2*
and EPOS LHC while none of the models considered succeeds to describe the data for the NSD-
enhanced sample. At

√
s = 8 TeV, the average value of dNch/dη|η=0 for the NSD-enhanced

sample was found to follow the power-like centre-of-mass energy dependence indicated by
previous NSD measurements at different energies. The measured charged-particle distribu-
tions can help constrain the modeling of semi-hard (multi)parton scatterings in pp collisions at
the LHC over a large phase space in pT and η.

The distribution of the leading pT of charged particles is also presented for pT > 0.8 GeV. The
same distribution integrated over the leading charged particle transverse momentum, above
a pT,min value, shows a transition from a steeply falling distribution at large pT (perturbative
region) to a flat distribution at small pT (non-perturbative region) in the range of pT,min of a few
GeV. This region is not well described by theoretical predictions obtained from various Monte
Carlo event generators. The shape of the measured integrated pT distribution is best described
by EPOS LHC.
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Z-generation pythia, tuned 
on MPI observables, does 
the best job in central 
region but fails forward
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A Combined CMS and TOTEM results

The charged particle pseudorapidity distributions, dNch/d|η|, are shown in Fig. 9 combined

with the measurement performed by the TOTEM collaboration with T2 [14]. The data, as func-

tion of |η|, were derived by averaging the data points in the corresponding ±η bins.
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Figure 9: Charged particle pseudorapidity distributions, dNch/d|η|, in |η| < 2.4 for pT > 100

MeV and in 5.3 < |η| < 6.5 for pT > 40 MeV, as measured by CMS and TOTEM, respectively.

Results are shown for an inclusive sample obtained by requiring tracks in the range of any of

the TOTEM T2 telescopes in either hemisphere (left) and a sample enhanced in NSD events

requiring tracks in the range of TOTEM T2 in both forward and backward hemispheres (right).

The data are compared to various model predictions and their ratio is shown in the lower

panels. The error bars indicate the statistical uncertainty and the shaded area the correlated

systematic uncertainty.

CMS PAS FSQ-12-026

+ TOTEM

+ TOTEM



23

Transverse Energy Flow

10 

ATLAS Coll., JHEP 11 (2012) 033!

|!|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

 [G
eV

]
"

#d!d
T

E
$2 d %

0.2

0.4

0.6

0.8

1

Data
Py6 AMBT1
Py6 AUET2B:CTEQ6L1
Py6 DW
Py8 4C
H++ UE7-2
EPOS LHC

ATLAS  = 7 TeVs

|<2.5)ch! > 250 MeV, |ch
T

p 2 (& chN

 > 500(200) MeVch(neutral)p

|!|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

  
Da

ta
M

C

0.8

1

1.2

•  charged and neutral particles included 
•  uses full acceptance of  ATLAS calorimeter 
•  important complementary measurement to 

charged particle distributions 

probe particle kinematics in inclusive pp interactions 

SumET5

0 10 20 30 40 50 60

]-1
 [G

eV
T

E
!d

ev
t

Nd
"

ev
t

N1

-310

-210

-110
ATLAS  = 7 TeVs Data

Py6 AMBT1
Py6 AUET2B:CTEQ6L1
Py6 DW
Py8 4C
H++ UE7-2
EPOS LHC

| < 0.8#0.0 < |

| < 2.5)ch# > 250 MeV, |ch
T
p 2 ($ chN

 > 500(200) MeVch(neutral)p

 [GeV]TE !
0 10 20 30 40 50 60

   
Da

ta
M

C

0.5
1

1.5
2

SumET0

0 5 10 15 20 25 30 35 40

]-1
 [G

eV
T

E
!d

ev
t

Nd
"

ev
t

N1

-310

-210

-110 ATLAS  = 7 TeVs Data
Py6 AMBT1
Py6 AUET2B:CTEQ6L1
Py6 DW
Py8 4C
H++ UE7-2
EPOS LHC

| < 4.8#4.0 < |

| < 2.5)ch# > 250 MeV, |ch
T
p 2 ($ chN

 > 500(200) MeVch(neutral)p

 [GeV]TE !
0 5 10 15 20 25 30 35 40

   
Da

ta
M

C
0.5

1
1.5

2MCs underestimate activity in forward region 

central 

forward 

•  measured also in dijet events (transverse region), sensitive to underlying event  

changing proportion of  diffractive events in MC has little affect on 
shape; some sensitivity to choice of  proton PDFs observed  

charged and neutral components included (using 
the full acceptance of ATLAS calorimeter) 
important complementary measurement to 
charged particle distributions

MCs underestimate the forward activity 

sensitivity to diffractive component is small

sensitivity to choice of proton PDFs and 
Underlying Event tune is observed

ATLAS, JHEP 11 (2012) 033

10 

ATLAS Coll., JHEP 11 (2012) 033!

|!|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

 [G
eV

]
"

#d!d
T

E
$2 d %

0.2

0.4

0.6

0.8

1

Data
Py6 AMBT1
Py6 AUET2B:CTEQ6L1
Py6 DW
Py8 4C
H++ UE7-2
EPOS LHC

ATLAS  = 7 TeVs

|<2.5)ch! > 250 MeV, |ch
T

p 2 (& chN

 > 500(200) MeVch(neutral)p

|!|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

  
Da

ta
M

C

0.8

1

1.2

•  charged and neutral particles included 
•  uses full acceptance of  ATLAS calorimeter 
•  important complementary measurement to 

charged particle distributions 

probe particle kinematics in inclusive pp interactions 

SumET5

0 10 20 30 40 50 60

]-1
 [G

eV
T

E
!d

ev
t

Nd
"

ev
t

N1

-310

-210

-110
ATLAS  = 7 TeVs Data

Py6 AMBT1
Py6 AUET2B:CTEQ6L1
Py6 DW
Py8 4C
H++ UE7-2
EPOS LHC

| < 0.8#0.0 < |

| < 2.5)ch# > 250 MeV, |ch
T
p 2 ($ chN

 > 500(200) MeVch(neutral)p

 [GeV]TE !
0 10 20 30 40 50 60

   
Da

ta
M

C

0.5
1

1.5
2

SumET0

0 5 10 15 20 25 30 35 40
]-1

 [G
eV

T
E

!d
ev

t
Nd

"
ev

t
N1

-310

-210

-110 ATLAS  = 7 TeVs Data
Py6 AMBT1
Py6 AUET2B:CTEQ6L1
Py6 DW
Py8 4C
H++ UE7-2
EPOS LHC

| < 4.8#4.0 < |

| < 2.5)ch# > 250 MeV, |ch
T
p 2 ($ chN

 > 500(200) MeVch(neutral)p

 [GeV]TE !
0 5 10 15 20 25 30 35 40

   
Da

ta
M

C

0.5
1

1.5
2MCs underestimate activity in forward region 

central 

forward 

•  measured also in dijet events (transverse region), sensitive to underlying event  

changing proportion of  diffractive events in MC has little affect on 
shape; some sensitivity to choice of  proton PDFs observed  



10

chS
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
C

/D
at

a

0.5
1

1.5
2

2.5

dS

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ch
dS

ev
dN  

evN1

0.5

1

1.5

2

2.5

3

3.5  2.5 GeV! lead
T

0.5 GeV < p
ATLAS = 7 TeV          s Data 2010

PYTHIA 6 AMBT2B
PYTHIA 6 DW
PYTHIA 6 Z1
PYTHIA 8 A2
Herwig++ UE7-2

(a)

chS
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
C

/D
at

a

0.5
1

1.5
2

2.5

dS

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ch
dS

ev
dN  

evN1

0.5

1

1.5

2

2.5

3

3.5  5 GeV! lead
T

2.5 GeV < p
ATLAS = 7 TeV          s Data 2010

PYTHIA 6 AMBT2B
PYTHIA 6 DW
PYTHIA 6 Z1
PYTHIA 8 A2
Herwig++ UE7-2

(b)

chS
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
C

/D
at

a

0.5
1

1.5
2

2.5

!

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ch
dS

ev
dN  

evN1

0.5

1

1.5

2

2.5

3

3.5  7.5 GeV" lead
T

5 GeV < p
ATLAS = 7 TeV          s Data 2010

PYTHIA 6 AMBT2B
PYTHIA 6 DW
PYTHIA 6 Z1
PYTHIA 8 A2
Herwig++ UE7-2

(c)

chS
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
C

/D
at

a

0.5
1

1.5
2

2.5

dS

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ch
dS

ev
dN  

evN1

0.5

1

1.5

2

2.5

3

3.5  10 GeV! lead
T

7.5 GeV < p
ATLAS = 7 TeV          s Data 2010

PYTHIA 6 AMBT2B
PYTHIA 6 DW
PYTHIA 6 Z1
PYTHIA 8 A2
Herwig++ UE7-2

(d)

chS
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
C

/D
at

a

0.5
1

1.5
2

2.5

dS

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ch
dS

ev
dN  

evN1

1

2

3

4

5
 > 10 GeVlead

T
p

ATLAS = 7 TeV          s Data 2010
PYTHIA 6 AMBT2B
PYTHIA 6 DW
PYTHIA 6 Z1
PYTHIA 8 A2
Herwig++ UE7-2

(e)

FIG. 5. Normalized distributions of transverse sphericity using at least six charged particles with pT > 0.5 GeV and |η| < 2.5
for different requirements on the transverse momentum of the leading charged particle, pleadT . The error bars show the statistical
uncertainty while the shaded area shows the combined statistical and systematic uncertainty. Where not visible, the statistical
error is smaller than the marker size.
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FIG. 3. Normalized distributions of the complement of transverse thrust using at least six charged particles with pT > 0.5 GeV
and |η| < 2.5 for different requirements on the transverse momentum of the leading charged particle, pleadT . The error bars show
the statistical uncertainty while the shaded area shows the combined statistical and systematic uncertainty. Where not visible,
the statistical error is smaller than the marker size.
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Event Shapes

2

transverse momenta, which are Lorentz-invariant under
such boosts. Different formulations of event shape ob-
servables are possible; the most intuitive is to calculate
the event shape from all particles in an event. These
are denoted by directly global event shapes [1, 2]. In
hadron collider experiments, it is not usually possible to
detect all particles in an event due to the finite detec-
tor acceptance, limited at small scattering angles by the
presence of the beam pipe. Event shapes which include
only particles from a restricted phase space in pseudora-
pidity η, are called central event shapes: in this analysis
charged particles within the range |η| < 2.5 are used.
These central event shapes are nevertheless sensitive to
non-perturbative effects at low momentum transfer and
provide useful information about the event structure for
development of models of proton–proton collisions. The
thrust is one of the most widely used event shape vari-
ables. The transverse thrust for a given event is defined
as:

T⊥ = max
n̂

�

i

|�pT,i · n̂|
�

i

|�pT,i |
(1)

where the sum is performed over the transverse momenta
�pT,i of all charged particles in the event. The thrust axis
n̂T is the unit vector n̂ that maximizes the ratio in Eq. (1).
The transverse thrust ranges from T⊥ = 1 for a perfectly
balanced, pencil-like, dijet topology to T⊥ = �| cosψ|� =
2/π for a circularly symmetric distribution of particles
in the transverse plane, where ψ is the azimuthal angle
between the thrust axis and each respective particle. It is
convenient to define the complement of T⊥, τ⊥ = 1− T⊥,
to match the behavior of many event shape variables,
which vanish in a balanced dijet topology.

The thrust axis n̂T and the beam axis ẑ define the
event plane. The transverse thrust minor measures the
out-of-event-plane energy flow:

TM =

�

i

|�pT,i · n̂m|
�

i

|�pT,i|
, n̂m = n̂T × ẑ .

The transverse thrust minor is 0 for a pencil-like event in
azimuth and 2/π for an isotropic event.

Another widely used event shape variable is the spheric-
ity, S, which describes the event energy flow based on the
momentum tensor,

Sαβ =

�

i

pαi p
β
i

�

i

|�pi|2
,

where the Greek indices represent the x, y, and z compo-
nents of the momentum of the particle i. The sphericity

of the event is defined in terms of the two smallest eigen-
values of this tensor, λ2 and λ3:

S =
3

2
(λ2 + λ3).

The sphericity has values between 0 and 1, where a bal-
anced dijet event corresponds to S = 0 and an isotropic
event to S = 1. Sphericity is essentially a measure of
the summed p2T with respect to the event axis [27, 28],
where the event axis is defined as the line passing through
the interaction point and oriented along the eigenvector
associated with the largest eigenvalue, λ1. Similarly to
transverse thrust, the transverse sphericity, S⊥, is defined
in terms of the transverse components only:

S xy =
�

i

1

|�pT,i|2

�
p2x,i px,i py,i

px,i py,i p2y,i

�

and

S⊥ =
2λxy

2

λxy
1 + λxy

2

,

where λxy
2 < λxy

1 are the two eigenvalues of Sxy.
The following distributions are measured:

• Normalized distributions: (1/Nev)dNev/dτ ch⊥ ,
(1/Nev)dNev/dT ch

M , (1/Nev)dNev/dSch
⊥ ;

• Average values: �τ ch⊥ �, �T ch
M � and �Sch

⊥ � as functions
of Nch and

�
pT;

where Nev is the number of events with six or more
charged particles within the selected kinematic range;
Nch is the number of charged particles in an event;

�
pT

is the scalar sum of the transverse momenta of the charged
particles in the event. The event shape observables τ ch⊥ ,
T ch
M and Sch

⊥ are defined as above, with the superscript
indicating that they are constructed from charged par-
ticles.The three normalized differential distributions are
studied separately for:

• 0.5 GeV < pleadT ≤ 2.5 GeV

• 2.5 GeV < pleadT ≤ 5.0 GeV

• 5.0 GeV < pleadT ≤ 7.5 GeV

• 7.5 GeV < pleadT ≤ 10.0 GeV

• pleadT > 10 GeV

where pleadT is the transverse momentum of the highest
pT (leading) charged particle.

III. THE ATLAS DETECTOR

The ATLAS detector [3] covers almost the full solid
angle around the collision point with layers of tracking
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FIG. 6. Mean values of the complement of transverse thrust, transverse thrust minor and transverse sphericity (top to bottom)
using at least six charged particles with pT > 0.5 GeV and |η| < 2.5 versus charged particle multiplicity of the event (left) and
versus charged particle transverse momentum scalar sum of the event (right). The error bars show the statistical uncertainty
while the shaded area shows the combined statistical and systematic uncertainty. Where not visible, the statistical error is
smaller than the marker size.
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Particle production and identificationParticle ID – Comparison
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Figure 7: dE/dx distribution in several momentum intervals, equally spaced in ln(p), compared with the
fitted function accounting for pions, kaons and protons. The deuteron peak, visible for p > 0.4 GeV, is
not used in the fit.

Given a sufficiently large sample of reconstructed tracks whose dE/dx and momentum p are mea-
sured, and having p ∈ [0.3,1] GeV, the values of the 8 free parameters (p1, . . . , p5, σ ,α,n) of the pdf
are obtained by fitting to the observed distribution of dE/dx and p, under the hypothesis that the sample
contains three charged particles species: π , K and protons. This is achieved by first subdividing the
sample in a set of 10 momentum slices of equal width in ln(p) and then fitting the observed ln(dE/dx)
distribution in each momentum interval. The fit is performed summing three Crystal Ball functions for
π , K and protons. For each particle and each momentum interval the Crystal Ball peak position in dE/dx
is obtained through Eq. 2.

In addition to the 5 parameters of MPVdE
dx

(βγ) and to the 3 parameters of the Crystal Ball function,
the relative fraction of π , K and protons in each interval are left free in the fit 1). Data and MC samples
are fitted separately, and, since the observed dE/dx vs p distribution appears to be slightly different for
tracks of positive and of negative charge and to depend on the number of Good Clusters associated with
the track, in both cases the fit is separately performed for six mutually exclusive track categories (positive
or negative tracks, having two, three and four or more Good Clusters).

Figure 7 shows an example (positive tracks having three Good Clusters in data) of the dE/dx distri-
bution observed in each of the 10 momentum slices, as well as the result of the global fit. A similar fit
agreement is found in all 6 categories, both for data and MC.

The relative difference of the fitted MPVdE
dx

(βγ) for the various categories is always below 15%.
Figure 8 shows the bi-dimensional distribution of dE/dx and momentum with the MPVdE

dx
(βγ) func-

tions superimposed. These are shown for both data (left) and Monte Carlo (right).

1)This amounts to a total of 2×nslices additional free parameters, where nslices = 10.
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fluctuations, the reconstructed distribution in the PHOJET

sample is used to generate 10 000 pseudoexperiments by
Poisson variation of each bin. The pseudoexperiments are
then unfolded and the residual distribution for each pT or
rapidity bin with respect to the particle-level distribution in
the PHOJET sample is fitted to a Gaussian shape. The fitted
residual mean is an indication of the bias due to the
unfolding procedure in the bin, while the width is an
estimate of the statistical uncertainty on the unfolding.
The bias is at the 3% level or less in most K0

S rapidity
bins and at the 5% level in the pT bins with most of the K0

S

candidates. For the! candidates, the bias is at the 8% level
in most rapidity bins and at the 5% level in the pT bins with
most of the candidates. These biases are assigned as the

systematic uncertainty on the unfolding procedure. The
bias due to unfolding the multiplicity distribution is eval-
uated in a similar manner, with the resulting uncertainty
rising with multiplicity and reaching the 20% level in the
three-candidate bin in the K0

S case and 40% in the ! case.
The statistical uncertainty on the corrected distributions

in data is evaluated from the spread in the residual distri-
bution when unfolding 10 000 pseudoexperiments gener-
ated from the reconstructed data distributions. These
uncertainties include both the fluctuations in the recon-
structed distribution itself and any statistical spread from
the correction procedure.

D. Event selection

As the data sample and event selection requirements in
this measurement are identical to those used in Ref. [6], the
systematic uncertainties on the event selection are taken
directly from that analysis. These include uncertainties on
the presence of beam backgrounds, the trigger efficiency,
the efficiency of primary vertexing, and the presence of
additional primary vertices from pileup collisions. The
total systematic uncertainty on the number of K0

S and !
hadrons due to the event selection is 0.1%.

TABLE II. Summary of all systematic uncertainties on the
"!=! production ratio, in %.

Systematic uncertainty

Antiproton cross section (pT-dependent) !1:0–2:8%
Interaction with material !3:0%
Secondary production !1:5%
Total !3:5–4:4%
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FIG. 9 (color online). The corrected rapidity distribution of K0
S

mesons in 7 TeV data compared with the hadron-level distribu-
tions in theMC samples for a variety of tunes, normalized to unity.
The bottom part of the plot shows the ratio of the MC and data
distributions, with the shaded band showing the statistical and
systematic uncertainties on the data sample added in quadrature.
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3. Total uncertainty on ! production ratio

The systematic uncertainties are summarized in Table II.
The uncertainty is largest at low pT, where it is at the 4.5%
level, and approaches the 3.5% level at higher pT, where
the effect of the proton and antiproton modeling in
GEANT4 is smallest.

VII. RESULTS

In all corrected distributions, K0
S mesons are required to

have a flight distance between 4 mm and 450 mm and to
decay to two charged pions with j!j< 2:5 and pT >
100 MeV, while ! and "! baryons are required to have
pT > 500 MeV, flight distance between 17 mm and
450 mm, and to decay to a proton and a pion with j!j<
2:5 and pT > 100 MeV. OnlyK0

S and! hadrons consistent
with originating from the primary vertex are considered.
The pT and rapidity distributions are normalized to the
number of K0

S or ! hadrons, while the multiplicity distri-
butions are normalized to the total number of events with
two charged particles satisfying pT > 100 MeV and j!j<
2:5. The multiplicity distributions are corrected for
branching fractions to the measured final states using
world-average values [27]. Predictions from several MC gen-
erators are shown with the same acceptance requirements.

Figures 8 and 9 show the corrected production distribu-
tions of K0

S mesons versus transverse momentum and
rapidity, respectively, in 7 TeV data. Figure 10 shows the
distribution of K0

S multiplicity in 7 TeV data. Figures 11
and 12 show the corrected production distributions of K0

S
mesons versus transverse momentum and rapidity, respec-
tively, in 900 GeV data, while Fig. 13 shows the distribu-
tion of K0

S multiplicity in 900 GeV data. Figures 14 and 15
show the corrected production distributions of ! baryons
versus transverse momentum and rapidity, respectively, in
7 TeV data, while Fig. 16 shows the distribution of !
multiplicity in 7 TeV data. Figures 17 and 18 show the
corrected production distributions of ! baryons versus
transverse momentum and rapidity, respectively, in
900 GeV data, while Fig. 19 shows the distribution of !
multiplicity in 900 GeV data.
The fully corrected "!=! production ratio is shown

in Fig. 20 versus the absolute value of rapidity and in
Fig. 21 versus pT, along with predictions from several
MC models. The ratio is shown only for candidates with
pT > 500 MeV. The corrected ratio is consistent with
unity everywhere, while the uncertainties within the barrel,
transition, and end-cap regions in rapidity are highly cor-
related due to common detector corrections and systematic
effects. The measurement is statistically limited at higher
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baryons in 7 TeV data compared with the hadron-level distribu-
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distributions, with the shaded band showing the statistical and
systematic uncertainties on the data sample added in quadrature.
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• Observations

– Distributions are remarkably similar, in practice independent of
√
s and

multiplicity

– Pions and kaons are well described by Pythia6 Z2 and Pythia8 4C

– Pythia6 D6T usually predicts too high values at higher multiplicities

– Protons behave differently and none of the tunes give acceptable description
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Particle production

Identified from displaced vertex (ATLAS); dE/dx in silicon 
(CMS)

Particle production seems strongly correlated with 
multiplicity rather than √S
TeV scale -> dynamics of particle production constrained by 
the amount of initial parton energy

Strange particle agrees with PYTHIA distributions to 5% - 
best with Pythia Z-generation

Difficulty in describing Λ data at high-pT

Eur.Phys.J. C71 (2011) 1655 (ALICE) 
PHYSICAL REVIEW D 85, 012001 (2012) (ATLAS)
arXiv:1207.4724 (CMS)
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Particle production - ratios

Momentum dependence
Comparison with pythia Perugia tunes shows nice agreement with kaons and overestimation for pions 
Particle ratios plots generally challenge MC

√S and multiplicity dependence:
K/π and p/π are flat with values 0.13 and 0.06-0.07  
Opposite charge ratios – Flat, around 0.97-0.98 for pions; compatible with 1 for kaons - not shown here

 

P. Antonioli / INFN Bologna      15 

Spectra / Particle ratios and MC 

Paris, 15 November 2011 

- comparison with Perugia 2011 shows nice 
agreement with kaons and overestimation for pions  
- particle ratios plots generally challenge MC 
 

Hadron Collider Physics Symposium 

Eur. Phys. J. C 72 (2012) 2164
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Figure 17: Center-of-mass energy dependence of dN/dy, average transverse momentum �pT�,
and ratios of particle yields. Error bars indicate the uncorrelated combined uncertainties,
while boxes show the uncorrelated systematic uncertainties. For dN/dy (�pT�) the fully corre-
lated normalisation uncertainty (not shown) is 3.0% (1.0%). Curves indicate predictions from
PYTHIA6 (D6T and Z2 tunes) and the 4C tune of PYTHIA8.
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Figure 18: Left: average transverse momentum of identified charged hadrons (pions, kaons,
protons) in the range |y| < 1, for all particle types, as a function of the true track multiplicity
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Figure 19: Comparison of transverse momentum distributions of identified charged hadrons
(pions, kaons, protons) at central rapidity (|y| < 1 for CMS, |y| < 0.5 for ALICE [24]), for
positive hadrons (left) and negative hadrons (right), at

√
s = 0.9 TeV. To improve clarity, the

kaon and proton points are scaled by the quoted factors. Error bars indicate the uncorrelated
statistical uncertainties, while bands show the uncorrelated systematic uncertainties. In the
CMS case the fully correlated normalisation uncertainty (not shown) is 3.0%. The ALICE results
were corrected to inelastic pp collisions and therefore the CMS points are scaled by an empirical
factor of 0.78 so as to correct for the different particle level selection used by ALICE.
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2-particles correlations

SIGNAL:
correlated and uncorrelated 
pairs from same event

BACKGROUND:
uncorrelated pairs 
from 2 events mixing
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2-particles correlations 
are defined as
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2-particles correlations

Gaussian ridge @ |Δη|<2 
from cluster 
fragmentation (short-
range)

Near-side peak @ 
Δη,ΔΦ~0 from near-side 
“jet”/higher pT clusters 
(+BE)

Broad ridge @ ΔΦ~π 
from Away-side “jet”/
lower pT clusters

Cos(ΔΦ) modulation 
from Momentum 
conservation 
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2-particles correlations

Gaussian ridge @ |Δη|<2 
from cluster 
fragmentation (short-
range)

Near-side peak @ 
Δη,ΔΦ~0 from near-side 
“jet”/higher pT clusters 
(+BE)

Broad ridge @ ΔΦ~π 
from Away-side “jet”/
lower pT clusters

Cos(ΔΦ) modulation 
from Momentum 
conservation 
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2-particles correlations

Gaussian ridge @ |Δη|<2 
from cluster 
fragmentation (short-
range)

Near-side peak @ 
Δη,ΔΦ~0 from near-side 
“jet”/higher pT clusters 
(+BE)

Broad ridge @ ΔΦ~π 
from Away-side “jet”/
lower pT clusters

Cos(ΔΦ) modulation 
from Momentum 
conservation 
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2-particles correlations

Gaussian ridge @ |Δη|<2 
from cluster 
fragmentation (short-
range)

Near-side peak @ 
Δη,ΔΦ~0 from near-side 
“jet”/higher pT clusters 
(+BE)

Broad ridge @ ΔΦ~π 
from Away-side “jet”/
lower pT clusters

Cos(ΔΦ) modulation 
from Momentum 
conservation 
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Increasing pTLong range:
Project 2 < |Δη| < 4.8 onto Δφ: 

Ridge most pronounced for
high multiplicity events and
at 1 < pT < 3 GeV.

No ridge seen in tested MC models 
(Pythia 8, Pythia6, Herwig++, etc.)

Several interpretations proposed for
this HI-like effect in pp interactions.

Possible role of Multiple Parton 
Interactions [S. Alderweireldt, 
P.Mechelen  arXiv:1203.2048]

Special trigger developed to collect these rare O(10-5) 
events. 

It doesn’t rely on jet triggers!

33[CMS PAS QCD-10-002]

2-particles correlations

JHEP 1009:091,2010
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correlations - the structure of QCD field

Overall shape description but difficult to 
reproduce the strength of the 
correlations (P6- AMBT2B and P8-4C 
provide the best description)

Phenomenology of soft particle 
production needs further improvement 
(tuning of diffraction, hadronization, 
MPI’s or beyond....)
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Figure 7. Corrected R(∆η) two-particle correlation functions obtained by integrating the fore-
ground and background distributions over ∆φ between 0 and π

2 for data and the different Monte
Carlo tunes at (a)

√
s = 900 GeV and 7 TeV for events with a charged-particle multiplicity (b)

nch ≥ 2 and (c) nch ≥ 20.

None of the Monte Carlo models provides a good description of the ∆φ dependence of

the short-range correlation function across the entire∆φ range. AMBT2B and Perugia 2011

tend to agree with data on the away side, but less so on the near side. DW, which

has previously provided reasonable agreement with the transverse region of underlying

event data, does not agree particularly well with the correlation function. Tune 4C of

pythia 8 shows good agreement with data in some regions near the two peaks, but a clear

disagreement in others, particularly the region around ∆φ � π/2 at
√
s = 7 TeV.

Unlike the short-range correlation function, the ∆φ dependence of the long-range cor-

relation function does not exhibit a peak at ∆φ = 0. This is shown in figure 10, which

reveals a trough at ∆φ = 0 while the away-side peak is still present. With the exception
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Figure 9. Corrected R(∆φ) two-particle correlation functions obtained by integrating ∆η between
0 and 2 for data and the different Monte Carlo tunes at (a)

√
s = 900 GeV and 7 TeV for events

with a charged-particle multiplicity (b) nch ≥ 2 and (c) nch ≥ 20.

R(∆η,∆φ), and a single R(∆η) projection where the correlation function has been inte-

grated over ∆φ between 0 and π. The phase-space used in their analysis is pT > 100 MeV

and |η| < 2.4, a difference of 0.1 units in pseudorapidity with respect to the analysis pre-

sented in this paper. In comparing the ∆η dependence of the correlation function obtained

by CMS with the results shown here, one should note a small and subtle difference in the

definitions of the observables used in the two analyses. Whereas the analysis presented

here measures the foreground, background and final correlation function inclusively for all

event multiplicities within the event selection, the CMS analysis first determines the cor-

relation function in separate bins of multiplicity. The weighted average of the function in

each bin is then computed to give an inclusive set of distributions. In order to see good
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All corrections are model independent. The correction
procedure has been verified by checking the procedure on
fully simulated MC samples.

A. Systematic uncertainties

The principal sources and parametrizations of system-
atic uncertainty associated with the corrected data are
summarized in Table III. The combined systematic uncer-
tainty has the following components:

(i) residual bias of the folding procedure (Appendix B):
obtained from the comparison of distributions recon-
structed at the detector level using samples with full
detector simulation and those obtained with the
folding technique;

(ii) uncertainty of the unfolding technique: parame-
trized to cover the residual discrepancies in the
scaling of 3 folding iterations (Appendix B);

(iii) uncertainty on the tracking efficiency estimate:
dominated by the uncertainty on the inner detector
material description, which translates into a varia-
tion of scaling factors by 5%;

(iv) uncertainty due to the residual content of secondary
tracks: set to 25% of the correction applied, with
minimal value of 0.005 (based on MC studies);

(v) uncertainty due to the difference in the charged-
particle multiplicity selection at the generator level
and at the detector level: calculated in a model-
independent way as a variation of the shape corre-
sponding to the change of the averaged selected
charged-particle multiplicity by one unit; and

(vi) the uncertainty in the correction of the bias due the
maxðpTÞ cut: corresponds to a 5% variation of the
track reconstruction efficiency.

All contributions to the systematic uncertainty are combined
quadratically. The negative correlation between track recon-
struction efficiency and secondary track content is ne-
glected, making the uncertainty estimate more conservative.

VIII. RESULTS

The results of this analysis obtained for pp collisions atffiffiffi
s

p ¼ 7 TeV are presented in this section. Results from
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A. Systematic uncertainties

The principal sources and parametrizations of system-
atic uncertainty associated with the corrected data are
summarized in Table III. The combined systematic uncer-
tainty has the following components:

(i) residual bias of the folding procedure (Appendix B):
obtained from the comparison of distributions recon-
structed at the detector level using samples with full
detector simulation and those obtained with the
folding technique;

(ii) uncertainty of the unfolding technique: parame-
trized to cover the residual discrepancies in the
scaling of 3 folding iterations (Appendix B);

(iii) uncertainty on the tracking efficiency estimate:
dominated by the uncertainty on the inner detector
material description, which translates into a varia-
tion of scaling factors by 5%;

(iv) uncertainty due to the residual content of secondary
tracks: set to 25% of the correction applied, with
minimal value of 0.005 (based on MC studies);

(v) uncertainty due to the difference in the charged-
particle multiplicity selection at the generator level
and at the detector level: calculated in a model-
independent way as a variation of the shape corre-
sponding to the change of the averaged selected
charged-particle multiplicity by one unit; and

(vi) the uncertainty in the correction of the bias due the
maxðpTÞ cut: corresponds to a 5% variation of the
track reconstruction efficiency.

All contributions to the systematic uncertainty are combined
quadratically. The negative correlation between track recon-
struction efficiency and secondary track content is ne-
glected, making the uncertainty estimate more conservative.
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opening azimuthal angle

longitudinal separation 
of the charged

Azimuthal ordering of charged hadrons

2 particle correlations

MC models employing the standard 
Lund string fragmentation roughly 
reproduce the data 

Overestimation of correlations in the 
low-pT depleted sample (maximally 
sensitive to UE) 

Indication of a fragmenting helixlike 
ordered gluon chains ?
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14 8 Results

 = 7TeVsCMS Preliminary, pp >0.25GeV/ctracks, intrajet
T

>5GeV/c, pch.jet
T

|<1.9, pch.jet!|

chN20 40 60 80 100 120

>(
G

eV
/c

)
tra

ck
s,

 in
tra

je
t

T
<p

1

1.5

2

2.5 data
PYTHIA8 MPI-off
PYTHIA8 4C
PYTHIA6 Z2*
Herwig++ 2.5  UE_EE_3M

chN
20 40 60 80 100 120

M
C

/d
at

a

1

1.5 PYTHIA8 MPI-off/data
PYTHIA8 4C/data
PYTHIA6 Z2*/data
Herwig++ 2.5 UE_EE_3M/data

Figure 7: Mean transverse momentum of intrajet charged tracks with pT > 0.25 GeV/c versus
charged-particle multiplicity (Nch within |η| < 2.4) in p-p collisions at 7 TeV.

8.1 General properties of charged particles from jets and from UE 13

 = 7TeVsCMS Preliminary, pp >0.25GeV/c tracks, UE
T

|<2.4, ptracks!|

chN20 40 60 80 100 120

>(
G

eV
/c

)
tra

ck
s,

 U
E

T
<p

0.6

0.7

0.8

0.9

1
data
PYTHIA8 MPI-off
PYTHIA8 4C
PYTHIA6 Z2*
Herwig++ 2.5  UE_EE_3M

chN
20 40 60 80 100 120

M
C

/d
at

a

0.8

0.9

1

1.1

1.2 PYTHIA8 MPI-off/data
PYTHIA8 4C/data
PYTHIA6 Z2*/data
Herwig++ 2.5 UE_EE_3M/data
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particle multiplicity (Nch within |η| < 2.4), underlying events in p-p collisions at 7 TeV.

charged energy in/out track-jet definition

good agreement with Pythia prediction 
(especially Z-generation tunes) for charged 
inside and outside jet

underlying activity is underestimated by 
HERWIG (more softer particles than Pythia)

for high-multiplicity events, PYTHIA predicts 
higher jet rates and harder pT spectra whereas 
HERWIG shows the opposite trend

CMS-PAS-FSQ-12-022



LHC
Motivations

Soft and Forward QCD measurements
cross sections and diffraction
particles (flow, shape, id and correlations)

Multiple Parton Interactions
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soft pT
+ multiplicities
+ <pT> energy evolution
+ energy flow and shapes
+ scaling violation
+ correlations 

hard pT
+ background processes to 
new physics searches
+ proton structure and 
understanding the dynamics 
of the hadronic interaction 

strong indication of the role played by MPI 

LHC research program:
soft MPI -> Underlying Event (low luminosity)

hard MPI -> direct measurement (high luminosity)
(not discussed here)
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Underlying Event at CMS
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The transverse region - jet events

3.3
√

s dependence 9

It is not a surprise that in the region dominated by relatively soft physics, with leading track-jet228

pT >3 GeV/c (upper plots in Fig. 3.), the description of the data is not so good. In this domain,229

all tunes overestimate the contributions of events with very low multiplicity and ∑ pT (Nch ∼<4,230

∑ pT ∼<4 GeV/c); the discrepancies are largest for D6T. For larger values of the observables, the231

predictions of Z1, Z2 and PYTHIA-8 are reasonably close to the data, the weak points being the232

description by Z1 of multiplicities between 10 and 20, and the description by all tunes of the233

pT spectrum in the region 3 − 8 GeV/c. For D6T, as well as for DW and CW, the descriptions of234

the ∑ pT distribution and of the particle pT spectrum are poor.235
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Figure 5: Fully corrected measurements of charged particles with pT > 0.5 GeV/c and |η|< 2

in the transverse region, 60
◦ < |∆φ| < 120

◦
: (left plots) average multiplicity, and (right plots)

average scalar ∑ pT, per unit of pseudorapidity and per radian, as a function of the leading

track-jet pT, for (upper row) data at
√

s = 0.9 TeV and
√

s = 7 TeV; (lower row) ratio of the

average values at 7 TeV to the average values at 0.9 TeV. The inner error bars indicate the statis-

tical uncertainties affecting the measurements; the outer error bars represent the statistical and

systematic uncertainties added in quadrature; for the ratio plots in the lower row, the system-

atic uncertainties at 0.9 and 7 TeV were conservatively combined quadratically, thus neglecting

cancellation effects; statistical errors dominate at large values of the scale. Predictions of three

PYTHIA tunes are compared to the data.

The centre-of-mass energy dependence of the hadronic activity in the transverse region is pre-237

sented in Fig. 5 (upper plots) as a function of the leading track-jet pT, for
√

s = 0.9 and 7 TeV.238

The large increase with
√

s of the hadronic activity in the transverse region and its scale depen-239

dence is shown in the lower plots of Fig. 5, in the form of the ratio of the 7 TeV to the 0.9 TeV240

results. The ratios, which are close to 1 for leading track-jet pT = 1.5 GeV/c, reach a factor 2 for241

pT ∼>6 − 8 GeV/c.242

Fast rise for pT< 8(4) GeV/c 
due to the increase of the 

MPI activity

Plateau region with 
~constant charged density 

and slow increase of pT_sum 
in a sturation regime

Increase of the activity 
with √S corroborates 

MPI model...

7 TeV
900 GeV

7 TeV
900 GeV

7/0.9 ratio7/0.9 ratio

JHEP09 (2011) 109
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The transverse region - jet events

3.3
√

s dependence 9

It is not a surprise that in the region dominated by relatively soft physics, with leading track-jet228

pT >3 GeV/c (upper plots in Fig. 3.), the description of the data is not so good. In this domain,229

all tunes overestimate the contributions of events with very low multiplicity and ∑ pT (Nch ∼<4,230

∑ pT ∼<4 GeV/c); the discrepancies are largest for D6T. For larger values of the observables, the231

predictions of Z1, Z2 and PYTHIA-8 are reasonably close to the data, the weak points being the232

description by Z1 of multiplicities between 10 and 20, and the description by all tunes of the233

pT spectrum in the region 3 − 8 GeV/c. For D6T, as well as for DW and CW, the descriptions of234

the ∑ pT distribution and of the particle pT spectrum are poor.235
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Figure 5: Fully corrected measurements of charged particles with pT > 0.5 GeV/c and |η|< 2

in the transverse region, 60
◦ < |∆φ| < 120

◦
: (left plots) average multiplicity, and (right plots)

average scalar ∑ pT, per unit of pseudorapidity and per radian, as a function of the leading

track-jet pT, for (upper row) data at
√

s = 0.9 TeV and
√

s = 7 TeV; (lower row) ratio of the

average values at 7 TeV to the average values at 0.9 TeV. The inner error bars indicate the statis-

tical uncertainties affecting the measurements; the outer error bars represent the statistical and

systematic uncertainties added in quadrature; for the ratio plots in the lower row, the system-

atic uncertainties at 0.9 and 7 TeV were conservatively combined quadratically, thus neglecting

cancellation effects; statistical errors dominate at large values of the scale. Predictions of three

PYTHIA tunes are compared to the data.

The centre-of-mass energy dependence of the hadronic activity in the transverse region is pre-237

sented in Fig. 5 (upper plots) as a function of the leading track-jet pT, for
√

s = 0.9 and 7 TeV.238

The large increase with
√

s of the hadronic activity in the transverse region and its scale depen-239

dence is shown in the lower plots of Fig. 5, in the form of the ratio of the 7 TeV to the 0.9 TeV240

results. The ratios, which are close to 1 for leading track-jet pT = 1.5 GeV/c, reach a factor 2 for241

pT ∼>6 − 8 GeV/c.242

soft
periferal collision 
~independent on √s

semi-soft
mix of central and 
peripheral collisions 
(increasing behaviour)

hard
mainly central 
collisions. 
The ratio reflects the 
ratio of the sizes of the 
central, high parton 
density regions for the 
two √s domains

corroborates MPI model...
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The transverse region - jet events 
cumulative in the transverse region

10 4 Summary and Conclusions

These features can be qualitatively understood along the lines presented in the Introduction.243

For soft, peripheral interactions (scale < 1 − 2 GeV), no centrality effect is at work, and the244

probability of MPI is independent of
√

s (ratio close to 1). In contrast, in the “rising” domain245

(scale < 6 − 8 GeV, as given by track-jet pT), interactions are semi-soft, i.e. a mix of central and246

peripheral interactions. In this domain, an increase of the scale implies an increasing contribu-247

tion of central interactions. Since the central region with higher parton density and larger MPI248

probability is wider at larger
√

s, the UE activity is expected to be larger at larger
√

s. This is249

visible through the increase (by a factor of 2) of the 7 to 0.9 TeV ratio in Fig. 5, when the scale250

increases from 1.5 to about 8 GeV. In the large scale domain (> 8 GeV), the ratio of the numbers251

of MPI, reflected in the ratio of the UE activity, reaches a plateau that reflects the ratio of the252

sizes of the central, high parton density regions for the two
√

s domains.253

The evolution with the hard scale of the ratio of the UE activity at 7 TeV and 0.9 TeV is remark-254

ably well described by the Z1 MC. The trend is also very well reproduced by PYTHIA-8. The255

evolution is much too strong for D6T. The Z2 predictions at
√

s = 0.9 TeV (not shown here)256

agree with Z1 in shape but the normalization is 5-10% too high for both observables; this trend257

is opposite to that observed at 7 TeV, which indicates that a less pronounced
√

s dependence258

of the transverse momentum cut-off should be adopted for tunes using the CTEQ6L1 PDF set259

than for tunes optimized for CTEQ5L, as used for the PYTHIA-8 Tune 4C [14].260
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Figure 6: For charged particles with pT > 0.5 GeV/c and |η| < 2 in the transverse region,

60
◦ < |∆φ|< 120

◦
, (left) normalized multiplicity distributions; (centre) normalized scalar ∑ pT

distributions; (right) pT spectra, at
√

s = 7 TeV and at
√

s = 0.9 TeV. Events with leading track-

jet pT >3 GeV/c are selected. The inner error bars indicate the statistical uncertainties affecting

the measurements; the outer error bars represent the statistical and systematic uncertainties

added in quadrature; statistical errors dominate at large values of the observables. Predictions

from tune Z1 are compared to the data.

The strong growth of UE activity with
√

s is also striking in the comparison of the normalized261

distributions of charged particle multiplicity and of scalar ∑ pT as well as in the pT spectra,262

which are presented in Fig. 6 for events at
√

s = 7 TeV and 0.9 TeV with leading track-jet pT >263

3 GeV/c.264

4 Summary and Conclusions265

This paper describes a study of the production of charged particles with pT > 0.5 GeV/c and266

|η| < 2 at the LHC, in proton-proton collisions at
√

s = 7 TeV. Event selection required the267

presence of a hard scale, provided by the transverse momentum of the leading track-jet, which268

extends up to 100 GeV/c. The study was concerned with the transverse region, defined by the269

Strong growth of the activity observed for a fixed event energy scale (3 GeV)
+ hard component in the UE, with pT spectrum extending to 10 GeV

Several PYTHIA tunes have been compared
(Models differ in the implementation of radiation, fragmentation, color reconnection and multiple 
parton interactions, in particular in the √s dependence of the amount of MPI activity)

+ Very good descriptions of most distributions at √s = 7 TeV and of the √s 
dependence from 0.9 to 7 TeV is provided by the Z1 tune.
+ Tunes adopting CTEQ6L may need a smoother increase of the pT-cut-off with 
increasing energy with respect to CTEQ5L tunes.



Anti-kT jets, radius: 0.2 to 1.0
Study UE in regions 
transverse to jets, as a 
function of  pT jet 

both the multiplicity and the 
scalar sum of the transverse 
momenta  vary significantly 
with R while the average 
charged-particle transverse 
momentum depends  
minimally

PRD 86 (2012) 072004

Increase in jet radius

The transverse region - jet events
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The transverse region - Drell-Yan events

+ Hard energy scale ( 81 < Mμμ < 101 GeV/c2): no sharply rising part only the slow growth due 
to the ISR

+ For pTμμ and leading pTleading jet > 10 GeV/c DY events have a smaller particle density with a 
harder pT due to the presence of only ISR initiated by quarks

+ Hadronic events have both initial and final state radiation predominantly initiated by gluons.

hep-ex:1204.1411
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Figure 4: Fully corrected average multiplicity per unit of pseudorapidity and per radian in the

transverse region (|η| < 2, 60
◦ < |∆φ| < 120

◦
), as a function of the pT of the leading charged-

particle jet: (left) K
0

S
with pT > 0.6 GeV/c; (right) Λ with pT > 1.5 GeV/c. Predictions of PYTHIA

tunes are compared to the data and the ratios of simulations to data are shown in the bottom

panels. For the data, the statistical uncertainties (error bars) and the quadratic sum of statistical

and systematic uncertainties (error band) are shown, while for simulations the uncertainty is

only shown for PYTHIA 6 tune Z2*, for clarity.

Same pattern observed for standard UE measurement, compatible with the IP interpretation

PYTHIA underestimate the data by 15–30% for KS mesons and by about 50% for Λ baryons

Deficit similar to that observed for the inclusive strange particle production in pp collisions

CERN-PH-EP-2013-086

The transverse region - identified particles
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M. Strikman et al. - “Transverse nucleon structure and diagnostics of hard parton-parton processes at LHC” 

helpful to explain:

+ general UE feature

+ <ρ2>g  < <ρ2>q 

UE in DY < UE in Jets

Transverse activity interpretation

gluon transverse size decreases 
with increasing x

transverse size of large x partons is 
smaller than the transverse range of 
soft interactions
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t-dependence only from GPD’s

f(x, ρ) ≡
�

d2�∆ei
�∆⊥ρf(x, x, t), −t = ∆2

ρ - transverse distance 
from the c.m. of proton ρc.m. =

�

i

ρixi

Studies of the diffraction at HERA stimulated derivation of 
new QCD factorization theorems. for exclusive 
processes.  In difference from derivation in the  inclusive 
case which  used closure, main ingredient is the color 
transparency property of QCD

GPD

x
ρ

xP

longitudinal

tra
ns

ve
rs

e

transverse spatial 
distribution of partons

Impact parameter distributions of inelastic pp collisions 
at √s = 7TeV. Solid (dashed) line: Distribution of events 
with a dijet trigger at zero rapidity, y1,2 = 0, c, for pT = 
100 (10) GeV . Dotted line: Distribution of minimum–
bias inelastic events (which includes diffraction).

Median impact parameter b(median) of events with 
a dijet trigger, as a function of the transverse 
momentum pT , cf. left plot. Solid line: Dijet at zero 
rapidity y1,2 = 0. Dashed line: Dijet with rapidities 
y1,2 = ±2.5. The arrow indicates the median b for 
minimum–bias inelastic events.
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2 scale picture

Much smaller impact parameters for hard dijet trigger
Impact parameters for hard dijet triggers with 
different rapidities, pt’s are practically the same

Universal underlying event for dijet triggers with much higher 
activity  than for minimal bias events

ATLAS : MB, UE and MC tuning Emily Nurse 

UE distributions 

•! Select events with !1 charged particles, pT > 1 GeV 

•! Direction of hard scatter  =  leading charged particle 

•! Define a region transverse to the hard scatter  

•! Study charged particle and pT density as a function of 

the lead pT in different regions. 

6 

!s lumi. Nev  

0.9 TeV 9 µb-1 202,285 

7 TeV 6.8 µb-1 265,622 

Pythia (v6.4.21) tune to diffraction suppressed MB and UE data 

Start with MC09c (ATLAS tune to CDF minbias+UE data and D0 dijet angular 

correlations with LO* PDFs [PHYS-PUB-2010-002]).  

6

to DGLAP evolution would change the results in Fig. 5
by less than ∼ 5%. Also shown is the median b with a
trigger on a jets at non-zero rapidity y1 = −y2 = 2.5,
which amounts to an effective increase of x1,2 by a factor
cosh y ≈ 6, cf. Eq. (16) and the discussion in Sec. V. In
all cases, the median impact parameter in jet events is
far smaller than that in minimum–bias collisions, which
is given by b(median) = 1.32

√
B for the parametrization

of Eq. (13).
To conclude this discussion, a comment is in order con-

cerning the interpretation of the impact parameter dis-
tributions in pp events with hard processes. Our analysis
based on Eq. (10) shows that pp events with at least one
hard process (and no other requirements) are on average
more central than minimum–bias inelastic events. This
statement concerns the relative distribution of impact pa-
rameters in a collective of inelastic pp events and how it
is changed by imposing the requirement of a hard pro-
cess. One should not confuse this with statements about
the absolute probability for a hard process (in a certain
rapidity interval) in a pp collision at certain impact pa-
rameters. In fact, the analysis of Refs. [21, 22] shows
that there can be a substantial absolute probability for
a hard process in pp collisions at large b, and that uni-
tarity places non–trivial restrictions on the dynamics of
hard interactions in peripheral collisions.

IV. TRANSVERSE MULTIPLICITY AS AN

INDICATOR OF HARD DYNAMICS

The estimates of the previous section show that pp
events with a hard parton–parton collision are much more
central than minimum–bias events, and that the average
impact parameters change only very little for pT above
∼ 2GeV. At the same time, it is known that the overall
event characteristics, such as the average multiplicity, de-
pend strongly on the centrality of the underlying pp col-
lision. Combining these two observations, we can devise
a practical method to determine down to which values
of pT mid–rapidity particle production is predominantly
due to hard parton–parton collisions. The observable of
interest is the transverse multiplicity, measured in the
direction perpendicular to the transverse momentum of
the trigger particle or jet. It is not directly affected by
the multiplicity associated with the trigger or balancing
jets, but is indirectly correlated with the presence of a
hard process because of its dependence on the centrality.
Based on the results of Figs. 4 and 5 we predict that the

transverse multiplicity should be practically independent
of pT of the trigger as long as the trigger particle orig-
inates from a hard parton–parton collision which “cen-
ters” the pp collision. Furthermore, the transverse multi-
plicity in such events should be significantly higher than
in minimal–bias inelastic events, since the known mecha-
nisms of particle production — minijet interactions, mul-
tiple soft interactions, etc. — are much more effective in
central collisions. When measuring the transverse multi-

pT

p critT,
pT

(N )

trigger particle
from soft int.

trigger particle
from hard process

min.
bias

FIG. 6. Schematic illustration of the expected dependence of
the transverse multiplicity, N(pT ), on the pT of the trigger.

plicity as a function of pT of the trigger, we thus expect
it to increase from its minimum–bias value at low pT and
become approximately constant at pT ∼ few GeV (see
Fig. 6). The point where the transition happens, pT,crit,
indicates the critical value of pT above which particle pro-
duction is dominated by hard parton–parton processes.

Interestingly, the predicted increase and eventual flat-
tening of the transverse multiplicity agrees well with the
pattern observed in the existing data. At

√
s = 0.9TeV

the transition occurs approximately at pT,crit ≈ 4GeV
[6], at

√
s = 1.8TeV at pT,crit ≈ 5GeV [4], and the pre-

liminary data at 7TeV indicate somewhat larger values
of pT,crit = 6 − 8GeV [5, 7]. We thus conclude that the
minimum pT for hard particle production increases with
the collision energy. Note that we consider here an inclu-
sive trigger; the procedure adopted in the experimental
analysis (selection of the fastest particle in the measured
rapidity interval) somewhat enhances the contribution of
soft mechanisms in particle production.

It is worth noting that the overall pattern described
here is reproduced by the tunes of current MC models;
cf. the comparisons in Refs. [4–7]. This is because these
models effectively include the key feature used in our
analysis — the narrow impact parameter distribution of
dijet events (although 〈b2〉 in these models is too small by
a factor ∼ 2), and impose a cutoff on the minimal pT of
the minijets. Our point here is that the observed pattern
can be explained naturally on the basis of the transverse
geometry of pp collisions with hard processes, without in-
volving detailed models. This allows one to determine in
a model–independent way where the dominant dynamics
in particle production changes from soft interactions to
hard parton–parton processes.

For pT lower than pT,crit the relative contribution of
hard processes to particle production starts to decrease.
In terms of the transverse geometry, this means that the
observed trigger particle can, with some probability, orig-
inate from either peripheral or central collisions in the
sense of Fig. 1. We can estimate the fraction of particles
produced by hard interactions in this “mixed” region in a

Schematic illustration of the expected dependence of
the transverse multiplicity, N (pT ), on the pT of the trigger.

12

N(pT ) = λhard(pT )Nhard + [1− λhard(pT )]Nsoft

large b 
softish

Warning 1: experimental procedure - 
selection of particle with maximal pt 

is not exactly inclusive 

 Warning II - when determining 
enhancement factor for smaller √s ~ 1 
÷2 TeV  -  underlying event  one should 
subtract jet contribution in the away 
region more carefully - use smaller 
angular range.

[Phys. Rev. D83 (2011) 054012]
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Energy Flow in the Forward Region
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measurements relies on the energy flow in the hadron 
forward calorimeter (3.15<η<4.9) in the presence of 
events triggered by a more central activity (MinBias, di-
jets...)

Test of central-forward correlation
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Two different √s studied: 0.9 and 7 TeV

Di-jet sample is defined by pT>8 GeV at 0.9 TeV (20 GeV at 7 TeV) 
and |η|<2.5 and  |Δφ(j1,j2)-π|<1

MinBias: at least one charged particle in both forward and backward regions 
(NSD)

Studied Distributions
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Energy Flow in the Forward Region

Energy Flow increases with the scale (MB vs di-jet) & √s:
Effect attributed mainly to MPI

Pattern very similar with respect to the traditional UE measurement from both a quantitative and 
qualitative point of view

Energy flow also increases with η (close to the beam remnant)

Cascade Kt-
factorization based 
MC, without MPI

Compared to other 
UE measurements, 
slightly different 
conclusions for 
what concerns the 
agreement of the 
MC models & tunes 

12 8 Conclusions

Figure 5: Energy flow as a function of η for the Minimum Bias analyses at
√

s = 900 GeV and

at
√

s = 7 TeV. The corrected data are shown as points, the histograms are the predictions from

various MC generators. The yellow bands illustrates predictions from the different Pythia 6

tunes. The band is obtained by taking the maximum and minimum of the variations of the

Pythia 6 tunes shown in Fig. 7. The predictions from Herwig++ are made with tunes specific

for the respective centre-of-mass energy. The error bars on the data represent the systematic

uncertainties, which are strongly correlated between the bins. The statistical errors of the data

are less than 0.1%.

14 8 Conclusions

Figure 8: Energy flow as a function of η for the dijet analyses at
√

s = 900 GeV and at
√

s =
7 TeV. The corrected data are shown as points, the histograms are the predictions from various

MC generators. The yellow bands illustrates predictions from the different Pythia 6 tunes. The

band is obtained by taking the maximum and minimum of the variations of the Pythia 6 tunes

shown in Fig. 7. The predictions from Herwig++ are made with tunes specific for the respective

centre-of-mass energy. The error bars on the data represent the systematic uncertainties, which

are strongly correlated between the bins. The statistical errors of the data are less than 0.1%.

Figure 9: Energy flow as a function of η for the dijet analyses at
√

s = 900 GeV (left) and at√
s = 7 TeV (right). The measured data corrected to hadron level are shown as points, the

histograms are the predictions from different cosmic ray Monte Carlo generators. The error

bars on the data represent the systematic uncertainties, which are strongly correlated between

the bins. The statistical errors of the data are less than 0.1%.

JHEP 1111 (2011) 148, Erratum-ibid. 1202 (2012) 055
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Energy Flow in the Very Forward Region

Energy deposited in CASTOR ( 5.1< η < 6.6) for events with a charged particle jet in the central 
region |η|<2, as a function of charged particle transverse momentum pT (normalized to the  average 
energy in inclusive events)

> pT evolution of observable changes trend with √s (decreasing at low √s, increasing at high √s)
> Post LHC models adopting pT-ordered showers are favored by data (agreement within 5-10%)
> Good agreement also for EPOS, QGSJET01, QGSJETII, SIBYLL 2.1 (within 20%)
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Figure 4: Ratio of the energy deposited in the pseudorapidity range 5.2 < |η| < 6.6 for events

with a charged particle jet with |ηjet| < 2 with respect to the energy in inclusive events, as a

function of charged particle jet transverse momentum pT for
√

s = 0.9 (left), 2.76 (right) and

7 TeV (bottom). Corrected results are compared to the PYTHIA and HERWIG++ MC models.

Error bars indicate the statistical error on the data points, while the grey band around data

points represents the statistical and systematic uncertainties added in quadrature.
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Figure 4: Ratio of the energy deposited in the pseudorapidity range 5.2 < |η| < 6.6 for events

with a charged particle jet with |ηjet| < 2 with respect to the energy in inclusive events, as a

function of charged particle jet transverse momentum pT for
√

s = 0.9 (left), 2.76 (right) and

7 TeV (bottom). Corrected results are compared to the PYTHIA and HERWIG++ MC models.

Error bars indicate the statistical error on the data points, while the grey band around data

points represents the statistical and systematic uncertainties added in quadrature.
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Many, many, many additional results 
and details can be found in:

ALICE
https://twiki.cern.ch/twiki/bin/view/ALICEpublic/ALICEPublicResults

ATLAS
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/
StandardModelPublicResults

CMS
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsFSQ
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Conclusions

QCD is a successful theory, tested in past experiments and largely predictive 
Next LHC run, with increased pile-up, will be challenging for precision QCD 

Impressive number of analyses related to soft QCD have been performed on collected data 
and are still ongoing on 8 TeV samples:

+ Large agreement and complementarity between the experiments
+ Important constraints for perturbative (and non-) models

Description of cross section and diffraction processes is increased, in both genuine-Reggeon 
and Pythia-MBR approach. Hadronization and fragmentation have been deeply tested.

Several indications from “solid” Minimum Bias observables tend to identify a strategic role 
played by the Multiple Parton Interactions into the dynamics of the hadronic interactions
Well-known (multiplicities, scaling, pT evolution, shapes...) and unexpected phenomena 
(correlations, multi-hard scattering...) seems to be intimately related to Multiple Interactions

Even if there are still difficulties (e.g. in describing high-multiplicity event activity) actual 
models (taking into account pT-ordered shower, color reconnection, MPI rescattering, MBR, 
helixlike fragmentation...) give a good description for the LHC physics 


