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A motivation: (but not all) 

Q1: In interacting field theory in flat space, how to compute 

entanglement entropy (or Renyi entropy)? 

A1: … 

    ----- perturbative way, with small coupling λ 

    ----- numerical study 

 

A2: For CFT, formulate the problem on sphere and compute 

the path integral exactly (with supersymmetry)! 
 



Renyi entropy of CFT in 1+1, 

2.1.2 ⌥S3p,q

The study above can be extended to more general 3-spheres: (p, q)-branched spaces, including

branched ellipsoid, branched squashed sphere and the general branched sphere. Here, p and q are

two conic deformation parameters of the two circles along ⇧ and ⌅ directions, respectively. For

completeness, we include the results for each of these 3-spheres.

Branched Ellipsoid: The metric of (p, q)-branched 3-ellipsoid is given by

ds2 = f(⇥)2d⇥2 + p2⌃2 cos2 ⇥d⇧2 + q2⌃̃2 sin2 ⇥d⌅2 , f(⇥) =

�
⌃2 sin2 ⇥ + ⌃̃2 cos2 ⇥ . (2.23)

Following the procedure in section 2.1.1 for q-branched round sphere, we find the Killing spinors

remain the same:

� =

⇧
0

1

⌃
, ⌥� =

⇧
1

0

⌃
, (2.24)

with the supergravity background

H = � i

f(⇥)
, A =

1

2

⇧
q⌃̃

f(⇥)
� 1

⌃
d⌅ +

1

2

⇤
p⌃

f(⇥)
� 1

⌅
d⇧ , V = 0 . (2.25)

In the limit p ⇥ 1 and ⌃̃ ⇥ ⌃ (and under a replacement f ⇥ f�), the background (2.25) is reduced to

(2.22).

Branched squashed sphere: The metric for the smooth squashed 3-sphere is3

ds2 = ⌃2
⇤

1

v2
µ1µ1 + µ2µ2 + µ3µ3

⌅
, (2.26)

where v is the squashing parameter. To make the q-branched space manifest, we go to (⇥, ⌅,⇧)

coordinates. We will set ⌃ = 1 below. The metric can be written as

ds2 = d⇥2+
1

v2
�
cos4 ⇥d⌅2 + sin4 ⇥d⇧2

⇥
+cos2 ⇥ sin2 ⇥(d⌅2+d⇧2)� sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ , (2.27)

where the domains of ⇥, ⌅,⇧ are

⇥ ⇤ [0,⇤/2] , ⌅ ⇤ [0, 2⇤) , ⇧ ⇤ [0, 2⇤) . (2.28)

The (p, q)-branched squashed 3-sphere is obtained by replacing (d⇧, d⌅) by (pd⇧, qd⌅) in the metric,

while keeping the domains of the coordinates intact

ds2 = d⇥2+
1

v2
�
cos4 ⇥q2d⌅2 + sin4 ⇥p2d⇧2

⇥
+cos2 ⇥ sin2 ⇥(q2d⌅2+p2d⇧2)�pq sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ .

(2.29)

3Gamma matrices and the vielbein are listed in Appendix B.3. The same notation will be used in the one-loop

computation for branched squashed sphere later.
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In terms of the R-charge indices A,B the background field in the 2-spinor notation

can be written in a matrix form

[Aτ ]AB = q − 12 ( 1 0

0 −1 ) . (2.33)

As we will see later in (2.104), this background can be embedded into SU(2)R back-

ground as the diagonal part.

2.2 From CFT on S4
q to CFT on S1 ×H3

One of the motivations to study the supersymmetric branched sphere is to compute

the supersymmetric Rényi entropy [23]. Let us first go over the basic definitions of

Rényi entropy and its supersymmetric generalization. Consider a quantum state,

or more generally a density matrix ρ defined on a spatial slice that consists of two

regions A and B separated by the entangling surface Σ. We can trace over degrees

of freedom in the region B and obtain a reduced density matrix ρA = TrBρ. Rényi
entropy for ρA is defined by

Sq = 1

1 − q logTr(ρqA) . (2.34)

For QFT, the qth-power of density matrix can be expressed in terms of the partition
function

Tr(ρqA) = Zq/(Z1)q, (2.35)

where Zq is the partition function on the q-fold cover of the original Euclidean space-

time. The q → 1 limit then gives the entanglement entropy across Σ. This method

to compute the entanglement entropy is the so-called replica trick.
Most of the time Zq is difficult to compute for interacting quantum field the-

ories. However the computation may be greatly simplified when supersymmetry is

preserved on the covering space and localization techniques become available. Gen-

erally supersymmetry is broken globally on the covering space and we need to turn

on certain background fields in order to have unbroken supercharges. The supersym-

metric quantity to compute is

Sq = 1

1 − q log(
Zq(µ)
Z1(0)q ) , (2.36)

where Zq(µ) is the partition function on the q-fold covering space with nonvanishing

background gauge field (or equivalently chemical potential µ). This gauge field cou-

ples to the R-current. Note that (2.36) is similar yet different from the charged Rényi
entropy [41]. The latter contains Z1(µ)q (instead of Z1(0)q) in the denominator and

therefore (generally) is not a supersymmetric quantity. We notice however that the

q → 1 limit in either case gives the entanglement entropy. In the remaining of this
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the 3-sphere then turns into

ds2 = ⌦2
�
d⇤2 + cos2 ⇤d⌥2 + q2 sin2 ⇤d⌃2

⇥
, (2.6)

where, as said, the domains of ⇤, ⌃,⌥ are

⇤ ⇥ [0,⌅/2] , ⌃ ⇥ [0, 2⌅) , ⌥ ⇥ [0, 2⌅) . (2.7)

If q ⇤= 1, the space has a conical singularity at the point ⇤ = 0, otherwise regular everywhere

else. We can regard the branched sphere as a deviation from the round 3-sphere parameterized by

q � 1. Therefore we expect that Killing spinor equations have minimal deviations from those for

round sphere, with an additional background gauge field Aµ. Thus we have Aµ ⇤= 0 (modulo flat

connection), H ⇤= 0 and V = 0 and Killing spinor equations become a special case of (2.4) and (2.5)

(⌅µ � iAµ) ⇥ = �1

2
H�µ⇥ , (2.8)

(⌅µ + iAµ) ⇤⇥ = �1

2
H�µ⇤⇥ . (2.9)

Spinor covariant derivative is defined as

⌅µ⇥ =  µ⇥ +
1

4
� ij
µ ⇧ij⇥ , (2.10)

where ⇧ij :=
1
2 [⇧i,⇧j ] and the spin connection � ij

µ is given in terms of the Christo⇥el connection �⇥
⇤µ

by

� ij
µ = ei⇥ µe

⇥j + ei⇥e
⇤j�⇥

⇤µ . (2.11)

To solve these equations, we use the fact that the round 3-sphere is the SU(2) group manifold with

group element g. The metric of the SU(2) group manifold reads

ds2 = ⌦2µmµm = ⌦2⇤µm⇤µm , (2.12)

where m = 1, 2, 3, µ := g�1dg and ⇤µ := dgg�1 are left-invariant and right-invariant 1-forms, respec-

tively. In the left-invariant frame, the vielbeins are given by

e1 = ⌦µ1 , e2 = ⌦µ2 , e3 = ⌦µ3 . (2.13)

Likewise, the q-branched sphere can be constructed by rescaling d⌃ in the vielbein to q d⌃ . We

collected the vielbein and spin connection in Appendix B.1. With the convention of the three-

dimensional gamma matrices in terms of Pauli matrices as

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 , (2.14)

the spin connection � ij
� ⇧ij is proportional to ��

1

4
� ij
� ⇧ij = �1

2
H�� , H = �i . (2.15)
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1

0

⌃
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with the supergravity background

H = � i

f(⇥)
, A =

1

2

⇧
q⌃̃

f(⇥)
� 1

⌃
d⌅ +

1

2

⇤
p⌃

f(⇥)
� 1

⌅
d⇧ , V = 0 . (2.25)
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(2.22).
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⌅
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coordinates. We will set ⌃ = 1 below. The metric can be written as

ds2 = d⇥2+
1

v2
�
cos4 ⇥d⌅2 + sin4 ⇥d⇧2

⇥
+cos2 ⇥ sin2 ⇥(d⌅2+d⇧2)� sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ , (2.27)
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The (p, q)-branched squashed 3-sphere is obtained by replacing (d⇧, d⌅) by (pd⇧, qd⌅) in the metric,

while keeping the domains of the coordinates intact

ds2 = d⇥2+
1

v2
�
cos4 ⇥q2d⌅2 + sin4 ⇥p2d⇧2

⇥
+cos2 ⇥ sin2 ⇥(q2d⌅2+p2d⇧2)�pq sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ .

(2.29)

3Gamma matrices and the vielbein are listed in Appendix B.3. The same notation will be used in the one-loop

computation for branched squashed sphere later.

6

evaluated using saddle point method. Interestingly, in this limit the q-dependence

of the free energy (and SRE) completely factorizes just like in three-dimensions. We

also perform the heat kernel computation in the free field limit and find that the

q-dependence remains exactly the same.

2.1 Killing spinors on S4
q

As a common knowledge of constructing rigid supersymmetric field theories in curved

spacetime, one needs to set up the Killing spinor equations. Those equations will

generally tell us what backgrounds allow a set of Killing spinors, which generate rigid

supersymmetries. The Killing spinors on a round four-sphere S4 were well explored

in the pioneering work [2], where the metric was presented as a warped form of the

flat metric in R4. We start with a metric representing S4 as the blowing up of round
three-sphere with manifest U(1) ×U(1) toric structure,4 whose metric is

ds2/ℓ2 = dθ2 + sin2 θdτ 2 + cos2 θdφ2 . (2.1)

Replacing dφ2 by a two sphere one obtains

ds2/ℓ2 = dθ2 + sin2 θdτ 2 + cos2 θ(dφ2 + sinφ2dχ2) , (2.2)

where the domains of coordinates are specified by

θ ∈ [0,π/2] , τ ∈ [0,2π) , φ ∈ [0,π) , χ ∈ [0,2π) . (2.3)

This metric (2.2) can also be obtained by embedding the four-sphere into R5

x2
0 + x2

1 + x2
2 + x2

3 + x2
4 = ℓ2 , (2.4)

and taking the following polar coordinates

x0 = ℓ cos θ cosφ ,

x1 = ℓ sin θ cos τ ,

x2 = ℓ sin θ sin τ ,

x3 = ℓ cos θ sinφ cosχ ,

x4 = ℓ cos θ sinφ sinχ . (2.5)

The branched four-sphere S4
q can be specified by the deformation of S4. This can be

easily seen by dilating the metric while keeping domains of coordinates (2.3) intact.

The metric of S4
q then turns into

ds2/ℓ2 = dθ2 + q2 sin2 θdτ 2 + cos2 θ(dφ2 + sinφ2dχ2) . (2.6)

4These coordinates are particularly convenient for later use. Namely it can be easily mapped to
a hyperbolic space S1 ×H3 by a Weyl rescaling.
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the supersymmetric Rényi entropy [23]. Let us first go over the basic definitions of

Rényi entropy and its supersymmetric generalization. Consider a quantum state,

or more generally a density matrix ρ defined on a spatial slice that consists of two

regions A and B separated by the entangling surface Σ. We can trace over degrees

of freedom in the region B and obtain a reduced density matrix ρA = TrBρ. Rényi
entropy for ρA is defined by

Sq = 1

1 − q logTr(ρqA) . (2.34)

For QFT, the qth-power of density matrix can be expressed in terms of the partition
function

Tr(ρqA) = Zq/(Z1)q, (2.35)

where Zq is the partition function on the q-fold cover of the original Euclidean space-

time. The q → 1 limit then gives the entanglement entropy across Σ. This method

to compute the entanglement entropy is the so-called replica trick.
Most of the time Zq is difficult to compute for interacting quantum field the-

ories. However the computation may be greatly simplified when supersymmetry is

preserved on the covering space and localization techniques become available. Gen-

erally supersymmetry is broken globally on the covering space and we need to turn

on certain background fields in order to have unbroken supercharges. The supersym-

metric quantity to compute is

Sq = 1

1 − q log(
Zq(µ)
Z1(0)q ) , (2.36)

where Zq(µ) is the partition function on the q-fold covering space with nonvanishing

background gauge field (or equivalently chemical potential µ). This gauge field cou-

ples to the R-current. Note that (2.36) is similar yet different from the charged Rényi
entropy [41]. The latter contains Z1(µ)q (instead of Z1(0)q) in the denominator and

therefore (generally) is not a supersymmetric quantity. We notice however that the

q → 1 limit in either case gives the entanglement entropy. In the remaining of this
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Refine the Renyi entropy to be supersymmetric 

and compute it exactly.  



 Part 1. qSCFT3 



    

3D N=2 SCFT on q-branched 3-sphere   

dual to BPS topological black hole in AdS4 (Euclidean) 

the 3-sphere then turns into

ds2 = ⌦2
�
d⇤2 + cos2 ⇤d⌥2 + q2 sin2 ⇤d⌃2

⇥
, (2.6)

where, as said, the domains of ⇤, ⌃,⌥ are

⇤ ⇥ [0,⌅/2] , ⌃ ⇥ [0, 2⌅) , ⌥ ⇥ [0, 2⌅) . (2.7)

If q ⇤= 1, the space has a conical singularity at the point ⇤ = 0, otherwise regular everywhere

else. We can regard the branched sphere as a deviation from the round 3-sphere parameterized by

q � 1. Therefore we expect that Killing spinor equations have minimal deviations from those for

round sphere, with an additional background gauge field Aµ. Thus we have Aµ ⇤= 0 (modulo flat

connection), H ⇤= 0 and V = 0 and Killing spinor equations become a special case of (2.4) and (2.5)

(⌅µ � iAµ) ⇥ = �1

2
H�µ⇥ , (2.8)

(⌅µ + iAµ) ⇤⇥ = �1

2
H�µ⇤⇥ . (2.9)

Spinor covariant derivative is defined as

⌅µ⇥ =  µ⇥ +
1

4
� ij
µ ⇧ij⇥ , (2.10)

where ⇧ij :=
1
2 [⇧i,⇧j ] and the spin connection � ij

µ is given in terms of the Christo⇥el connection �⇥
⇤µ

by

� ij
µ = ei⇥ µe

⇥j + ei⇥e
⇤j�⇥

⇤µ . (2.11)

To solve these equations, we use the fact that the round 3-sphere is the SU(2) group manifold with

group element g. The metric of the SU(2) group manifold reads

ds2 = ⌦2µmµm = ⌦2⇤µm⇤µm , (2.12)

where m = 1, 2, 3, µ := g�1dg and ⇤µ := dgg�1 are left-invariant and right-invariant 1-forms, respec-

tively. In the left-invariant frame, the vielbeins are given by

e1 = ⌦µ1 , e2 = ⌦µ2 , e3 = ⌦µ3 . (2.13)

Likewise, the q-branched sphere can be constructed by rescaling d⌃ in the vielbein to q d⌃ . We

collected the vielbein and spin connection in Appendix B.1. With the convention of the three-

dimensional gamma matrices in terms of Pauli matrices as

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 , (2.14)

the spin connection � ij
� ⇧ij is proportional to ��

1

4
� ij
� ⇧ij = �1

2
H�� , H = �i . (2.15)

4

branch. When conformally mapped, the image of the North Pole on the (branched) sphere is the

boundary of the hyperbolic space H2. This implies the following things. First, the boundary condition

at the boundary of H2 must allow an arbitrary constant value for the scalar field. Second, by the

partition function on the hyperbolic space, we actually mean the integral over the boundary condition

taking values in the Coulomb branch of the original, compact 3-space. Therefore, what we actually

mean by (2.150) is

Z[S3q ] =
�

Coulomb Branch
d⇥0 Z[S1q ⇥H2;⇥0]. (2.151)

Note that, by the integration domain over the Coulomb branch, we do not mean that the quantum

field theory has a Coulomb branch when the theory is put on hyperbolic space. Rather, we mean that

the domain of integration coincides with the Coulomb branch when the theory is put on a compact

3-space.

3 Charged Topological Black Hole

Having established exact results on N = 2 qSCFTs on branched sphere and its simplification in

the large N limit, we next move to establish holographic dual of these theories. In this section, we

review the basics of charged topological black hole in AdS4, which can be seen as the gravity dual

of the thermal density matrix of a SCFT on R1 ⇥ H2. In the next section we will identify that the

holographic dual of qSCFT is a supersymmetric charged topological black hole in AdS4.

Consider an N = 2 SCFT on R1 ⇥ H2, the Lorentzian counterpart of the Euclidean SCFTs we

studied in the previous section. We shall first proceed in Lorentzian signature and change to Euclidean

signature in the end of this section, with the assumption that the Wick rotation can act freely in the

SCFT side as well. By the AdS/CFT correspondence, one expects it to be dual to an AdS4 black

hole [32–36] with the metric14

ds2 = �f(r)dt2 +
1

f(r)
dr2 + r2d⇥(H2) , (3.1)

whose horizon is conformal to R1⇥H2. Here, d⇥(H2) is the conformal class metric of the intersection

H2 of the horizon with the Cauchy surface normal to dt, d⇥(H2) = d�2+sinh2 �d⇤2. Solutions of the

form (3.1) was known [40] in the context of four-dimensional N = 2 gauged supergravity [41]. Its field

equations coincide with the field equations of the Einstein-Maxwell theory with negative cosmological

constant15

� = �3g2 , (3.2)

14This statement is based on the assumption thatN � 2 Chern-Simons-Matter theories on S3 have AdS4 duals [37–39],

with the coupling dependence of free energy encoded in the Newton’s constant of AdS4 gravity. We work in a general

setup — M theory solution with the AdS4 background will depend on specific SCFT under consideration. We also

assume that Weyl rescaling of dual SCFTs does not break the nature of the duality. This implies that, once a given

SCFT is deformed, the holography becomes more involved.
15The cosmological constant is fixed by the 4d N = 2 supersymmetry.
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where g is the coupling between gauge field and gravitini. The e⇥ective action is 16

I = � 1

2⇧2p

⇤
d4x

⇤
�g

�
2�+R� 1

g2
Fµ�F

µ�

⇥
. (3.3)

Due to the relation � = �3g2, the AdS radius is

L =
1

g
. (3.4)

The factor 1
g2 in front of the Maxwell Lagrangian F 2 can be absorbed into the definition of gauge

field, the convention we will adopt from now on. The general solution of (3.1) for the action (3.3) is

given by

f(r) =
r2

L2
+ ⇤� 2m

r
+

Q2

r2
, (3.5)

where 2⇤ refers to the constant curvature of two-dimensional Riemann surface. In our convention,

⇤ = �1 for H2. For later convenience, we leave the value of ⇤ unspecified 17. The solution of the

gauge field reads

ATBH =

�
Q

r
� µ

⇥
dt, (3.6)

where µ is fixed by the boundary condition that the gauge field vanishes at the horizon:

µ =
Q

rh
. (3.7)

The horizon radius of black hole rh is given by the maximum root of the equation

f(rh) = 0 , (3.8)

while the black hole temperature is determined by requiring the absence of singularity when r ⇥ rh:

T =
f �(rh)

4⌅
. (3.9)

3.1 Supersymmetry

Let’s first work out the condition that the above black hole is a supersymmetric configuration. The

Killing spinor equation of the four-dimensional, N= 2 gauged supergravity reads

⌅̂µ⇥ = 0 , (3.10)

where the supercovariant derivative is given by 18

⌅̂µ = ⌅µ � igAµ +
1

2
g�µ +

i

4
F�⇥�

�⇥�µ . (3.11)

16This corresponds to ⇤� = (2/g) = 2L in the convention of [30].
17The solution with ⇥ = �1 discussed here has a pairing solution with ⇥ = +1, where H2 is replaced by S2.
18We use the convention �µ� = 1

2 [�µ, �� ], and the 4d gamma matrices we use in the paper are listed in (A.4).
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Claim: 

Plan: 
²  3D N=2 Killing spinor equation 

²  localization of partition function 

²  4D charged topological black hole 

²  qSCFT3/TBH4 correspondence 

A.2 Four Dimensions

On a 4-dimensional Lorentzian spin manifold, the tangent space has the Lorentz symmetry Spin(3, 1) ⌅
SL(2,C). A spinor transforms as a defining representation of SL(2,C). On the tangent space, we have

fundamental symbols ⇤mn, ⇤mn, Levi-Civita antisymmetric symbol  mnpq, and spinor antisymmetric

symbol  �⇥ . They satisfy the relations

⇤mp⇤
pn = ⇥nm ⇤ diag(+,+,+,+)

�1

2
 mnrs 

pqrs = ⇥pm⇥qn � ⇥qm⇥pn

�1

6
 mprs 

nprs = ⇥nm

 �⇤ 
⇤⇥ = ⇥⇥� ⇤ diag(+,+). (A.3)

The spinors are complex-valued, and complex conjugation take a spinor in one Weyl representation

to its conjugate representation. In Euclidean signature, the tangent space has the Lorentz symmetry

Spin(4) ⌅ SU(2)⇥SU(2). The spinors are complex-valued, and a spinor �� and its complex conjugate

��
� transform under the same representations (2,1). Therefore, chiral spinors �, ⌥� in di�erent Weyl

representations are mutually independent.

We choose the following 4d real gamma matrices in Lorentz signature,

�0 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 �1 0 0

1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �1 =

�

⇧⇧⇧⇧⇧⇤

�1 0 0 0

0 1 0 0

0 0 �1 0

0 0 0 1

⇥

⌃⌃⌃⌃⌃⌅
,

�2 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 1 0 0

�1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �3 =

�

⇧⇧⇧⇧⇧⇤

0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

⇥

⌃⌃⌃⌃⌃⌅
.

(A.4)

B Branched 3-spheres

B.1 Round

We choose 3d gamma matrices in terms of Pauli matrices

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 . (B.1)

for round sphere and ellipsoid. The vielbein for S3q is

e1/⌦ = µ1 = sin(⌃ + ⌥)d⌅ + cos(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e2/⌦ = µ2 = � cos(⌃ + ⌥)d⌅ + sin(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e3/⌦ = µ3 = q sin2 ⌅d⌃ + cos2 ⌅d⌥ ,

(B.2)
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 1.1.  3D N=2 Killing spinor equation 



Killing Spinors on 
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2
H�µ⇥ , (2.8)

(⌅µ + iAµ) ⇤⇥ = �1

2
H�µ⇤⇥ . (2.9)

Spinor covariant derivative is defined as

⌅µ⇥ =  µ⇥ +
1

4
� ij
µ ⇧ij⇥ , (2.10)

where ⇧ij :=
1
2 [⇧i,⇧j ] and the spin connection � ij

µ is given in terms of the Christo⇥el connection �⇥
⇤µ

by

� ij
µ = ei⇥ µe

⇥j + ei⇥e
⇤j�⇥

⇤µ . (2.11)

To solve these equations, we use the fact that the round 3-sphere is the SU(2) group manifold with

group element g. The metric of the SU(2) group manifold reads

ds2 = ⌦2µmµm = ⌦2⇤µm⇤µm , (2.12)

where m = 1, 2, 3, µ := g�1dg and ⇤µ := dgg�1 are left-invariant and right-invariant 1-forms, respec-

tively. In the left-invariant frame, the vielbeins are given by

e1 = ⌦µ1 , e2 = ⌦µ2 , e3 = ⌦µ3 . (2.13)

Likewise, the q-branched sphere can be constructed by rescaling d⌃ in the vielbein to q d⌃ . We

collected the vielbein and spin connection in Appendix B.1. With the convention of the three-

dimensional gamma matrices in terms of Pauli matrices as

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 , (2.14)

the spin connection � ij
� ⇧ij is proportional to ��

1

4
� ij
� ⇧ij = �1

2
H�� , H = �i . (2.15)

4

-- characterize rigid SUSY on curved spacetime 
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0 0 0 1

⇥
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�
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�
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We now determine the gauge connection that yields a nontrivial Killing spinor. For a constant spinor,

this relation implies that the Killing spinor equations (2.8)(2.9) hold in the ⌅ direction provided A⇥ = 0

modulo flat connection. By the same reasoning, the Killing spinor equation is solved provided A⇧ = 0

modulo flat connection. Finally, with H given as above, A⌅ can be easily determined. Notice

1

4
� ij
⌅ ⇧ij +

1

2
H�⌅ =

i

2
(1� q)⇧3 , (2.16)

which gives the constant Killing spinor solution for (2.8)2

⇤ =

⇤
0

1

⌅
, (2.17)

with the gauge field A⌅ = 1
2(q � 1). With this choice of A⌅ , the constant Killing spinor solution for

(2.9) is

 ⇤ =

⇤
1

0

⌅
. (2.18)

To summarize, we determined the supergravity backgrounds admitting two supercharges of opposite

R-charge on S3q :

H(S3q) = �i , A(S3q) =
1

2
(q � 1) d⌃ , V (S3q) = 0 . (2.19)

This result was first obtained in [6]. Here, we included our derivation to emphasize the strategy

of finding Killing spinor solutions, which will be extended for more general q-branched spaces in

subsequent sections.

So far we have been discussing the branched 3-sphere S3q (2.6), which has a conical singularity at

⌅ = 0. As a common recipe [15] to handle the singularity, one may instead study a sequence of

smooth resolved spaces �S3q(⇥) (⇥ > 0 is small) and consider S3q as the ⇥ ⇤ 0 limit of �S3q(⇥). The metric

of �S3q(⇥) is given by

ds2 = f� (⌅)
2 d⌅2 + q2 2 sin2 ⌅d⌃2 +  2 cos2 ⌅d⌥2 , (2.20)

where f� (⌅) is a smooth function satisfying

f� (⌅) =

⇧
⌥

⌃
q , ⌅ ⇤ 0

 , ⇥ < ⌅ ⇥ ⇤
2 .

(2.21)

One readily finds that the background fields permitting two supercharges with opposite R-charge are

H = � i

f�(⌅)
, A =

1

2

�
q 

f�(⌅)
� 1

⇥
d⌃ +

1

2

�
 

f�(⌅)
� 1

⇥
d⌥ , V = 0 . (2.22)

With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.

5

3D N=2 Killing spinors with ± U(1) R charge on 3-sphere (or deformed) 
satisfy generally 

solutions: 

function of qSCFTs and show that its free energy F (q) in the large N limit takes the form

F (q) =
1

4

�
⌅
q +

1
⌅
q

⇥2

F (1) . (1.1)

We also extract the Rényi entropy and show that it takes the form

S(q) =
3q + 1

4q
S(1), and hence S(⇥) =

3

4
S(1) . (1.2)

In section 3, we study the charged topological black hole solution in the context of four dimensional

N= 2 gauged supergravity. We first analyze the 4d Killing spinor equation on this background and

show that the integrability condition determines the BPS condition for the black hole, namely the

mass-charge relation. We then discuss two supersymmetric black hole solutions, neutral massless and

charged BPS black holes. In section 4, we show the TBH4/qSCFT3 correspondence. We first fix

the charged topological black hole solution by matching temperature and chemical potential to the

boundary field theory on S1�H2 and compute the free energy and the Rényi entropy, which precisely

agree with the localization results (1.1)(1.2) of qSCFT3 in the large N limit. We then analyze the

supersymmetry of this TBH4 and show that it is BPS. We further find the Killing spinor solutions for

this TBH4 and show that it preserves the same number of supercharges as the boundary field theory.

We conclude and discuss future questions in section 5.

2 qSCFT3

Supersymmetric field theories were constructed on round three-sphere [2], ellipsoid and squashed

sphere [4] [5]. The partition function on S3 was found not to depend on the size of S3, and this is

a consequence of the conformal fixed point the theory flows to. The partition function on ⇤S3b was

found to depend on squashing parameters of ⇤S3b . A refinement of such construction is supersymmetric

field theories on a three-sphere with conical singularities [6]. The conical singularity is specified by a

parameter q ⇤ R. We can think of S3q as a q deformation of round 3-sphere and ⇤S3q as a q deformation

of squashed sphere or ellipsoid.

In this section, we shall construct supersymmetric field theories on S3q and ⇤S3q , following the sys-

tematical approach [7–10], which was initiated in [11]. The construction is based on the rigid limit of

three dimensional supergravity that couples to the R-multiplet of the field theory. We are particularly

interested in three dimensional N = 2 theories with a U(1)R symmetry. Note that such construction

is equivalent to the construction of superconformal field theories (SCFTs) on curved manifold, be-

cause it is now known [12–14] that the solutions to the conformal Killing spinor equations are closely

related to the solutions of the Killing spinor equations we will solve in this section 1. Therefore, in

what follows, we shall not distinguish the two constructions. The Poincaré supersymmetry algebra

1See also [10] for exemplification of this in Euclidean three-manifolds.
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vanishing background vector field, 
and 

A.2 Four Dimensions

On a 4-dimensional Lorentzian spin manifold, the tangent space has the Lorentz symmetry Spin(3, 1) ⌅
SL(2,C). A spinor transforms as a defining representation of SL(2,C). On the tangent space, we have

fundamental symbols ⇤mn, ⇤mn, Levi-Civita antisymmetric symbol  mnpq, and spinor antisymmetric

symbol  �⇥ . They satisfy the relations

⇤mp⇤
pn = ⇥nm ⇤ diag(+,+,+,+)

�1

2
 mnrs 

pqrs = ⇥pm⇥qn � ⇥qm⇥pn

�1

6
 mprs 

nprs = ⇥nm

 �⇤ 
⇤⇥ = ⇥⇥� ⇤ diag(+,+). (A.3)

The spinors are complex-valued, and complex conjugation take a spinor in one Weyl representation

to its conjugate representation. In Euclidean signature, the tangent space has the Lorentz symmetry

Spin(4) ⌅ SU(2)⇥SU(2). The spinors are complex-valued, and a spinor �� and its complex conjugate

��
� transform under the same representations (2,1). Therefore, chiral spinors �, ⌥� in di�erent Weyl

representations are mutually independent.

We choose the following 4d real gamma matrices in Lorentz signature,

�0 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 �1 0 0

1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �1 =

�

⇧⇧⇧⇧⇧⇤

�1 0 0 0

0 1 0 0

0 0 �1 0

0 0 0 1

⇥

⌃⌃⌃⌃⌃⌅
,

�2 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 1 0 0

�1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �3 =

�

⇧⇧⇧⇧⇧⇤

0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

⇥

⌃⌃⌃⌃⌃⌅
.

(A.4)

B Branched 3-spheres

B.1 Round

We choose 3d gamma matrices in terms of Pauli matrices

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 . (B.1)

for round sphere and ellipsoid. The vielbein for S3q is

e1/⌦ = µ1 = sin(⌃ + ⌥)d⌅ + cos(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e2/⌦ = µ2 = � cos(⌃ + ⌥)d⌅ + sin(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e3/⌦ = µ3 = q sin2 ⌅d⌃ + cos2 ⌅d⌥ ,

(B.2)
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We now determine the gauge connection that yields a nontrivial Killing spinor. For a constant spinor,

this relation implies that the Killing spinor equations (2.8)(2.9) hold in the ⌅ direction provided A⇥ = 0

modulo flat connection. By the same reasoning, the Killing spinor equation is solved provided A⇧ = 0

modulo flat connection. Finally, with H given as above, A⌅ can be easily determined. Notice

1

4
� ij
⌅ ⇧ij +

1

2
H�⌅ =

i

2
(1� q)⇧3 , (2.16)

which gives the constant Killing spinor solution for (2.8)2

⇤ =

⇤
0

1

⌅
, (2.17)

with the gauge field A⌅ = 1
2(q � 1). With this choice of A⌅ , the constant Killing spinor solution for

(2.9) is

 ⇤ =

⇤
1

0

⌅
. (2.18)

To summarize, we determined the supergravity backgrounds admitting two supercharges of opposite

R-charge on S3q :

H(S3q) = �i , A(S3q) =
1

2
(q � 1) d⌃ , V (S3q) = 0 . (2.19)

This result was first obtained in [6]. Here, we included our derivation to emphasize the strategy

of finding Killing spinor solutions, which will be extended for more general q-branched spaces in

subsequent sections.

So far we have been discussing the branched 3-sphere S3q (2.6), which has a conical singularity at

⌅ = 0. As a common recipe [15] to handle the singularity, one may instead study a sequence of

smooth resolved spaces �S3q(⇥) (⇥ > 0 is small) and consider S3q as the ⇥ ⇤ 0 limit of �S3q(⇥). The metric

of �S3q(⇥) is given by

ds2 = f� (⌅)
2 d⌅2 + q2 2 sin2 ⌅d⌃2 +  2 cos2 ⌅d⌥2 , (2.20)

where f� (⌅) is a smooth function satisfying

f� (⌅) =

⇧
⌥

⌃
q , ⌅ ⇤ 0

 , ⇥ < ⌅ ⇥ ⇤
2 .

(2.21)

One readily finds that the background fields permitting two supercharges with opposite R-charge are

H = � i

f�(⌅)
, A =

1

2

�
q 

f�(⌅)
� 1

⇥
d⌃ +

1

2

�
 

f�(⌅)
� 1

⇥
d⌥ , V = 0 . (2.22)

With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).
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5

the 3-sphere then turns into

ds2 = ⌦2
�
d⇤2 + cos2 ⇤d⌥2 + q2 sin2 ⇤d⌃2

⇥
, (2.6)

where, as said, the domains of ⇤, ⌃,⌥ are

⇤ ⇥ [0,⌅/2] , ⌃ ⇥ [0, 2⌅) , ⌥ ⇥ [0, 2⌅) . (2.7)

If q ⇤= 1, the space has a conical singularity at the point ⇤ = 0, otherwise regular everywhere

else. We can regard the branched sphere as a deviation from the round 3-sphere parameterized by

q � 1. Therefore we expect that Killing spinor equations have minimal deviations from those for

round sphere, with an additional background gauge field Aµ. Thus we have Aµ ⇤= 0 (modulo flat

connection), H ⇤= 0 and V = 0 and Killing spinor equations become a special case of (2.4) and (2.5)

(⌅µ � iAµ) ⇥ = �1

2
H�µ⇥ , (2.8)

(⌅µ + iAµ) ⇤⇥ = �1

2
H�µ⇤⇥ . (2.9)

Spinor covariant derivative is defined as

⌅µ⇥ =  µ⇥ +
1

4
� ij
µ ⇧ij⇥ , (2.10)

where ⇧ij :=
1
2 [⇧i,⇧j ] and the spin connection � ij

µ is given in terms of the Christo⇥el connection �⇥
⇤µ

by

� ij
µ = ei⇥ µe

⇥j + ei⇥e
⇤j�⇥

⇤µ . (2.11)

To solve these equations, we use the fact that the round 3-sphere is the SU(2) group manifold with

group element g. The metric of the SU(2) group manifold reads

ds2 = ⌦2µmµm = ⌦2⇤µm⇤µm , (2.12)

where m = 1, 2, 3, µ := g�1dg and ⇤µ := dgg�1 are left-invariant and right-invariant 1-forms, respec-

tively. In the left-invariant frame, the vielbeins are given by

e1 = ⌦µ1 , e2 = ⌦µ2 , e3 = ⌦µ3 . (2.13)

Likewise, the q-branched sphere can be constructed by rescaling d⌃ in the vielbein to q d⌃ . We

collected the vielbein and spin connection in Appendix B.1. With the convention of the three-

dimensional gamma matrices in terms of Pauli matrices as

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 , (2.14)

the spin connection � ij
� ⇧ij is proportional to ��

1

4
� ij
� ⇧ij = �1

2
H�� , H = �i . (2.15)
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(q � 1) d⌃ , V (S3q) = 0 . (2.19)
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of finding Killing spinor solutions, which will be extended for more general q-branched spaces in

subsequent sections.
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(2.21)

One readily finds that the background fields permitting two supercharges with opposite R-charge are
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1
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.

5

We now determine the gauge connection that yields a nontrivial Killing spinor. For a constant spinor,

this relation implies that the Killing spinor equations (2.8)(2.9) hold in the ⌅ direction provided A⇥ = 0

modulo flat connection. By the same reasoning, the Killing spinor equation is solved provided A⇧ = 0

modulo flat connection. Finally, with H given as above, A⌅ can be easily determined. Notice

1

4
� ij
⌅ ⇧ij +

1

2
H�⌅ =

i

2
(1� q)⇧3 , (2.16)

which gives the constant Killing spinor solution for (2.8)2

⇤ =

⇤
0

1

⌅
, (2.17)

with the gauge field A⌅ = 1
2(q � 1). With this choice of A⌅ , the constant Killing spinor solution for

(2.9) is

 ⇤ =

⇤
1

0

⌅
. (2.18)

To summarize, we determined the supergravity backgrounds admitting two supercharges of opposite

R-charge on S3q :

H(S3q) = �i , A(S3q) =
1

2
(q � 1) d⌃ , V (S3q) = 0 . (2.19)
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One readily finds that the background fields permitting two supercharges with opposite R-charge are
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.

5

2.1.2 ⌥S3p,q

The study above can be extended to more general 3-spheres: (p, q)-branched spaces, including

branched ellipsoid, branched squashed sphere and the general branched sphere. Here, p and q are

two conic deformation parameters of the two circles along ⇧ and ⌅ directions, respectively. For

completeness, we include the results for each of these 3-spheres.

Branched Ellipsoid: The metric of (p, q)-branched 3-ellipsoid is given by

ds2 = f(⇥)2d⇥2 + p2⌃2 cos2 ⇥d⇧2 + q2⌃̃2 sin2 ⇥d⌅2 , f(⇥) =

�
⌃2 sin2 ⇥ + ⌃̃2 cos2 ⇥ . (2.23)

Following the procedure in section 2.1.1 for q-branched round sphere, we find the Killing spinors

remain the same:

� =

⇧
0

1

⌃
, ⌥� =

⇧
1

0

⌃
, (2.24)

with the supergravity background

H = � i

f(⇥)
, A =

1

2

⇧
q⌃̃

f(⇥)
� 1

⌃
d⌅ +

1

2

⇤
p⌃

f(⇥)
� 1

⌅
d⇧ , V = 0 . (2.25)

In the limit p ⇥ 1 and ⌃̃ ⇥ ⌃ (and under a replacement f ⇥ f�), the background (2.25) is reduced to

(2.22).

Branched squashed sphere: The metric for the smooth squashed 3-sphere is3

ds2 = ⌃2
⇤

1

v2
µ1µ1 + µ2µ2 + µ3µ3

⌅
, (2.26)

where v is the squashing parameter. To make the q-branched space manifest, we go to (⇥, ⌅,⇧)

coordinates. We will set ⌃ = 1 below. The metric can be written as

ds2 = d⇥2+
1

v2
�
cos4 ⇥d⌅2 + sin4 ⇥d⇧2

⇥
+cos2 ⇥ sin2 ⇥(d⌅2+d⇧2)� sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ , (2.27)

where the domains of ⇥, ⌅,⇧ are

⇥ ⇤ [0,⇤/2] , ⌅ ⇤ [0, 2⇤) , ⇧ ⇤ [0, 2⇤) . (2.28)

The (p, q)-branched squashed 3-sphere is obtained by replacing (d⇧, d⌅) by (pd⇧, qd⌅) in the metric,

while keeping the domains of the coordinates intact

ds2 = d⇥2+
1

v2
�
cos4 ⇥q2d⌅2 + sin4 ⇥p2d⇧2

⇥
+cos2 ⇥ sin2 ⇥(q2d⌅2+p2d⇧2)�pq sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ .

(2.29)

3Gamma matrices and the vielbein are listed in Appendix B.3. The same notation will be used in the one-loop

computation for branched squashed sphere later.
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Killing spinors: 

as the           limit of          , as we will see the partition function 
on resolved space             by localization will not depend on 
resolving function        , therefore not sensitive to the singular 
limit           .   

A.2 Four Dimensions

On a 4-dimensional Lorentzian spin manifold, the tangent space has the Lorentz symmetry Spin(3, 1) ⌅
SL(2,C). A spinor transforms as a defining representation of SL(2,C). On the tangent space, we have

fundamental symbols ⇤mn, ⇤mn, Levi-Civita antisymmetric symbol  mnpq, and spinor antisymmetric

symbol  �⇥ . They satisfy the relations

⇤mp⇤
pn = ⇥nm ⇤ diag(+,+,+,+)

�1

2
 mnrs 

pqrs = ⇥pm⇥qn � ⇥qm⇥pn

�1

6
 mprs 

nprs = ⇥nm

 �⇤ 
⇤⇥ = ⇥⇥� ⇤ diag(+,+). (A.3)

The spinors are complex-valued, and complex conjugation take a spinor in one Weyl representation

to its conjugate representation. In Euclidean signature, the tangent space has the Lorentz symmetry

Spin(4) ⌅ SU(2)⇥SU(2). The spinors are complex-valued, and a spinor �� and its complex conjugate

��
� transform under the same representations (2,1). Therefore, chiral spinors �, ⌥� in di�erent Weyl

representations are mutually independent.

We choose the following 4d real gamma matrices in Lorentz signature,

�0 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 �1 0 0

1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �1 =

�

⇧⇧⇧⇧⇧⇤

�1 0 0 0

0 1 0 0

0 0 �1 0

0 0 0 1

⇥

⌃⌃⌃⌃⌃⌅
,

�2 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 1 0 0

�1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �3 =

�

⇧⇧⇧⇧⇧⇤

0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

⇥

⌃⌃⌃⌃⌃⌅
.

(A.4)

B Branched 3-spheres

B.1 Round

We choose 3d gamma matrices in terms of Pauli matrices

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 . (B.1)

for round sphere and ellipsoid. The vielbein for S3q is

e1/⌦ = µ1 = sin(⌃ + ⌥)d⌅ + cos(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e2/⌦ = µ2 = � cos(⌃ + ⌥)d⌅ + sin(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e3/⌦ = µ3 = q sin2 ⌅d⌃ + cos2 ⌅d⌥ ,

(B.2)
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We now determine the gauge connection that yields a nontrivial Killing spinor. For a constant spinor,

this relation implies that the Killing spinor equations (2.8)(2.9) hold in the ⌅ direction provided A⇥ = 0

modulo flat connection. By the same reasoning, the Killing spinor equation is solved provided A⇧ = 0

modulo flat connection. Finally, with H given as above, A⌅ can be easily determined. Notice

1

4
� ij
⌅ ⇧ij +

1

2
H�⌅ =

i

2
(1� q)⇧3 , (2.16)

which gives the constant Killing spinor solution for (2.8)2

⇤ =

⇤
0

1

⌅
, (2.17)

with the gauge field A⌅ = 1
2(q � 1). With this choice of A⌅ , the constant Killing spinor solution for

(2.9) is

 ⇤ =

⇤
1

0

⌅
. (2.18)

To summarize, we determined the supergravity backgrounds admitting two supercharges of opposite

R-charge on S3q :

H(S3q) = �i , A(S3q) =
1

2
(q � 1) d⌃ , V (S3q) = 0 . (2.19)

This result was first obtained in [6]. Here, we included our derivation to emphasize the strategy

of finding Killing spinor solutions, which will be extended for more general q-branched spaces in

subsequent sections.

So far we have been discussing the branched 3-sphere S3q (2.6), which has a conical singularity at

⌅ = 0. As a common recipe [15] to handle the singularity, one may instead study a sequence of

smooth resolved spaces �S3q(⇥) (⇥ > 0 is small) and consider S3q as the ⇥ ⇤ 0 limit of �S3q(⇥). The metric

of �S3q(⇥) is given by

ds2 = f� (⌅)
2 d⌅2 + q2 2 sin2 ⌅d⌃2 +  2 cos2 ⌅d⌥2 , (2.20)

where f� (⌅) is a smooth function satisfying

f� (⌅) =

⇧
⌥

⌃
q , ⌅ ⇤ 0

 , ⇥ < ⌅ ⇥ ⇤
2 .

(2.21)

One readily finds that the background fields permitting two supercharges with opposite R-charge are

H = � i

f�(⌅)
, A =

1

2

�
q 

f�(⌅)
� 1

⇥
d⌃ +

1

2

�
 

f�(⌅)
� 1

⇥
d⌥ , V = 0 . (2.22)

With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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H(S3q) = �i , A(S3q) =
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2
(q � 1) d⌃ , V (S3q) = 0 . (2.19)

This result was first obtained in [6]. Here, we included our derivation to emphasize the strategy

of finding Killing spinor solutions, which will be extended for more general q-branched spaces in

subsequent sections.

So far we have been discussing the branched 3-sphere S3q (2.6), which has a conical singularity at

⌅ = 0. As a common recipe [15] to handle the singularity, one may instead study a sequence of
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� 1
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d⌥ , V = 0 . (2.22)

With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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(q � 1) d⌃ , V (S3q) = 0 . (2.19)

This result was first obtained in [6]. Here, we included our derivation to emphasize the strategy

of finding Killing spinor solutions, which will be extended for more general q-branched spaces in

subsequent sections.

So far we have been discussing the branched 3-sphere S3q (2.6), which has a conical singularity at
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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This result was first obtained in [6]. Here, we included our derivation to emphasize the strategy
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With the choice of vielbeins as in (B.4), the two Killing spinors are the same as (2.17) and (2.18) .

As we shall discuss later, the partition function on the resolved space Z[�S3q(⇥)] can be computed using

the supersymmetry localization technique. In particular, the result does not depend on the specific

form of the resolving function f�(⌅).

2We take Killing spinors normalized. We further require that Killing solution should be invariant under ⇥ � ⇥ + 2�

due to the periodicity. Therefore we do not include those solutions depending on q.
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2.1.2 ⌥S3p,q

The study above can be extended to more general 3-spheres: (p, q)-branched spaces, including

branched ellipsoid, branched squashed sphere and the general branched sphere. Here, p and q are

two conic deformation parameters of the two circles along ⇧ and ⌅ directions, respectively. For

completeness, we include the results for each of these 3-spheres.

Branched Ellipsoid: The metric of (p, q)-branched 3-ellipsoid is given by

ds2 = f(⇥)2d⇥2 + p2⌃2 cos2 ⇥d⇧2 + q2⌃̃2 sin2 ⇥d⌅2 , f(⇥) =

�
⌃2 sin2 ⇥ + ⌃̃2 cos2 ⇥ . (2.23)

Following the procedure in section 2.1.1 for q-branched round sphere, we find the Killing spinors

remain the same:

� =

⇧
0

1

⌃
, ⌥� =

⇧
1

0

⌃
, (2.24)

with the supergravity background

H = � i

f(⇥)
, A =

1

2

⇧
q⌃̃

f(⇥)
� 1

⌃
d⌅ +

1

2

⇤
p⌃

f(⇥)
� 1

⌅
d⇧ , V = 0 . (2.25)

In the limit p ⇥ 1 and ⌃̃ ⇥ ⌃ (and under a replacement f ⇥ f�), the background (2.25) is reduced to

(2.22).

Branched squashed sphere: The metric for the smooth squashed 3-sphere is3

ds2 = ⌃2
⇤

1

v2
µ1µ1 + µ2µ2 + µ3µ3

⌅
, (2.26)

where v is the squashing parameter. To make the q-branched space manifest, we go to (⇥, ⌅,⇧)

coordinates. We will set ⌃ = 1 below. The metric can be written as

ds2 = d⇥2+
1

v2
�
cos4 ⇥d⌅2 + sin4 ⇥d⇧2

⇥
+cos2 ⇥ sin2 ⇥(d⌅2+d⇧2)� sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ , (2.27)

where the domains of ⇥, ⌅,⇧ are

⇥ ⇤ [0,⇤/2] , ⌅ ⇤ [0, 2⇤) , ⇧ ⇤ [0, 2⇤) . (2.28)

The (p, q)-branched squashed 3-sphere is obtained by replacing (d⇧, d⌅) by (pd⇧, qd⌅) in the metric,

while keeping the domains of the coordinates intact

ds2 = d⇥2+
1

v2
�
cos4 ⇥q2d⌅2 + sin4 ⇥p2d⇧2

⇥
+cos2 ⇥ sin2 ⇥(q2d⌅2+p2d⇧2)�pq sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⇧d⌅ .

(2.29)

3Gamma matrices and the vielbein are listed in Appendix B.3. The same notation will be used in the one-loop

computation for branched squashed sphere later.
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General branched spaces        with U(1)×U(1) 

2.1.2 ⌥S3p,q
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completeness, we include the results for each of these 3-spheres.
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Following the procedure in section 2.1.1 for q-branched round sphere, we find the Killing spinors
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with the supergravity background
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In the limit p ⇥ 1 and ⌃̃ ⇥ ⌃ (and under a replacement f ⇥ f�), the background (2.25) is reduced to

(2.22).

Branched squashed sphere: The metric for the smooth squashed 3-sphere is3

ds2 = ⌃2
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µ1µ1 + µ2µ2 + µ3µ3

⌅
, (2.26)

where v is the squashing parameter. To make the q-branched space manifest, we go to (⇥, ⌅,⇧)
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The (p, q)-branched squashed 3-sphere is obtained by replacing (d⇧, d⌅) by (pd⇧, qd⌅) in the metric,

while keeping the domains of the coordinates intact
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cos4 ⇥q2d⌅2 + sin4 ⇥p2d⇧2

⇥
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3Gamma matrices and the vielbein are listed in Appendix B.3. The same notation will be used in the one-loop

computation for branched squashed sphere later.
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2.1.2 ⌥S3p,q

The study above can be extended to more general 3-spheres: (p, q)-branched spaces, including

branched ellipsoid, branched squashed sphere and the general branched sphere. Here, p and q are

two conic deformation parameters of the two circles along ⇧ and ⌅ directions, respectively. For
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remain the same:

� =

⇧
0

1

⌃
, ⌥� =

⇧
1

0

⌃
, (2.24)

with the supergravity background

H = � i

f(⇥)
, A =

1

2

⇧
q⌃̃

f(⇥)
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1
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⇤
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f(⇥)
� 1
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d⇧ , V = 0 . (2.25)

In the limit p ⇥ 1 and ⌃̃ ⇥ ⌃ (and under a replacement f ⇥ f�), the background (2.25) is reduced to

(2.22).
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where v is the squashing parameter. To make the q-branched space manifest, we go to (⇥, ⌅,⇧)
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For p = q = 1, the space becomes a squashed 3-sphere; for v = 1, it becomes a (p, q)-branched, round

3-sphere. Choosing the vielbein listed in Appendix B.3, we found the same constant Killing spinor

solutions as before

� =

⇧
0

1

⌃
, �� =

⇧
1

0

⌃
, (2.30)

with the following background fields

H = � i

v
, A =

⇤
� q

2v2
�
(v2 � 1) cos 2⇥ � 1

⇥
� 1

2

⌅
d⇤+

⇤
p

2v2
�
(v2 � 1) cos 2⇥ + 1

⇥
� 1

2

⌅
d⌅ , V = 0 .

(2.31)

A general 3-space with U(1)⇥U(1) isometry: Having studied various branched spheres, we now

move on to a general 3-space with U(1) ⇥ U(1) isometry. The space is characterized by three real

parameters p, q, v and one arbitrary function f(⇥):

ds2 = f(⇥)2d⇥2+
1

v2
�
cos4 ⇥q2d⇤2 + sin4 ⇥p2d⌅2

⇥
+cos2 ⇥ sin2 ⇥(q2d⇤2+p2d⌅2)�pq sin2 2⇥

2

⇤
� 1

v2
+ 1

⌅
d⌅d⇤ .

(2.32)

Again, we find that this 3-space admits constant spinor solutions for the Killing spinor equations

(2.8)(2.9):

� =

⇧
0

1

⌃
, �� =

⇧
1

0

⌃
, (2.33)

with the background fields

H = � i

vf(⇥)
, V = 0 ,

A =

⇤
� q

2v2f(⇥)

�
(v2 � 1) cos 2⇥ � 1

⇥
� 1
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⌅
d⇤ +

⇤
p

2v2f(⇥)

�
(v2 � 1) cos 2⇥ + 1

⇥
� 1

2

⌅
d⌅ .

(2.34)

It can be shown that the metric (2.32) covers the round 3-sphere, 3-ellipsoid, squashed 3-sphere and

their (p, q)-branched spaces, with di�erent choices of parameters p, q, v ⇤ R and functions f(⇥). The

general 3-space also covers more generally other singular and regular 3-spaces, in so far as the space

preserves U(1)⇥ U(1) isometry.

2.2 Localization on branched spheres

Consider an N = 2 supersymmetric field theory admitting Lagrangian formulation on a branched

3-space. The partition function of the theory is invariant under the fermionic symmetries generated

by the two supercharges Q and �Q. These supersymmetries allow to evaluate the path integral by the

localization technique: one adds a Q-exact localizing term {Q, V } to the action. It follows from the

supersymmetry algebra that the deformed partition function,

Z(t) =

⌥
D⌅ e�S�t{Q,V } , (2.35)
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value b = 1 of the coupling. The coupling b characterizes uniquely the underlying conformal

symmetry of the 2D theory. For example it enters in the Liouville central charge,

cL = 1 + 6Q2, Q ≡ b+
1

b
. (1.1)

One would therefore naturally imagine there is a deformation of the round sphere which

can reproduce the CFT correlators for general values of the coupling b. Actually, similar

problem has been resolved in the setting of a generalized AGT relation involving 3D N = 2

supersymmetric gauge theories. There one introduces an S-duality domain wall[20, 21]

along an S3 inside the S4 which supports a 3D gauge theory on its worldvolume. AGT

relation then implies that the partition function of the wall theory on S3 should agree with

the matrix element of the corresponding S-duality transformation in the representation

theory of the (extended) conformal symmetry at b = 1. In this setting, it has been found

[22] that by deforming the round S3 into a 3D ellipsoid,

x21 + x22
ℓ2

+
x23 + x24

ℓ̃2
= 1, (1.2)

with a suitable background SO(2)R gauge field to ensure rigid supersymmetry, one can

change the value of the coupling to b = (ℓ/ℓ̃)1/2. For other recent work on supersymmetric

deformations of the round S3 with additional background fields, see [23, 24, 25, 26, 27, 28].

The above result in three dimensions implies that the correct deformation of S4 should be

a fibration of the ellipsoid (1.2) over a line segment, because the S-duality wall can then

wrap the 3D fiber anywhere in four dimensions in a supersymmetric manner.

In this paper we show that SW theories on the 4D ellipsoids,

x20
r2

+
x21 + x22

ℓ2
+

x23 + x24
ℓ̃2

= 1, (1.3)

with some additional background fields, reproduce the 2D Liouville or Toda CFTs with

the coupling b = (ℓ/ℓ̃)1/2. As can be easily guessed from our previous result, the additional

fields include an R-symmetry gauge field which takes values on SU(2) Lie algebra this

time. Moreover, it turns out that the relevant off-shell 4D N = 2 supergravity multiplet

contains some more auxiliary fields, and they also have to take nonzero values to make the

background supersymmetric.

The organization of this paper is as follows. After a brief summary of our notations

on 4D spinor calculus, in Section 2 we present the set of Killing spinor equations, and

the action and supersymmetry of general SW theories on arbitrary curved backgrounds

which support Killing spinors. Then in Section 3 we analyze the Killing spinor equation

on ellipsoids. It will be shown that, by assuming that a Killing spinor on round S4 remains

after the deformation of the metric, one can solve the Killing spinor equation in favor of

the background gauge and auxiliary fields and determine their form up to some arbitrari-

ness. The square of the supersymmetry yields an isometry of the ellipsoid which fixes two

special points, i.e. the north and south poles. It is shown that the theory looks near the

two poles like the (anti-)topologically twisted theory with Omega deformation parameter

– 2 –



1.2  SUSY localization of partition function 



    represents a fermionic symmetry (off shell)                    . 
 
Preserved operator                       . 
 
The path integral value of the operator 

does not change under the deformation                                                ,  
 
This can be examined by 
 
 
 
Take             the actual integral we need to compute becomes 

38

Chapter 2

Localization

In this chapter we review localization of path integrals. This procedure was inspired by the local-

ization computation in [25].

The basic building blocks for observables in a quantum field theory are correlators of the fun-

damental fields. Such correlators can, in principle, be computed by evaluating a path integral with

appropriate insertions. In general, however, it is not possible to compute such a quantity exactly,

unless the action is at most quadratic in all fields. In a theory with fermionic symmetries, some

correlators may be computed exactly even for a nonquadratic action. This is made possible by

deformation invariance. We will work through the logic of localization for a general theory. First,

we review the basics of localization of path integrals and quote the localization formulas due to

Duistermaat and Heckman and to Atiyah and Bott and Berline and Vergne 2.1. In the next section

we specialize to 2+1 dimensional gauge theories 2.2. Finally, we present our results for the localized

partition function in terms of a matrix integral 2.3.

2.1 Localization Formulas

Let � represent a fermionic symmetry of the action

�S = 0 (2.1.1)

The symmetry is also preserved by a subset of the operators in the theory

�O = 0 (2.1.2)

Here O represents an arbitrary operator, local or otherwise, made of the fundamental fields. Consider

the path integral expression for the expectation value of O
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< O >=

ˆ
D[⇥]eiSO (2.1.3)

where we have set � = 1 and D[⇥] represents a measure over all the dynamical fields. We can deform

the action without changing the value of < O >

< O >t⇥
ˆ

D[⇥]eiS+t⇤V O (2.1.4)

where V is a fermionic functional such that �2V = 0 and t is an arbitrary real number. In general,

� squares to a bosonic symmetry of the theory. Examine the change for a small t

d

dt
< O >t⇥

ˆ
D[⇥](�V )eiS+t⇤V O =�(

ˆ
D[⇥]V eiS+t⇤V O) = 0 (2.1.5)

which implies that < O >t is independent of t. Consider, now, a Euclidean version of this compu-

tation with a positive definite functional �V and a large negative coe�cient �t

< O >Euc⇥
ˆ

D[⇥]e�S�t⇤V O (2.1.6)

Configurations for which V is nonzero, which we denote ⇥⇥ , are exponentially suppressed. In fact,

in the limit in which t ⇤ ⌅, the integral over these modes can be evaluated exactly using the saddle

point approximation. To see this, scale every field, ⇥, by

⇥ ⇤ ⇥⇧
t

(2.1.7)

The quadratic part of the localizing action, �V , is then of order 1 for the modes ⇥⇥ . nonquadratic

parts are of higher order in t�1/2. Next, take the limit t ⇤ ⌅. The integral over these modes is

then becomes Gaussian. Note that the appearance of these modes in the original action, S, cannot

change this conclusion.

Zero modes of the functional V , which we denote ⇥�, must be treated separately. The integral

over such modes must be done in the usual manner. The general result is then

< O >Euc= lim
t⇥⇤

ˆ
D[⇥]e�S�t⇤V O =

ˆ
D[⇥�]J [⇥�]

1�
sdet⌅⇥V [⇥�]

e�S[⌅�]O(⇥�) (2.1.8)

Where we have denoted by J [⇥�] the Jacobian for the change of integration measure, and by

(sdet⌅⇥ (V [⇥�]))�1/2 the result of evaluating the Gaussian integral over the modes ⇥⇥ .
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is independent of t. The localization technique proceeds by choosing the bosonic part of {Q, V }
positive semi-definite and sending the deformation parameter t ⇥ ⇤ so that

{Q, V } = 0 (2.36)

puts each independent positive semi-definite term to vanish. In the limit t ⇥ ⇤, the integral over

critical points of V (locus) can be evaluated exactly using the saddle-point approximation. Once

the field contents are specified, the explicit form of the deformation term {Q, V } can be constructed

from supersymmetry transformation rules, equivalently, the supersymmetric Lagrangian. Consider

the N = 2 Chern-Simons-matter theory. The vector multiplet has components (aµ,⌅, ⌅̄,�, D), trans-

forming in the adjoint representation of the gauge group. The Yang-Mills term is Q-exact and can

be used to localize the vector multiplet in the Coulomb branch
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, (2.37)

where

Fµ� := ↵µa� � ↵�aµ � i[aµ, a� ] ,

Dµ� := ↵µ� � i[aµ,�] ,

Dµ⌅ := (⌅µ + iAµ)⌅� i[aµ,⌅] .

(2.38)

The bosonic part of LYM are positive semi-definite, so the path integral is localized to a matrix

integral over the Coulomb branch

aµ = 0 , � = �0 , D = �H�0 , (2.39)

where �0 is a Lie algebra valued constant matrix. The integrand consists of saddle-point contribution

and Gaussian fluctuations around the saddle-point. The latter is a product of one-loop determinants

of each dynamical fields. Only the Chern-Simons and Fayet-Iliopoulos (FI) terms contribute to the

saddle-points
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For simplicity, we drop the FI term from now on — their inclusion is straightforward and does not add

any new features. The saddle-point contribution of the Chern-Simons term can be evaluated straight-

forwardly for di⇥erent backgrounds. The theory may contain chiral multiplet matter with components

( ,⌦, F ) in arbitrary representations of the gauge group, but they are localized at the origin. Matter

and gauge one-loop determinants will be computed explicitly for di⇥erent backgrounds later. The

partition functions of N = 2 Chern-Simons-matter theories on branched 3-spheres, obtained by the

localization technique, take the form

Z[k,N ; g,�;M3(b1, b2)] =

⇧
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Chapter 2

Localization

In this chapter we review localization of path integrals. This procedure was inspired by the local-

ization computation in [25].

The basic building blocks for observables in a quantum field theory are correlators of the fun-

damental fields. Such correlators can, in principle, be computed by evaluating a path integral with

appropriate insertions. In general, however, it is not possible to compute such a quantity exactly,

unless the action is at most quadratic in all fields. In a theory with fermionic symmetries, some

correlators may be computed exactly even for a nonquadratic action. This is made possible by

deformation invariance. We will work through the logic of localization for a general theory. First,

we review the basics of localization of path integrals and quote the localization formulas due to

Duistermaat and Heckman and to Atiyah and Bott and Berline and Vergne 2.1. In the next section

we specialize to 2+1 dimensional gauge theories 2.2. Finally, we present our results for the localized

partition function in terms of a matrix integral 2.3.

2.1 Localization Formulas

Let � represent a fermionic symmetry of the action

�S = 0 (2.1.1)

The symmetry is also preserved by a subset of the operators in the theory

�O = 0 (2.1.2)

Here O represents an arbitrary operator, local or otherwise, made of the fundamental fields. Consider

the path integral expression for the expectation value of O

is independent of t. The localization technique proceeds by choosing the bosonic part of {Q, V }
positive semi-definite and sending the deformation parameter t ⇥ ⇤ so that

{Q, V } = 0 (2.36)

puts each independent positive semi-definite term to vanish. In the limit t ⇥ ⇤, the integral over

critical points of V (locus) can be evaluated exactly using the saddle-point approximation. Once

the field contents are specified, the explicit form of the deformation term {Q, V } can be constructed

from supersymmetry transformation rules, equivalently, the supersymmetric Lagrangian. Consider

the N = 2 Chern-Simons-matter theory. The vector multiplet has components (aµ,⌅, ⌅̄,�, D), trans-

forming in the adjoint representation of the gauge group. The Yang-Mills term is Q-exact and can

be used to localize the vector multiplet in the Coulomb branch

LYM = Tr

⇤
1

4
Fµ�F

µ� +
1

2
Dµ�D

µ� � i⌅̄⇥µDµ⌅� 1

2
(D + �H)2 � i⌅̄[�,⌅] +

i

2
H⌅̄⌅

⌅
, (2.37)

where

Fµ� := ↵µa� � ↵�aµ � i[aµ, a� ] ,

Dµ� := ↵µ� � i[aµ,�] ,

Dµ⌅ := (⌅µ + iAµ)⌅� i[aµ,⌅] .

(2.38)

The bosonic part of LYM are positive semi-definite, so the path integral is localized to a matrix

integral over the Coulomb branch

aµ = 0 , � = �0 , D = �H�0 , (2.39)

where �0 is a Lie algebra valued constant matrix. The integrand consists of saddle-point contribution

and Gaussian fluctuations around the saddle-point. The latter is a product of one-loop determinants

of each dynamical fields. Only the Chern-Simons and Fayet-Iliopoulos (FI) terms contribute to the

saddle-points

LCS =
k

4⌃
Tr

�
i⇤µ�⇥(aµ↵�a⇥ +

2i

3
aµa�a⇥)� 2D� + 2i⌅̄⌅

⇥
, (2.40)

LFI =
⇧

2⌃
Tr(D � �H) . (2.41)

For simplicity, we drop the FI term from now on — their inclusion is straightforward and does not add

any new features. The saddle-point contribution of the Chern-Simons term can be evaluated straight-

forwardly for di⇥erent backgrounds. The theory may contain chiral multiplet matter with components

( ,⌦, F ) in arbitrary representations of the gauge group, but they are localized at the origin. Matter

and gauge one-loop determinants will be computed explicitly for di⇥erent backgrounds later. The

partition functions of N = 2 Chern-Simons-matter theories on branched 3-spheres, obtained by the

localization technique, take the form

Z[k,N ; g,�;M3(b1, b2)] =

⇧
[d�0] e

ikf(b1,b2)Tr⇤2
0Detv(�0, b1, b2;�)Detch(�0, b1, b2,�; ⌥) , (2.42)
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the field contents are specified, the explicit form of the deformation term {Q, V } can be constructed

from supersymmetry transformation rules, equivalently, the supersymmetric Lagrangian. Consider

the N = 2 Chern-Simons-matter theory. The vector multiplet has components (aµ,⌅, ⌅̄,�, D), trans-

forming in the adjoint representation of the gauge group. The Yang-Mills term is Q-exact and can

be used to localize the vector multiplet in the Coulomb branch

LYM = Tr

⇤
1

4
Fµ�F

µ� +
1

2
Dµ�D

µ� � i⌅̄⇥µDµ⌅� 1

2
(D + �H)2 � i⌅̄[�,⌅] +

i

2
H⌅̄⌅

⌅
, (2.37)

where

Fµ� := ↵µa� � ↵�aµ � i[aµ, a� ] ,

Dµ� := ↵µ� � i[aµ,�] ,

Dµ⌅ := (⌅µ + iAµ)⌅� i[aµ,⌅] .

(2.38)

The bosonic part of LYM are positive semi-definite, so the path integral is localized to a matrix
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where �0 is a Lie algebra valued constant matrix. The integrand consists of saddle-point contribution

and Gaussian fluctuations around the saddle-point. The latter is a product of one-loop determinants

of each dynamical fields. Only the Chern-Simons and Fayet-Iliopoulos (FI) terms contribute to the

saddle-points

LCS =
k
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Tr

�
i⇤µ�⇥(aµ↵�a⇥ +

2i

3
aµa�a⇥)� 2D� + 2i⌅̄⌅

⇥
, (2.40)

LFI =
⇧

2⌃
Tr(D � �H) . (2.41)

For simplicity, we drop the FI term from now on — their inclusion is straightforward and does not add

any new features. The saddle-point contribution of the Chern-Simons term can be evaluated straight-

forwardly for di⇥erent backgrounds. The theory may contain chiral multiplet matter with components

( ,⌦, F ) in arbitrary representations of the gauge group, but they are localized at the origin. Matter

and gauge one-loop determinants will be computed explicitly for di⇥erent backgrounds later. The

partition functions of N = 2 Chern-Simons-matter theories on branched 3-spheres, obtained by the

localization technique, take the form

Z[k,N ; g,�;M3(b1, b2)] =

⇧
[d�0] e

ikf(b1,b2)Tr⇤2
0Detv(�0, b1, b2;�)Detch(�0, b1, b2,�; ⌥) , (2.42)
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Now we compute the one-loop determinant of a chiral multiplet around the locus ⌃ = ⌃0. The

Q-exact term used to localize the matter fields is chosen as a total super-derivative [4]

⇤⇧⇤ Lmatter = ⇥⇤⇥e⇤
�
 ̄ + 2i�̄⌃�

⇥
. (2.46)

This leads to the scalar kinetic operator

�⇧ = �DµD
µ � 2i(�� 1)

f(⌅)
vµDµ + ⌃20 +

2�2 � 3�

2f(⌅)2
+

�R

4
, (2.47)

and the fermion kinetic operator

�⌃ = �i�µDµ � i⌃0 �
1

2f(⌅)
+

�� 1

f(⌅)
�µvµ , (2.48)

where � is R-charge of the scalar and R is the positive Ricci scalar. The covariant derivatives are

defined as

Dµ� = (⌅µ � i�Aµ)� ,

Dµ = (⌅µ � i(�� 1)Aµ) . (2.49)

The vector vµ is defined as

vµ = ⇤�µ⇧⇤ , (2.50)

where ⇤ = (0, 1)T , ⇧⇤ = (1, 0)T are two Killing spinors with R charge +1 and �1, respectively. The

spinor product is defined as

⇤⇧ = ⇤�⌦�⇥⇧
⇥ , ⇤�µ⇧ = ⇤�(⌦�µ)�⇥⇧

⇥ , (2.51)

where ⌦�⇥ is anti-symmetric 2⇥ 2 matrix with non-vanishing components ⌦12 = �⌦21 = �1. Decom-

posing the scalar as 5

�(⌅, ⌥,�) = �0(⌅)e
im⌅+in⇧ , m, n ⇤ Z , (2.52)

the equation of motion for the scalar is given by

�⇧� = ⇧s� . (2.53)

Decomposing the spinor as

 (⌅, ⌥,�) = ei(m⌅+n⇧)

⇤
 1(⌅)

ei(⌅+⇧) 2(⌅)

⌅
, m, n ⇤ Z , (2.54)

the equation of motion is given by

�⌃ = ⇧f . (2.55)

5We use Z to denote integers and N for non-negative integers.
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subspace of the algebra g of the gauge group G into which ⇥0 can be rotated. Its action on a field

X, in a representation R, is diagonalized by choosing a basis for R in terms of its weights. We will

denote this action as �(a). The weights of the adjoint representation are the roots of the algebra g.

The zero locus for the matter fields with the action 1.3.54 is clearly

⇤ = 0, F = 0 (2.2.35)

This is the result of the conformal mass term. Note that this means, in particular, that the form

of the superpotential does not a⇥ect the localization computation directly. The superpotential does

restrict the choice of global symmetries, and thus indirectly a⇥ects the action of the theory on S3

(see 1.1.6 and 1.3.1).

The modes found above parametrize the space KQ. According to the prescription in 2.1 they

must be integrated over. Evaluating the original action for the gauge theory on S3 with only these

modes turned on yields “classical” contributions to the localization calculation. These are discussed

in 2.3.2.

2.2.4 Fluctuations

We now turn to the evaluation of the path integral for the nonzero modes. As explained above,

the remaining action for such modes is quadratic in the fields. This is a free action for which the

evaluation of the path integral reduces to the computation of a determinant. The relevant operator

is the first- or second-order pseudodi⇥erential operator acting on a field. This operator can depend

on the supersymmetry employed, including any central charges, and on the zero modes.

Below is a list of the relevant operators for the localizing functional given in 2.2.2 after taking

into account the space of zero modes in 2.2.3. These are the result or expanding the actions 1.3.54

and 1.3.55 around the zero modes.

Dvector = �vector � [·, a]2 (2.2.36)

Dvector multiplet scalars = �scalar (2.2.37)

Dvector multiplet fermions = i ⇥ ⇤ � i[·, a]� 1

2
(2.2.38)
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In this chapter we review localization of path integrals. This procedure was inspired by the local-

ization computation in [25].

The basic building blocks for observables in a quantum field theory are correlators of the fun-

damental fields. Such correlators can, in principle, be computed by evaluating a path integral with

appropriate insertions. In general, however, it is not possible to compute such a quantity exactly,

unless the action is at most quadratic in all fields. In a theory with fermionic symmetries, some

correlators may be computed exactly even for a nonquadratic action. This is made possible by
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Duistermaat and Heckman and to Atiyah and Bott and Berline and Vergne 2.1. In the next section

we specialize to 2+1 dimensional gauge theories 2.2. Finally, we present our results for the localized

partition function in terms of a matrix integral 2.3.

2.1 Localization Formulas

Let � represent a fermionic symmetry of the action

�S = 0 (2.1.1)

The symmetry is also preserved by a subset of the operators in the theory

�O = 0 (2.1.2)

Here O represents an arbitrary operator, local or otherwise, made of the fundamental fields. Consider

the path integral expression for the expectation value of O
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is independent of t. The localization technique proceeds by choosing the bosonic part of {Q, V }
positive semi-definite and sending the deformation parameter t ⇥ ⇤ so that

{Q, V } = 0 (2.36)

puts each independent positive semi-definite term to vanish. In the limit t ⇥ ⇤, the integral over

critical points of V (locus) can be evaluated exactly using the saddle-point approximation. Once

the field contents are specified, the explicit form of the deformation term {Q, V } can be constructed

from supersymmetry transformation rules, equivalently, the supersymmetric Lagrangian. Consider

the N = 2 Chern-Simons-matter theory. The vector multiplet has components (aµ,⌅, ⌅̄,�, D), trans-

forming in the adjoint representation of the gauge group. The Yang-Mills term is Q-exact and can

be used to localize the vector multiplet in the Coulomb branch

LYM = Tr

⇤
1

4
Fµ�F

µ� +
1

2
Dµ�D

µ� � i⌅̄⇥µDµ⌅� 1

2
(D + �H)2 � i⌅̄[�,⌅] +

i

2
H⌅̄⌅

⌅
, (2.37)

where

Fµ� := ↵µa� � ↵�aµ � i[aµ, a� ] ,

Dµ� := ↵µ� � i[aµ,�] ,

Dµ⌅ := (⌅µ + iAµ)⌅� i[aµ,⌅] .

(2.38)

The bosonic part of LYM are positive semi-definite, so the path integral is localized to a matrix

integral over the Coulomb branch

aµ = 0 , � = �0 , D = �H�0 , (2.39)

where �0 is a Lie algebra valued constant matrix. The integrand consists of saddle-point contribution

and Gaussian fluctuations around the saddle-point. The latter is a product of one-loop determinants

of each dynamical fields. Only the Chern-Simons and Fayet-Iliopoulos (FI) terms contribute to the

saddle-points

LCS =
k

4⌃
Tr

�
i⇤µ�⇥(aµ↵�a⇥ +

2i

3
aµa�a⇥)� 2D� + 2i⌅̄⌅

⇥
, (2.40)

LFI =
⇧

2⌃
Tr(D � �H) . (2.41)

For simplicity, we drop the FI term from now on — their inclusion is straightforward and does not add

any new features. The saddle-point contribution of the Chern-Simons term can be evaluated straight-

forwardly for di⇥erent backgrounds. The theory may contain chiral multiplet matter with components

( ,⌦, F ) in arbitrary representations of the gauge group, but they are localized at the origin. Matter

and gauge one-loop determinants will be computed explicitly for di⇥erent backgrounds later. The

partition functions of N = 2 Chern-Simons-matter theories on branched 3-spheres, obtained by the

localization technique, take the form

Z[k,N ; g,�;M3(b1, b2)] =

⇧
[d�0] e

ikf(b1,b2)Tr⇤2
0Detv(�0, b1, b2;�)Detch(�0, b1, b2,�; ⌥) , (2.42)
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Partition function 

general form after localization: CS+FI are the only classic contribution on the 
locus. And one loop determinants only come from        exact deformation. 
 

Ellipsoid: 

Squashed sphere: 

where the three terms in the integrand are classical contribution, one-loop determinant of the vector

multiplets, and one-loop determinant of the chiral multiplets. Possible nonperturbative terms are

omitted since they are exponentially small in the large N limit we are primarily interested in. The

partition function depends on the coupling parameters k,N , on the Lie algebra g of the gauge group,

and on the geometric data b1, b2 of M3. So, f(b1, b2) is a certain geometric function that depends

on b1, b2, � is the set of positive roots, ⇤ is the weight space of the chiral multiplet, which is in a

certain representation of the gauge group, and � is the conformal dimension of chiral supermultiplet

fixed by the R-charge. Two geometric parameters b1 and b2 are determined by p, q and the squashing

parameters (e.g. v). As we shall see later, b1 and b2 also specify the Reeb vectors on the branched

spaces.4

A particularly simplifying limit is the weak coupling limit k ⇤ 0. In this case, the partition function

is reduced to the chiral multiplet one-loop determinant at the origin of the Coulomb branch ⌅0 = 0.

Let us explain how this comes out. The classical contribution provides a Gaussian distribution to

⌅0. If we take k ⇤ ⌅ limit while keeping other geometric parameters fixed, we see that the classical

contribution becomes a delta-function

lim
k⇥⇤

eikf(b1,b2)Tr�
2
0 ⇥

�

Cartan

⇥(⌅0) (2.43)

up to normalization factors. We see that the partition function localized in the Coulomb branch

becomes infinitely peaked at the origin ⌅0 = 0 . At the origin, the one-loop determinant contribution

of vector multiplet is reduced to unity. Intuitively, this follows from the fact that at the origin of

the Coulomb branch vector multiplet is massless and supersymmetric cancellation between boson

and fermion one-loop determinants ensures that the ratio is unity. On the other hand, the one-loop

determinant of the chiral multiplet depends on the geometric data through the R-charge dependence.

This dependence continues to be present to the origin ⌅0 = 0. Summarizing, at the weak coupling

limit, we have

Z[k,N ; g,�;M3(b1, b2)] �⇤ Detch(b1, b2;�, ⇤) at k ⇤ ⌅. (2.44)

In the following subsections, we shall check this assertion by explicit computations.

2.2.1 Branched ellipsoid

We compute the partition function of N = 2 Chern-Simons matter theory on branched ellipsoid

background (2.23)(2.25). The saddle-point contribution from supersymmetric Chern-Simons term

(2.40) is

Zsaddle = e
i�k
b1b2

Tr�2
0 , b�1

1 = q⇧̃, b�1
2 = p⇧ . (2.45)

4See section 2.3 for the definition and discussions of Reeb vector.
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Spinor equations of motion can be decomposed to give a single second order ordinary di⇥erential

equation for ⌃1(�). If we map

⌃1(�) ⇥ ⇧0(�) , (2.56)

their equations of motion are the same provided that the following matching condition is satisfied,

⇥s = ⇥f (⇥f + 2i⌅0) . (2.57)

A scalar mode with eigenvalue ⇥s and a pair of fermion modes with eigenvalue ⇥f and ⇥f + 2i⌅0 will

cancel with each other in the one-loop determinant as long as ⌃1 ⌅= 0 and ⌃2 ⌅= 0. The remaining

contributions will come from those modes with only one of ⌃1 and ⌃2 vanishing. Denote the eigenvalue

for ⌃1 ⌅= 0,⌃2 = 0 as ⇥1 and the eigenvalue for ⌃1 = 0,⌃2 ⌅= 0 as ⇥2. In the former case, modes with

⇥1 do not have pairing modes of ⇥1 +2i⌅0. In the latter case, there is no bosonic mode to cancel the

fermionic modes with ⇥2. ⇥1 and ⇥2 can be solved from spinor first order equations of motion. The

remaining e⇥ective scalar mode gives the eigenvalue 6

⇥1 + 2i⌅0 =
n

p⌥
+

m

q⌥̃
+

�

2

⇤
1

p⌥
+

1

q⌥̃

⌅
+ i⌅0 , (m,n ⇤ N) (2.58)

and the unmatched spinor eigenvalue is

⇥2 = � n

p⌥
� m

q⌥̃
� �

2

⇤
1

p⌥
+

1

q⌥̃

⌅
� i⌅0 , (m,n < 0) (2.59)

The one-loop determinant is given by

Detch =
det�⇥

det��
=
⌥

m,n⇥0

n
p⇤ +

m
q⇤̃

� ��2
2

�
1
p⇤ +

1
q⇤̃

⇥
� i⌅0

n
p⇤ +

m
q⇤̃

+ �
2

�
1
p⇤ +

1
q⇤̃

⇥
+ i⌅0

. (2.60)

Introducing familiar notations

b =

�
b2
b1

:= b0

�
q

p
, b0 =

 
⌥̃

⌥
, Q = b+ 1/b , (2.61)

we get

Detch(⌅0, b1, b2,�; ⇤) = sb

⇧
iQ(1��)

2
+

⇤(⌅0)⇧
b1b2

⌃
, (2.62)

where sb(x) is double sine function.

Now we compute the one-loop determinant of the gauge fluctuations. For the fluctuations of Yang-

Mills Lagrangian LYM around the locus, one can impose the covariant gauge

⌃µaµ = 0 (2.63)

by adding the gauge fixing term

Lg.f. = c̄⌃µD
µc+ b⌃µaµ . (2.64)

6Ranges of m,n are determined by the normalizability condition. We emphasize that, resolving conditions at � = 0

and ⇥/2 are necessary to obtain the (p, q) independent ranges of m,n.
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the equation of motion

(�⇥ � ⇤f )⇤ = 0 , (2.76)

can be rewritten as a second order ordinary di⇥erential equation of ⇤+(⇥). Note that equations of

motion for b3(⇥) and ⇤+(⇥) coincide provided that the matching condition is satisfied

(⇤B � ⇤f )(⇤B + ⇤f � 2

f(⇥)
) = 0 . (2.77)

After cancellation of the matched eigenvalues, the remaining (e⇥ective) bosonic eigenvalue is

2

f(⇥)
� ⇤1 = �m

q⌥̃
� n

p⌥
, (m,n ⇧ N) (2.78)

and the remaining fermionic eigenvalue is

⇤2 = �m

q⌥̃
� n

p⌥
. (m,n < 0) (2.79)

Note that the remaining eigenvalues are independent of f(⇥) and we regularize the determinant by

neglecting the zero mode in (2.78). The one-loop determinant of the gauge fluctuations is

Detv(⌃0, b1, b2;�) =

⌥ 
m,n<0�

m
q⇧̃

� n
p⇧ 

m,n>0�
m
q⇧̃

� n
p⇧

�r ⌦

�>0

 
m,n<0

�
m
q⇧̃

+ n
p⇧

⇥2
+ �(⌃0)2

 
m,n>0

�
m
q⇧̃

+ n
p⇧

⇥2
+ �(⌃0)2

⇤
⌦

�>0

⇧
1

�(⌃0)2
⇥ 4 sinh

⌅�(⌃0)

b1
sinh

⌅�(⌃0)

b2

⌃
. (2.80)

In the last step, we dropped an overall constant, which is irrelevant for the discussion. Combining

(2.45), (2.62) and (2.80) the total partition function is given by

Z[k,N ; g,�; b1, b2] =

↵ r⌦

i=1

d(⌃0)i e
i�k
b1b2

Tr⌅2
0
⌦

�>0

4 sinh
⌅�(⌃0)

b1
sinh

⌅�(⌃0)

b2

⌦

⇤

sb

⇤
iQ

2
(1��) +

⇧(⌃0)⌃
b1b2

⌅
,

(2.81)

where r is the rank of the gauge group and (⌃0)i denote the Cartan parts of ⌃0. Note that 1
�(⌅0)2

in

the gauge determinant will cancel the Vandermonde determinant in the measure, therefore we get the

final result (2.81) shown above. The partition function on the (p, q)-branched ellipsoid is the same

as that on the smooth ellipsoid with redefined squashing ⌥ ⌅ p⌥, ⌥̃ ⌅ q⌥̃. Particularly, in the round

sphere limit ⌥̃ = ⌥, it will be the same as that on the smooth ellipsoid with b =
�

q
p [6]. Note that

the full partition function is independent of the specific form of f(⇥), which shows that the result is

valid for arbitrary f(⇥).

2.2.2 Branched squashed sphere

We compute the partition function ofN = 2 Chern-Simons matter theory on the branched squashed

sphere background (2.29)(2.31). The saddle-point contribution is

Zsaddle = e
i�k
b1b2

Tr⌅2
0 , b1 =

v

q
, b2 =

v

p
. (2.82)
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where r is the rank of the gauge group and (⌃0)i denote the Cartan parts of ⌃0. Note that 1
�(⌅0)2

in

the gauge determinant will cancel the Vandermonde determinant in the measure, therefore we get the

final result (2.81) shown above. The partition function on the (p, q)-branched ellipsoid is the same

as that on the smooth ellipsoid with redefined squashing ⌥ ⌅ p⌥, ⌥̃ ⌅ q⌥̃. Particularly, in the round

sphere limit ⌥̃ = ⌥, it will be the same as that on the smooth ellipsoid with b =
�

q
p [6]. Note that

the full partition function is independent of the specific form of f(⇥), which shows that the result is

valid for arbitrary f(⇥).

2.2.2 Branched squashed sphere

We compute the partition function ofN = 2 Chern-Simons matter theory on the branched squashed

sphere background (2.29)(2.31). The saddle-point contribution is
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Introducing familiar notations
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p
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, Q = b+ 1/b , (2.61)
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where sb(x) is double sine function.

Now we compute the one-loop determinant of the gauge fluctuations. For the fluctuations of Yang-

Mills Lagrangian LYM around the locus, one can impose the covariant gauge

⌃µaµ = 0 (2.63)

by adding the gauge fixing term

Lg.f. = c̄⌃µD
µc+ b⌃µaµ . (2.64)

6Ranges of m,n are determined by the normalizability condition. We emphasize that, resolving conditions at � = 0

and ⇥/2 are necessary to obtain the (p, q) independent ranges of m,n.
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where r is the rank of the gauge group and (⌃0)i denote the Cartan parts of ⌃0. Note that 1
�(⌅0)2

in

the gauge determinant will cancel the Vandermonde determinant in the measure, therefore we get the
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Chapter 2

Localization

In this chapter we review localization of path integrals. This procedure was inspired by the local-

ization computation in [25].

The basic building blocks for observables in a quantum field theory are correlators of the fun-

damental fields. Such correlators can, in principle, be computed by evaluating a path integral with

appropriate insertions. In general, however, it is not possible to compute such a quantity exactly,

unless the action is at most quadratic in all fields. In a theory with fermionic symmetries, some

correlators may be computed exactly even for a nonquadratic action. This is made possible by

deformation invariance. We will work through the logic of localization for a general theory. First,

we review the basics of localization of path integrals and quote the localization formulas due to

Duistermaat and Heckman and to Atiyah and Bott and Berline and Vergne 2.1. In the next section

we specialize to 2+1 dimensional gauge theories 2.2. Finally, we present our results for the localized

partition function in terms of a matrix integral 2.3.

2.1 Localization Formulas

Let � represent a fermionic symmetry of the action

�S = 0 (2.1.1)

The symmetry is also preserved by a subset of the operators in the theory

�O = 0 (2.1.2)

Here O represents an arbitrary operator, local or otherwise, made of the fundamental fields. Consider

the path integral expression for the expectation value of O

Round sphere: Nishioka-Yaakov ’2013  
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Q-exact term used to localize the matter fields is chosen as a total super-derivative [4]

⇤⇧⇤ Lmatter = ⇥⇤⇥e⇤
�
 ̄ + 2i�̄⌃�

⇥
. (2.46)

This leads to the scalar kinetic operator

�⇧ = �DµD
µ � 2i(�� 1)

f(⌅)
vµDµ + ⌃20 +

2�2 � 3�

2f(⌅)2
+

�R

4
, (2.47)

and the fermion kinetic operator

�⌃ = �i�µDµ � i⌃0 �
1

2f(⌅)
+

�� 1

f(⌅)
�µvµ , (2.48)

where � is R-charge of the scalar and R is the positive Ricci scalar. The covariant derivatives are

defined as

Dµ� = (⌅µ � i�Aµ)� ,

Dµ = (⌅µ � i(�� 1)Aµ) . (2.49)

The vector vµ is defined as

vµ = ⇤�µ⇧⇤ , (2.50)

where ⇤ = (0, 1)T , ⇧⇤ = (1, 0)T are two Killing spinors with R charge +1 and �1, respectively. The

spinor product is defined as

⇤⇧ = ⇤�⌦�⇥⇧
⇥ , ⇤�µ⇧ = ⇤�(⌦�µ)�⇥⇧

⇥ , (2.51)

where ⌦�⇥ is anti-symmetric 2⇥ 2 matrix with non-vanishing components ⌦12 = �⌦21 = �1. Decom-

posing the scalar as 5

�(⌅, ⌥,�) = �0(⌅)e
im⌅+in⇧ , m, n ⇤ Z , (2.52)

the equation of motion for the scalar is given by

�⇧� = ⇧s� . (2.53)

Decomposing the spinor as

 (⌅, ⌥,�) = ei(m⌅+n⇧)

⇤
 1(⌅)

ei(⌅+⇧) 2(⌅)

⌅
, m, n ⇤ Z , (2.54)

the equation of motion is given by

�⌃ = ⇧f . (2.55)

5We use Z to denote integers and N for non-negative integers.
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Q-exact term used to localize the matter fields is chosen as a total super-derivative [4]
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�
 ̄ + 2i�̄⌃�

⇥
. (2.46)
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f(⌅)
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�R

4
, (2.47)
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�⌃ = �i�µDµ � i⌃0 �
1

2f(⌅)
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�� 1

f(⌅)
�µvµ , (2.48)

where � is R-charge of the scalar and R is the positive Ricci scalar. The covariant derivatives are
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Dµ� = (⌅µ � i�Aµ)� ,
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The vector vµ is defined as
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⇥ , ⇤�µ⇧ = ⇤�(⌦�µ)�⇥⇧
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Spinor equations of motion can be decomposed to give a single second order ordinary di⇥erential

equation for ⌃1(�). If we map

⌃1(�) ⇥ ⇧0(�) , (2.56)

their equations of motion are the same provided that the following matching condition is satisfied,

⇥s = ⇥f (⇥f + 2i⌅0) . (2.57)

A scalar mode with eigenvalue ⇥s and a pair of fermion modes with eigenvalue ⇥f and ⇥f + 2i⌅0 will

cancel with each other in the one-loop determinant as long as ⌃1 ⌅= 0 and ⌃2 ⌅= 0. The remaining

contributions will come from those modes with only one of ⌃1 and ⌃2 vanishing. Denote the eigenvalue

for ⌃1 ⌅= 0,⌃2 = 0 as ⇥1 and the eigenvalue for ⌃1 = 0,⌃2 ⌅= 0 as ⇥2. In the former case, modes with

⇥1 do not have pairing modes of ⇥1 +2i⌅0. In the latter case, there is no bosonic mode to cancel the

fermionic modes with ⇥2. ⇥1 and ⇥2 can be solved from spinor first order equations of motion. The

remaining e⇥ective scalar mode gives the eigenvalue 6

⇥1 + 2i⌅0 =
n

p⌥
+

m

q⌥̃
+

�

2

⇤
1

p⌥
+

1

q⌥̃

⌅
+ i⌅0 , (m,n ⇤ N) (2.58)

and the unmatched spinor eigenvalue is

⇥2 = � n

p⌥
� m

q⌥̃
� �

2

⇤
1

p⌥
+

1

q⌥̃

⌅
� i⌅0 , (m,n < 0) (2.59)

The one-loop determinant is given by

Detch =
det�⇥

det��
=
⌥

m,n⇥0

n
p⇤ +

m
q⇤̃

� ��2
2

�
1
p⇤ +

1
q⇤̃

⇥
� i⌅0

n
p⇤ +

m
q⇤̃

+ �
2

�
1
p⇤ +

1
q⇤̃

⇥
+ i⌅0

. (2.60)

Introducing familiar notations

b =

�
b2
b1

:= b0

�
q

p
, b0 =

 
⌥̃

⌥
, Q = b+ 1/b , (2.61)

we get

Detch(⌅0, b1, b2,�; ⇤) = sb

⇧
iQ(1��)

2
+

⇤(⌅0)⇧
b1b2

⌃
, (2.62)

where sb(x) is double sine function.

Now we compute the one-loop determinant of the gauge fluctuations. For the fluctuations of Yang-

Mills Lagrangian LYM around the locus, one can impose the covariant gauge

⌃µaµ = 0 (2.63)

by adding the gauge fixing term

Lg.f. = c̄⌃µD
µc+ b⌃µaµ . (2.64)

6Ranges of m,n are determined by the normalizability condition. We emphasize that, resolving conditions at � = 0

and ⇥/2 are necessary to obtain the (p, q) independent ranges of m,n.
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Universal result on conic spheres with U(1)×U(1) 

Note that b1, b2 now have di⇥erent physical meanings from those of the branched ellipsoid (2.45).

However, up to an overall constant the partition function on the (p, q)-branched squashed sphere is

the same as that on the (p, q)-branched round sphere. Notice that v-type squashing does not a⇥ect

the partition function even for branched sphere 7.

2.3 Reeb vector and parameter dependence of ZM3

All of the backgrounds we discussed in subsection 2.1 admit at least two supercharges with opposite

R-charges and also have at least U(1) � U(1) isometry. In case the base space is smooth, it has a

toric contact structure. The associated Killing Reeb vector field K, which can always be constructed

from bilinear of Killing spinors

K = ⇥�µ�⇥⌅µ , (2.107)

can be expressed as the linear combination of the two U(1) Killing vectors,

K = b1⌅� + b2⌅⇥ . (2.108)

Recently it was shown [17] that the partition function ZM3 of N = 2 Chern-Simons-matter theories

on a 3-manifold with U(1) � U(1) isometry (and the topology of S3) can be computed using the

supersymmetry localization technique. The result is exactly the same as (2.81) 8 with b1, b2 being the

parameters of the Reeb vector (2.108). We show that the same form of (2.81) holds even for singular

spaces such as the branched spheres, where metrics are singular but Reeb vectors are still regular

(specified by b1 and b2). It can be seen from (2.81) that ZM3 only depends on a single parameter

b =

⇥
b2
b1

. (2.109)

Because a rescaling of both b1 and b2 by a constant only contributes an overall constant to the matrix

integral by a redefinition of the integration variable ⇤0.

2.3.1 Parameter Dependence of ZM3

The assertion that ZM3 depends only on the ratio b can also be understood without explicit

computation. Here we first recapitulate the relevant results from [23] and then explain why all the

partition functions (some of which have singular spaces as their limits) discussed in subsection 2.1 have

the same form. For readers who are not interested in the details, the short answer is the following.

First, we can consider all these examples as deformations of round sphere. All the deformations

in geometry (including metric, almost contact structure etc.) other than � (a quantity built from

deformations in the almost contact structure, see (2.123) below) only give Q-exact terms in the

7It was shown in [4] that the partition function on squashed sphere ((2.29) with p = q = 1) remains the same as that

on round sphere.
8Partition functions of the same form were previously obtained for ellipsoid [4] and squashed sphere [5]. For recent

developments on localization on three sphere or deformed three spheres, see [18–22].
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the partition function even for branched sphere 7.

2.3 Reeb vector and parameter dependence of ZM3

All of the backgrounds we discussed in subsection 2.1 admit at least two supercharges with opposite

R-charges and also have at least U(1) � U(1) isometry. In case the base space is smooth, it has a

toric contact structure. The associated Killing Reeb vector field K, which can always be constructed

from bilinear of Killing spinors

K = ⇥�µ�⇥⌅µ , (2.107)

can be expressed as the linear combination of the two U(1) Killing vectors,

K = b1⌅� + b2⌅⇥ . (2.108)

Recently it was shown [17] that the partition function ZM3 of N = 2 Chern-Simons-matter theories

on a 3-manifold with U(1) � U(1) isometry (and the topology of S3) can be computed using the

supersymmetry localization technique. The result is exactly the same as (2.81) 8 with b1, b2 being the

parameters of the Reeb vector (2.108). We show that the same form of (2.81) holds even for singular

spaces such as the branched spheres, where metrics are singular but Reeb vectors are still regular

(specified by b1 and b2). It can be seen from (2.81) that ZM3 only depends on a single parameter

b =

⇥
b2
b1

. (2.109)

Because a rescaling of both b1 and b2 by a constant only contributes an overall constant to the matrix

integral by a redefinition of the integration variable ⇤0.

2.3.1 Parameter Dependence of ZM3

The assertion that ZM3 depends only on the ratio b can also be understood without explicit

computation. Here we first recapitulate the relevant results from [23] and then explain why all the

partition functions (some of which have singular spaces as their limits) discussed in subsection 2.1 have

the same form. For readers who are not interested in the details, the short answer is the following.

First, we can consider all these examples as deformations of round sphere. All the deformations

in geometry (including metric, almost contact structure etc.) other than � (a quantity built from

deformations in the almost contact structure, see (2.123) below) only give Q-exact terms in the

7It was shown in [4] that the partition function on squashed sphere ((2.29) with p = q = 1) remains the same as that

on round sphere.
8Partition functions of the same form were previously obtained for ellipsoid [4] and squashed sphere [5]. For recent

developments on localization on three sphere or deformed three spheres, see [18–22].
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Killing vector (Reeb) 

the equation of motion

(�⇥ � ⇤f )⇤ = 0 , (2.76)

can be rewritten as a second order ordinary di⇥erential equation of ⇤+(⇥). Note that equations of

motion for b3(⇥) and ⇤+(⇥) coincide provided that the matching condition is satisfied

(⇤B � ⇤f )(⇤B + ⇤f � 2

f(⇥)
) = 0 . (2.77)

After cancellation of the matched eigenvalues, the remaining (e⇥ective) bosonic eigenvalue is

2

f(⇥)
� ⇤1 = �m

q⌥̃
� n

p⌥
, (m,n ⇧ N) (2.78)

and the remaining fermionic eigenvalue is

⇤2 = �m

q⌥̃
� n

p⌥
. (m,n < 0) (2.79)

Note that the remaining eigenvalues are independent of f(⇥) and we regularize the determinant by

neglecting the zero mode in (2.78). The one-loop determinant of the gauge fluctuations is

Detv(⌃0, b1, b2;�) =

⌥ 
m,n<0�

m
q⇧̃

� n
p⇧ 

m,n>0�
m
q⇧̃

� n
p⇧

�r ⌦

�>0

 
m,n<0

�
m
q⇧̃

+ n
p⇧

⇥2
+ �(⌃0)2

 
m,n>0

�
m
q⇧̃

+ n
p⇧

⇥2
+ �(⌃0)2

⇤
⌦

�>0

⇧
1

�(⌃0)2
⇥ 4 sinh

⌅�(⌃0)

b1
sinh

⌅�(⌃0)

b2

⌃
. (2.80)

In the last step, we dropped an overall constant, which is irrelevant for the discussion. Combining

(2.45), (2.62) and (2.80) the total partition function is given by

Z[k,N ; g,�; b1, b2] =

↵ r⌦

i=1

d(⌃0)i e
i�k
b1b2

Tr⌅2
0
⌦

�>0

4 sinh
⌅�(⌃0)

b1
sinh

⌅�(⌃0)

b2

⌦

⇤

sb

⇤
iQ

2
(1��) +

⇧(⌃0)⌃
b1b2

⌅
,

(2.81)

where r is the rank of the gauge group and (⌃0)i denote the Cartan parts of ⌃0. Note that 1
�(⌅0)2

in

the gauge determinant will cancel the Vandermonde determinant in the measure, therefore we get the

final result (2.81) shown above. The partition function on the (p, q)-branched ellipsoid is the same

as that on the smooth ellipsoid with redefined squashing ⌥ ⌅ p⌥, ⌥̃ ⌅ q⌥̃. Particularly, in the round

sphere limit ⌥̃ = ⌥, it will be the same as that on the smooth ellipsoid with b =
�

q
p [6]. Note that

the full partition function is independent of the specific form of f(⇥), which shows that the result is

valid for arbitrary f(⇥).

2.2.2 Branched squashed sphere

We compute the partition function ofN = 2 Chern-Simons matter theory on the branched squashed

sphere background (2.29)(2.31). The saddle-point contribution is

Zsaddle = e
i�k
b1b2

Tr⌅2
0 , b1 =

v

q
, b2 =

v

p
. (2.82)
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partition function solely depends 
on b1 and b2: 

List of K vectors: 

       round 

       ellipsoid 

       squashed 

       branched round 

       branched ellipsoid 

       branched squashed 

2.3.2 Generalization to branched spaces

The conclusion that partition function only depends on the Reeb vector holds even for branched

spheres. This is because insertion of a conical singularity to an otherwise smooth manifold with

almost contact structure does not break U(1) � U(1) isometry and because addition of appropriate

background gauge field compensates the curvature singularity for the Killing spinors. One way to

reach to this conclusion is to use the resolution argument. The argument goes as follows. Since the

resolved space is smooth, the partition function Z� := Z[Ŝ3q(�)] will only depend on the Reeb vector.

A key observation is that, Reeb vector is regular even for the limit � ⇥ 0, where the space becomes

singular. We further notice that, Reeb vector does not depend on the resolving factor f�(⇥) and

therefore does not depend on the small parameter �. This chain of dependence relations gives

⇤�Z� = 0 . (2.130)

With the assumption that Z� is a smooth function of �, we conclude that the partition function on

S3q
Zq = Z��0 = Z�>0 . (2.131)

The fact that partition function only depends on Reeb vector on both smooth spheres and branched

spheres actually tells us that partition functions of supersymmetric field theories on all the back-

grounds we discussed in 2.1 share the same form of (2.81), with b defined from the Reeb vectors.

We can also check this conclusion by direct computations. As we discussed in section 2.2, the su-

persymmetry localization technique is also applicable to the branched spaces. The partition functions

take the form of (2.81). We have already studied Killing spinor equations in various branched spheres

explicitly, so we simply list the Reeb vectors in which the overall size ⌅ is also restored:

Round sphere

K⌅ = ⇤⇥ + ⇤⇤ , (2.132)

Ellipsoid

K⌅ =
⌅

⌅̃
⇤⇥ + ⇤⇤ , (2.133)

Squashed sphere

K⌅ = v⇤⇥ + v⇤⇤ , (2.134)

Branched round sphere

K⌅ =
1

q
⇤⇥ +

1

p
⇤⇤ , (2.135)

Branched ellipsoid

K⌅ =
⌅

q⌅̃
⇤⇥ +

1

p
⇤⇤ , (2.136)

Branched squashed sphere

K⌅ =
v

q
⇤⇥ +

v

p
⇤⇤ , (2.137)
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A key observation is that, Reeb vector is regular even for the limit � ⇥ 0, where the space becomes

singular. We further notice that, Reeb vector does not depend on the resolving factor f�(⇥) and

therefore does not depend on the small parameter �. This chain of dependence relations gives

⇤�Z� = 0 . (2.130)

With the assumption that Z� is a smooth function of �, we conclude that the partition function on

S3q
Zq = Z��0 = Z�>0 . (2.131)

The fact that partition function only depends on Reeb vector on both smooth spheres and branched

spheres actually tells us that partition functions of supersymmetric field theories on all the back-

grounds we discussed in 2.1 share the same form of (2.81), with b defined from the Reeb vectors.

We can also check this conclusion by direct computations. As we discussed in section 2.2, the su-

persymmetry localization technique is also applicable to the branched spaces. The partition functions

take the form of (2.81). We have already studied Killing spinor equations in various branched spheres

explicitly, so we simply list the Reeb vectors in which the overall size ⌅ is also restored:

Round sphere

K⌅ = ⇤⇥ + ⇤⇤ , (2.132)

Ellipsoid

K⌅ =
⌅

⌅̃
⇤⇥ + ⇤⇤ , (2.133)

Squashed sphere

K⌅ = v⇤⇥ + v⇤⇤ , (2.134)

Branched round sphere

K⌅ =
1

q
⇤⇥ +

1

p
⇤⇤ , (2.135)

Branched ellipsoid

K⌅ =
⌅

q⌅̃
⇤⇥ +

1

p
⇤⇤ , (2.136)

Branched squashed sphere

K⌅ =
v

q
⇤⇥ +

v

p
⇤⇤ , (2.137)

20



Large N (for fixed k)  
define an effective parameter               , the partition functions only 

depend on b, up to an overall constant.  

For a certain class of CS matter theories (non-chiral, Σ k_i=0,..), which 

have M theory dual, the following scaling law is satisfied in the large N 

limit     Imamura-Yokoyama ’11, Martelli-Passias-Sparks ’11 

 

Particularly, for q-branched sphere, the scaling law becomes (          ): 

 

 

Renyi entropy 

q=1 gives entanglement entropy (= free energy on round sphere)  

   

Note that b1, b2 now have di⇥erent physical meanings from those of the branched ellipsoid (2.45).

However, up to an overall constant the partition function on the (p, q)-branched squashed sphere is

the same as that on the (p, q)-branched round sphere. Notice that v-type squashing does not a⇥ect

the partition function even for branched sphere 7.

2.3 Reeb vector and parameter dependence of ZM3

All of the backgrounds we discussed in subsection 2.1 admit at least two supercharges with opposite

R-charges and also have at least U(1) � U(1) isometry. In case the base space is smooth, it has a

toric contact structure. The associated Killing Reeb vector field K, which can always be constructed

from bilinear of Killing spinors

K = ⇥�µ�⇥⌅µ , (2.107)

can be expressed as the linear combination of the two U(1) Killing vectors,

K = b1⌅� + b2⌅⇥ . (2.108)

Recently it was shown [17] that the partition function ZM3 of N = 2 Chern-Simons-matter theories

on a 3-manifold with U(1) � U(1) isometry (and the topology of S3) can be computed using the

supersymmetry localization technique. The result is exactly the same as (2.81) 8 with b1, b2 being the

parameters of the Reeb vector (2.108). We show that the same form of (2.81) holds even for singular

spaces such as the branched spheres, where metrics are singular but Reeb vectors are still regular

(specified by b1 and b2). It can be seen from (2.81) that ZM3 only depends on a single parameter

b =

⇥
b2
b1

. (2.109)

Because a rescaling of both b1 and b2 by a constant only contributes an overall constant to the matrix

integral by a redefinition of the integration variable ⇤0.

2.3.1 Parameter Dependence of ZM3

The assertion that ZM3 depends only on the ratio b can also be understood without explicit

computation. Here we first recapitulate the relevant results from [23] and then explain why all the

partition functions (some of which have singular spaces as their limits) discussed in subsection 2.1 have

the same form. For readers who are not interested in the details, the short answer is the following.

First, we can consider all these examples as deformations of round sphere. All the deformations

in geometry (including metric, almost contact structure etc.) other than � (a quantity built from

deformations in the almost contact structure, see (2.123) below) only give Q-exact terms in the

7It was shown in [4] that the partition function on squashed sphere ((2.29) with p = q = 1) remains the same as that

on round sphere.
8Partition functions of the same form were previously obtained for ellipsoid [4] and squashed sphere [5]. For recent

developments on localization on three sphere or deformed three spheres, see [18–22].
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The general metric with U(1)� U(1)

K⇤ =
v

q
⇥� +

v

p
⇥⇥ . (2.138)

Based on the Reeb vector results, we have the following observations

• Squashed sphere shares the same partition function with round sphere. This was first pointed

out in [4] by explicit computation using localization.

• Branched round sphere shares the same partition function with the ellipsoid by the identification

q

p
=

⇤̃

⇤
. (2.139)

This was also observed in [6] explicitly by localization computation.

• Branched ellipsoid shares the same partition function with ellipsoid by redefining the squashing

⇤ ⇥ p⇤ , ⇤̃ ⇥ q⇤̃ . (2.140)

This was also observed in 2.2.1 explicitly by localization computation.

• Branched squashed sphere shares the same partition function with branched round sphere,

therefore with ellipsoid as well. This was also observed in 2.2.2 explicitly by localization com-

putation.

• The general three-dimensional space with U(1) � U(1) symmetry shares the same partition

function as branched round sphere.

Notice that Reeb vector does not depend on f(�) in any of these cases. For S3q , there could be

many di�erent ways to resolve the singularity without changing the Reeb vector, which would lead

us to many di�erent resolved 3-spheres described by di�erent f(�). But all of them share the same

partition function.

2.4 Partition function in the large N limit

In the large N limit, the exact result of the partition function simplifies further. Because S3q and

⌅S3b share the same Reeb vector, we can identify the supersymmetric partition function on S3q with the

one on ⌅S3b :

Zq = Z[⌅S3b ]
���
b=

�
q
. (2.141)

The latter can be solved in the large N limit (while holding other parameters fixed) as in [5, 24–27]

logZ[⌅S3b ] =
1

4

⇥
b+

1

b

⇤2

logZb=1 . (2.142)
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A.2 Four Dimensions

On a 4-dimensional Lorentzian spin manifold, the tangent space has the Lorentz symmetry Spin(3, 1) ⌅
SL(2,C). A spinor transforms as a defining representation of SL(2,C). On the tangent space, we have

fundamental symbols ⇤mn, ⇤mn, Levi-Civita antisymmetric symbol  mnpq, and spinor antisymmetric

symbol  �⇥ . They satisfy the relations

⇤mp⇤
pn = ⇥nm ⇤ diag(+,+,+,+)

�1

2
 mnrs 

pqrs = ⇥pm⇥qn � ⇥qm⇥pn

�1

6
 mprs 

nprs = ⇥nm

 �⇤ 
⇤⇥ = ⇥⇥� ⇤ diag(+,+). (A.3)

The spinors are complex-valued, and complex conjugation take a spinor in one Weyl representation

to its conjugate representation. In Euclidean signature, the tangent space has the Lorentz symmetry

Spin(4) ⌅ SU(2)⇥SU(2). The spinors are complex-valued, and a spinor �� and its complex conjugate

��
� transform under the same representations (2,1). Therefore, chiral spinors �, ⌥� in di�erent Weyl

representations are mutually independent.
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�
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⇥

⌃⌃⌃⌃⌃⌅
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�
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�1 0 0 0

0 1 0 0
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⇥

⌃⌃⌃⌃⌃⌅
,
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�
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⇥
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�
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⇥
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B Branched 3-spheres

B.1 Round

We choose 3d gamma matrices in terms of Pauli matrices

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 . (B.1)

for round sphere and ellipsoid. The vielbein for S3q is

e1/⌦ = µ1 = sin(⌃ + ⌥)d⌅ + cos(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e2/⌦ = µ2 = � cos(⌃ + ⌥)d⌅ + sin(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e3/⌦ = µ3 = q sin2 ⌅d⌃ + cos2 ⌅d⌥ ,

(B.2)
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The general metric with U(1)� U(1)

K⇤ =
v

q
⇥� +

v

p
⇥⇥ . (2.138)

Based on the Reeb vector results, we have the following observations

• Squashed sphere shares the same partition function with round sphere. This was first pointed

out in [4] by explicit computation using localization.

• Branched round sphere shares the same partition function with the ellipsoid by the identification

q

p
=

⇤̃

⇤
. (2.139)

This was also observed in [6] explicitly by localization computation.

• Branched ellipsoid shares the same partition function with ellipsoid by redefining the squashing

⇤ ⇥ p⇤ , ⇤̃ ⇥ q⇤̃ . (2.140)

This was also observed in 2.2.1 explicitly by localization computation.

• Branched squashed sphere shares the same partition function with branched round sphere,

therefore with ellipsoid as well. This was also observed in 2.2.2 explicitly by localization com-

putation.

• The general three-dimensional space with U(1) � U(1) symmetry shares the same partition

function as branched round sphere.

Notice that Reeb vector does not depend on f(�) in any of these cases. For S3q , there could be

many di�erent ways to resolve the singularity without changing the Reeb vector, which would lead

us to many di�erent resolved 3-spheres described by di�erent f(�). But all of them share the same

partition function.

2.4 Partition function in the large N limit

In the large N limit, the exact result of the partition function simplifies further. Because S3q and

⌅S3b share the same Reeb vector, we can identify the supersymmetric partition function on S3q with the

one on ⌅S3b :

Zq = Z[⌅S3b ]
���
b=

�
q
. (2.141)

The latter can be solved in the large N limit (while holding other parameters fixed) as in [5, 24–27]

logZ[⌅S3b ] =
1

4

⇥
b+

1

b

⇤2

logZb=1 . (2.142)
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Therefore, we have the partition function of qSCFT3

logZq =
(q + 1)2

4q
logZ1 . (2.143)

By the definition

Sq =
q logZ1 � logZq

q � 1
, (2.144)

we get the Rényi entropy

Sq =
3q + 1

4q
S1 , S1 = logZ1 = �F1 , (2.145)

where S1 is the entanglement entropy (EE), which is defined as the q ⇤ 1 limit of the Rényi entropy.
12 The result is remarkably simple, factorizing out the branching parameter dependence.

Factorization of the Rényi entropy was first observed in [6] for branched round sphere. As we

discussed in the last subsection, because the Reeb vector remains the same, this formula holds even

for branched ellipsoid, branched squashed sphere, and general spaces with U(1)⇥U(1) isometry (2.32)

with proper definitions of the e�ective parameter b (or
⌃
q).

2.5 From CFT on S3
q to CFT on S1 ⇥H2

A CFT on S3q can be mapped to a CFT on S1 ⇥ H2 by appropriate Weyl rescaling of the metric.

The metric of S3q can be written with the coordinate transformation

sinh � = � cot ⇥ (2.146)

in the form

ds2 = sin2 ⇥
�
d⌅2E + ⌃2(d�2 + sinh2 �d⇧2)

⇥
, (2.147)

where we define

⌅E = q⌅⌃, ⌅E ⇧ [0, 2⇤q⌃) . (2.148)

By dropping the overall Weyl scale factor sin2 ⇥, we get the metric on S1 ⇥H2

ds2 = d⌅2E + ⌃2(d�2 + sinh2 �d⇧2) . (2.149)

Under the coordinate transformation and the conformal mapping, the North Pole ⇥ = 0 is mapped

to the boundary of the hyperbolic space, � ⇤ �⌅.

Due to the conformal nature of the CFTs, the partition function is invariant under the Weyl

rescaling

Z[S3q ] = Z[S1q ⇥H2] . (2.150)

12S1 = �F1 can be considered due to the fact �q(logZq)|q�1 = 0, from the other equivalent definition of Rényi

entropy Sq = ��q logZq + logZ1. This relation between entanglement entropy and free energy on S3 for general CFTs

in any coupling was proved in [28].
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where we explicitly write the dependence of the free energy on the parameters. Substituting

into the definition (1.1), the supersymmetric Rényi entropy in the large-N limit becomes

Ssusy
n = �3n+ 1

4n
F1 . (2.8)

Finally, we quote the result of the eigenvalue density of the ABJM theory with the gauge

group G = U(N)k ⇥ U(N)�k from [14]. It is a constant function on a compact support

⇤ABJM(x) =
1

2⇥

⌃
k

2
, x ⇤

⇤
�⇥

⌃
2

k
, ⇥

⌃
2

k

⌅
. (2.9)

Using the eigenvalue density, the supersymmetric Rényi entropy for the ABJM theory in the

large-N limit is given by

Ssusy
n = �3n+ 1

4n

⇥
⌃
2

3
k1/2N3/2 . (2.10)

2.2 Wilson loop

Next, we consider a Wilson loop at � = ⇥/2 wrapping around ⇧ direction of the branched

n-covering three-sphere (1.2) (see Fig. 1). After the conformal mapping, this is equivalent to

a temporal Wilson loop along ⇧ at u = 0 in CFT on S1 ⇥H2 given in (1.3). The addition

of the Wilson loop W shifts the entanglement entropy by [19]

SW = lim
n⇥1

(1� ⌃n) log |⌅W ⇧n| , (2.11)

where ⌅·⇧n is the expectation value on the branched n-covering three-sphere. Similarly, the

shift of the Rényi entropy due to the loop takes the form

SW,n =
1

n� 1
(n log |⌅W ⇧1|� log |⌅W ⇧n|) . (2.12)

For N = 2 Chern-Simons gauge theories, the supersymmetric Wilson loop in representa-

tion R is

W = TrR P exp

�⇧
ds (iAµẋ

µ(s) + ⌅|ẋ(s)|)
⇥

, (2.13)

where xµ(s) is the location of the Wilson loop [20,21]. The expectation value of the Wilson

loop on the n-covering three-sphere can be obtained by localization following [1], and reduces

5

ABJM 



no Weyl anomaly in odd dimension: 
 
 
which motivates us to search for AdS dual with boundary               ! 
 
Note: the AdS with original q-deformed sphere boundary is difficult to find!    

From CFT on      to CFT on    

A.2 Four Dimensions

On a 4-dimensional Lorentzian spin manifold, the tangent space has the Lorentz symmetry Spin(3, 1) ⌅
SL(2,C). A spinor transforms as a defining representation of SL(2,C). On the tangent space, we have

fundamental symbols ⇤mn, ⇤mn, Levi-Civita antisymmetric symbol  mnpq, and spinor antisymmetric

symbol  �⇥ . They satisfy the relations

⇤mp⇤
pn = ⇥nm ⇤ diag(+,+,+,+)

�1

2
 mnrs 

pqrs = ⇥pm⇥qn � ⇥qm⇥pn

�1

6
 mprs 

nprs = ⇥nm

 �⇤ 
⇤⇥ = ⇥⇥� ⇤ diag(+,+). (A.3)

The spinors are complex-valued, and complex conjugation take a spinor in one Weyl representation

to its conjugate representation. In Euclidean signature, the tangent space has the Lorentz symmetry

Spin(4) ⌅ SU(2)⇥SU(2). The spinors are complex-valued, and a spinor �� and its complex conjugate

��
� transform under the same representations (2,1). Therefore, chiral spinors �, ⌥� in di�erent Weyl

representations are mutually independent.

We choose the following 4d real gamma matrices in Lorentz signature,

�0 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 �1 0 0

1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �1 =

�

⇧⇧⇧⇧⇧⇤

�1 0 0 0

0 1 0 0

0 0 �1 0

0 0 0 1

⇥

⌃⌃⌃⌃⌃⌅
,

�2 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 1 0 0

�1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �3 =

�

⇧⇧⇧⇧⇧⇤

0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

⇥

⌃⌃⌃⌃⌃⌅
.

(A.4)

B Branched 3-spheres

B.1 Round

We choose 3d gamma matrices in terms of Pauli matrices

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 . (B.1)

for round sphere and ellipsoid. The vielbein for S3q is

e1/⌦ = µ1 = sin(⌃ + ⌥)d⌅ + cos(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e2/⌦ = µ2 = � cos(⌃ + ⌥)d⌅ + sin(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e3/⌦ = µ3 = q sin2 ⌅d⌃ + cos2 ⌅d⌥ ,

(B.2)
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where S1 is the entanglement entropy (EE), which is defined as the q ⇤ 1 limit of the Rényi entropy.
12 The result is remarkably simple, factorizing out the branching parameter dependence.
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where we define

⌅E = q⌅⌃, ⌅E ⇧ [0, 2⇤q⌃) . (2.148)

By dropping the overall Weyl scale factor sin2 ⇥, we get the metric on S1 ⇥H2

ds2 = d⌅2E + ⌃2(d�2 + sinh2 �d⇧2) . (2.149)

Under the coordinate transformation and the conformal mapping, the North Pole ⇥ = 0 is mapped

to the boundary of the hyperbolic space, � ⇤ �⌅.

Due to the conformal nature of the CFTs, the partition function is invariant under the Weyl

rescaling

Z[S3q ] = Z[S1q ⇥H2] . (2.150)

12S1 = �F1 can be considered due to the fact �q(logZq)|q�1 = 0, from the other equivalent definition of Rényi

entropy Sq = ��q logZq + logZ1. This relation between entanglement entropy and free energy on S3 for general CFTs

in any coupling was proved in [28].
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the 3-sphere then turns into

ds2 = ⌦2
�
d⇤2 + cos2 ⇤d⌥2 + q2 sin2 ⇤d⌃2

⇥
, (2.6)

where, as said, the domains of ⇤, ⌃,⌥ are

⇤ ⇥ [0,⌅/2] , ⌃ ⇥ [0, 2⌅) , ⌥ ⇥ [0, 2⌅) . (2.7)

If q ⇤= 1, the space has a conical singularity at the point ⇤ = 0, otherwise regular everywhere

else. We can regard the branched sphere as a deviation from the round 3-sphere parameterized by

q � 1. Therefore we expect that Killing spinor equations have minimal deviations from those for

round sphere, with an additional background gauge field Aµ. Thus we have Aµ ⇤= 0 (modulo flat

connection), H ⇤= 0 and V = 0 and Killing spinor equations become a special case of (2.4) and (2.5)

(⌅µ � iAµ) ⇥ = �1

2
H�µ⇥ , (2.8)

(⌅µ + iAµ) ⇤⇥ = �1

2
H�µ⇤⇥ . (2.9)

Spinor covariant derivative is defined as

⌅µ⇥ =  µ⇥ +
1

4
� ij
µ ⇧ij⇥ , (2.10)

where ⇧ij :=
1
2 [⇧i,⇧j ] and the spin connection � ij

µ is given in terms of the Christo⇥el connection �⇥
⇤µ

by

� ij
µ = ei⇥ µe

⇥j + ei⇥e
⇤j�⇥

⇤µ . (2.11)

To solve these equations, we use the fact that the round 3-sphere is the SU(2) group manifold with

group element g. The metric of the SU(2) group manifold reads

ds2 = ⌦2µmµm = ⌦2⇤µm⇤µm , (2.12)

where m = 1, 2, 3, µ := g�1dg and ⇤µ := dgg�1 are left-invariant and right-invariant 1-forms, respec-

tively. In the left-invariant frame, the vielbeins are given by

e1 = ⌦µ1 , e2 = ⌦µ2 , e3 = ⌦µ3 . (2.13)

Likewise, the q-branched sphere can be constructed by rescaling d⌃ in the vielbein to q d⌃ . We

collected the vielbein and spin connection in Appendix B.1. With the convention of the three-

dimensional gamma matrices in terms of Pauli matrices as

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 , (2.14)

the spin connection � ij
� ⇧ij is proportional to ��

1

4
� ij
� ⇧ij = �1

2
H�� , H = �i . (2.15)
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to the boundary of the hyperbolic space, � ⇤ �⌅.

Due to the conformal nature of the CFTs, the partition function is invariant under the Weyl

rescaling
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Factorization of the Rényi entropy was first observed in [6] for branched round sphere. As we

discussed in the last subsection, because the Reeb vector remains the same, this formula holds even

for branched ellipsoid, branched squashed sphere, and general spaces with U(1)⇥U(1) isometry (2.32)

with proper definitions of the e�ective parameter b (or
⌃
q).

2.5 From CFT on S3
q to CFT on S1 ⇥H2

A CFT on S3q can be mapped to a CFT on S1 ⇥ H2 by appropriate Weyl rescaling of the metric.

The metric of S3q can be written with the coordinate transformation

sinh � = � cot ⇥ (2.146)

in the form

ds2 = sin2 ⇥
�
d⌅2E + ⌃2(d�2 + sinh2 �d⇧2)

⇥
, (2.147)

where we define

⌅E = q⌅⌃, ⌅E ⇧ [0, 2⇤q⌃) . (2.148)

By dropping the overall Weyl scale factor sin2 ⇥, we get the metric on S1 ⇥H2

ds2 = d⌅2E + ⌃2(d�2 + sinh2 �d⇧2) . (2.149)

Under the coordinate transformation and the conformal mapping, the North Pole ⇥ = 0 is mapped

to the boundary of the hyperbolic space, � ⇤ �⌅.

Due to the conformal nature of the CFTs, the partition function is invariant under the Weyl

rescaling

Z[S3q ] = Z[S1q ⇥H2] . (2.150)

12S1 = �F1 can be considered due to the fact �q(logZq)|q�1 = 0, from the other equivalent definition of Rényi
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A.2 Four Dimensions

On a 4-dimensional Lorentzian spin manifold, the tangent space has the Lorentz symmetry Spin(3, 1) ⌅
SL(2,C). A spinor transforms as a defining representation of SL(2,C). On the tangent space, we have

fundamental symbols ⇤mn, ⇤mn, Levi-Civita antisymmetric symbol  mnpq, and spinor antisymmetric

symbol  �⇥ . They satisfy the relations

⇤mp⇤
pn = ⇥nm ⇤ diag(+,+,+,+)

�1

2
 mnrs 

pqrs = ⇥pm⇥qn � ⇥qm⇥pn

�1

6
 mprs 

nprs = ⇥nm

 �⇤ 
⇤⇥ = ⇥⇥� ⇤ diag(+,+). (A.3)

The spinors are complex-valued, and complex conjugation take a spinor in one Weyl representation

to its conjugate representation. In Euclidean signature, the tangent space has the Lorentz symmetry

Spin(4) ⌅ SU(2)⇥SU(2). The spinors are complex-valued, and a spinor �� and its complex conjugate

��
� transform under the same representations (2,1). Therefore, chiral spinors �, ⌥� in di�erent Weyl

representations are mutually independent.

We choose the following 4d real gamma matrices in Lorentz signature,

�0 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 �1 0 0

1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �1 =

�

⇧⇧⇧⇧⇧⇤

�1 0 0 0

0 1 0 0

0 0 �1 0

0 0 0 1

⇥

⌃⌃⌃⌃⌃⌅
,

�2 =

�

⇧⇧⇧⇧⇧⇤

0 0 0 �1

0 0 1 0

0 1 0 0

�1 0 0 0

⇥

⌃⌃⌃⌃⌃⌅
, �3 =

�

⇧⇧⇧⇧⇧⇤

0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

⇥

⌃⌃⌃⌃⌃⌅
.

(A.4)

B Branched 3-spheres

B.1 Round

We choose 3d gamma matrices in terms of Pauli matrices

�1 = ⇧1 , �2 = ⇧2 , �3 = ⇧3 . (B.1)

for round sphere and ellipsoid. The vielbein for S3q is

e1/⌦ = µ1 = sin(⌃ + ⌥)d⌅ + cos(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e2/⌦ = µ2 = � cos(⌃ + ⌥)d⌅ + sin(⌃ + ⌥) sin ⌅ cos ⌅(qd⌃ � d⌥) ,

e3/⌦ = µ3 = q sin2 ⌅d⌃ + cos2 ⌅d⌥ ,

(B.2)
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Therefore, we have the partition function of qSCFT3

logZq =
(q + 1)2

4q
logZ1 . (2.143)

By the definition

Sq =
q logZ1 � logZq

q � 1
, (2.144)

we get the Rényi entropy

Sq =
3q + 1

4q
S1 , S1 = logZ1 = �F1 , (2.145)

where S1 is the entanglement entropy (EE), which is defined as the q ⇤ 1 limit of the Rényi entropy.
12 The result is remarkably simple, factorizing out the branching parameter dependence.

Factorization of the Rényi entropy was first observed in [6] for branched round sphere. As we

discussed in the last subsection, because the Reeb vector remains the same, this formula holds even

for branched ellipsoid, branched squashed sphere, and general spaces with U(1)⇥U(1) isometry (2.32)

with proper definitions of the e�ective parameter b (or
⌃
q).

2.5 From CFT on S3
q to CFT on S1 ⇥H2

A CFT on S3q can be mapped to a CFT on S1 ⇥ H2 by appropriate Weyl rescaling of the metric.

The metric of S3q can be written with the coordinate transformation

sinh � = � cot ⇥ (2.146)

in the form

ds2 = sin2 ⇥
�
d⌅2E + ⌃2(d�2 + sinh2 �d⇧2)

⇥
, (2.147)

where we define

⌅E = q⌅⌃, ⌅E ⇧ [0, 2⇤q⌃) . (2.148)

By dropping the overall Weyl scale factor sin2 ⇥, we get the metric on S1 ⇥H2

ds2 = d⌅2E + ⌃2(d�2 + sinh2 �d⇧2) . (2.149)

Under the coordinate transformation and the conformal mapping, the North Pole ⇥ = 0 is mapped

to the boundary of the hyperbolic space, � ⇤ �⌅.

Due to the conformal nature of the CFTs, the partition function is invariant under the Weyl

rescaling

Z[S3q ] = Z[S1q ⇥H2] . (2.150)

12S1 = �F1 can be considered due to the fact �q(logZq)|q�1 = 0, from the other equivalent definition of Rényi

entropy Sq = ��q logZq + logZ1. This relation between entanglement entropy and free energy on S3 for general CFTs

in any coupling was proved in [28].
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proceed in Lorentzian first, solution in AdS4 

branch. When conformally mapped, the image of the North Pole on the (branched) sphere is the

boundary of the hyperbolic space H2. This implies the following things. First, the boundary condition

at the boundary of H2 must allow an arbitrary constant value for the scalar field. Second, by the

partition function on the hyperbolic space, we actually mean the integral over the boundary condition

taking values in the Coulomb branch of the original, compact 3-space. Therefore, what we actually

mean by (2.150) is

Z[S3q ] =
�

Coulomb Branch
d⇥0 Z[S1q ⇥H2;⇥0]. (2.151)

Note that, by the integration domain over the Coulomb branch, we do not mean that the quantum

field theory has a Coulomb branch when the theory is put on hyperbolic space. Rather, we mean that

the domain of integration coincides with the Coulomb branch when the theory is put on a compact

3-space.

3 Charged Topological Black Hole

Having established exact results on N = 2 qSCFTs on branched sphere and its simplification in

the large N limit, we next move to establish holographic dual of these theories. In this section, we

review the basics of charged topological black hole in AdS4, which can be seen as the gravity dual

of the thermal density matrix of a SCFT on R1 ⇥ H2. In the next section we will identify that the

holographic dual of qSCFT is a supersymmetric charged topological black hole in AdS4.

Consider an N = 2 SCFT on R1 ⇥ H2, the Lorentzian counterpart of the Euclidean SCFTs we

studied in the previous section. We shall first proceed in Lorentzian signature and change to Euclidean

signature in the end of this section, with the assumption that the Wick rotation can act freely in the

SCFT side as well. By the AdS/CFT correspondence, one expects it to be dual to an AdS4 black

hole [32–36] with the metric14

ds2 = �f(r)dt2 +
1

f(r)
dr2 + r2d⇥(H2) , (3.1)

whose horizon is conformal to R1⇥H2. Here, d⇥(H2) is the conformal class metric of the intersection

H2 of the horizon with the Cauchy surface normal to dt, d⇥(H2) = d�2+sinh2 �d⇤2. Solutions of the

form (3.1) was known [40] in the context of four-dimensional N = 2 gauged supergravity [41]. Its field

equations coincide with the field equations of the Einstein-Maxwell theory with negative cosmological

constant15

� = �3g2 , (3.2)

14This statement is based on the assumption thatN � 2 Chern-Simons-Matter theories on S3 have AdS4 duals [37–39],

with the coupling dependence of free energy encoded in the Newton’s constant of AdS4 gravity. We work in a general

setup — M theory solution with the AdS4 background will depend on specific SCFT under consideration. We also

assume that Weyl rescaling of dual SCFTs does not break the nature of the duality. This implies that, once a given

SCFT is deformed, the holography becomes more involved.
15The cosmological constant is fixed by the 4d N = 2 supersymmetry.
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such solution exists in 4D N=2 gauged supergravity, with  

where g is the coupling between gauge field and gravitini. The e⇥ective action is 16

I = � 1

2⇧2p

⇤
d4x

⇤
�g

�
2�+R� 1

g2
Fµ�F

µ�

⇥
. (3.3)

Due to the relation � = �3g2, the AdS radius is

L =
1

g
. (3.4)

The factor 1
g2 in front of the Maxwell Lagrangian F 2 can be absorbed into the definition of gauge

field, the convention we will adopt from now on. The general solution of (3.1) for the action (3.3) is

given by

f(r) =
r2

L2
+ ⇤� 2m

r
+

Q2

r2
, (3.5)

where 2⇤ refers to the constant curvature of two-dimensional Riemann surface. In our convention,

⇤ = �1 for H2. For later convenience, we leave the value of ⇤ unspecified 17. The solution of the

gauge field reads

ATBH =

�
Q

r
� µ

⇥
dt, (3.6)

where µ is fixed by the boundary condition that the gauge field vanishes at the horizon:

µ =
Q

rh
. (3.7)

The horizon radius of black hole rh is given by the maximum root of the equation

f(rh) = 0 , (3.8)

while the black hole temperature is determined by requiring the absence of singularity when r ⇥ rh:

T =
f �(rh)

4⌅
. (3.9)

3.1 Supersymmetry

Let’s first work out the condition that the above black hole is a supersymmetric configuration. The

Killing spinor equation of the four-dimensional, N= 2 gauged supergravity reads
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The integrability condition for (3.10) leads to

⇥µ�⇥ = 0 , (3.12)

where ⇥µ� is the tensor-spinor operator defined by as

⇥µ� := [⌅̂µ, ⌅̂� ] (3.13)

=
1

4
Cµ�

⇥⇤�⇥⇤ +
i

2
�⇥⇤�[�(⌅µ]F⇥⇤ ) +

i

8
gF⇥⇤ (3�

⇥⇤�µ� + �µ��
⇥⇤ ) , (3.14)

where Cµ�⇥⇤ is the Weyl tensor and Fµ� is the field strength. An important feature is that this

operator ⇥µ� can be factorized into the product of a nonsingular factor Xµ� and a spinor function

� :19

� :=
⇧
f(r) + gr�1 +

⇤
1

r
� m

Q2

⌅
i�0Q . (3.15)

The condition for (3.12) to admit a nontrivial solution is simply the requirement of vanishing deter-

minant of �:

det� =

�
m2 � ⌅Q2

⇥2

Q4
= 0 . (3.16)

We see that the requirement of supersymmetry condition relates the mass and the charge of the black

hole:

m2 = ⌅Q2. (3.17)

3.1.1 Neutral black hole

The solution with Q = m = 0 is a quotient space of pure AdS4, describing an uncharged black

hole. 20 In this case, we have

f(r) =
r2

L2
� 1 , (3.18)

and the horizon radius is

rh = L . (3.19)

The black hole temperature is given by

T0 =
1

2⇧L
. (3.20)

The solution is expected to be dual to a SCFT on S1 ⇥H2 with q = 1

ds2 = d⌃2E + �2(d⇤2 + sinh2 ⇤d⌥2) , ⌃E ⇤ [0, 2⇧�) , (3.21)

19We checked that this holds for two-dimensional Riemann surfaces, S2 and H2. We focus on the latter while the

former was explicitly analyzed in [40].
20The spacetime can be considered as AdS4, viewed by a uniformly accelerated observer. The non-compact horizon

is nothing but the observer’s acceleration horizon [40].
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The condition for (3.12) to admit a nontrivial solution is simply the requirement of vanishing deter-

minant of �:

det� =

�
m2 � ⌅Q2

⇥2

Q4
= 0 . (3.16)

We see that the requirement of supersymmetry condition relates the mass and the charge of the black

hole:

m2 = ⌅Q2. (3.17)

3.1.1 Neutral black hole

The solution with Q = m = 0 is a quotient space of pure AdS4, describing an uncharged black

hole. 20 In this case, we have

f(r) =
r2

L2
� 1 , (3.18)

and the horizon radius is

rh = L . (3.19)

The black hole temperature is given by

T0 =
1

2⇧L
. (3.20)

The solution is expected to be dual to a SCFT on S1 ⇥H2 with q = 1

ds2 = d⌃2E + �2(d⇤2 + sinh2 ⇤d⌥2) , ⌃E ⇤ [0, 2⇧�) , (3.21)

19We checked that this holds for two-dimensional Riemann surfaces, S2 and H2. We focus on the latter while the

former was explicitly analyzed in [40].
20The spacetime can be considered as AdS4, viewed by a uniformly accelerated observer. The non-compact horizon

is nothing but the observer’s acceleration horizon [40].

26

The integrability condition for (3.10) leads to

⇥µ�⇥ = 0 , (3.12)

where ⇥µ� is the tensor-spinor operator defined by as

⇥µ� := [⌅̂µ, ⌅̂� ] (3.13)

=
1

4
Cµ�

⇥⇤�⇥⇤ +
i

2
�⇥⇤�[�(⌅µ]F⇥⇤ ) +

i

8
gF⇥⇤ (3�

⇥⇤�µ� + �µ��
⇥⇤ ) , (3.14)

where Cµ�⇥⇤ is the Weyl tensor and Fµ� is the field strength. An important feature is that this

operator ⇥µ� can be factorized into the product of a nonsingular factor Xµ� and a spinor function

� :19

� :=
⇧
f(r) + gr�1 +

⇤
1

r
� m

Q2

⌅
i�0Q . (3.15)

The condition for (3.12) to admit a nontrivial solution is simply the requirement of vanishing deter-

minant of �:

det� =

�
m2 � ⌅Q2

⇥2

Q4
= 0 . (3.16)

We see that the requirement of supersymmetry condition relates the mass and the charge of the black

hole:

m2 = ⌅Q2. (3.17)

3.1.1 Neutral black hole

The solution with Q = m = 0 is a quotient space of pure AdS4, describing an uncharged black

hole. 20 In this case, we have

f(r) =
r2

L2
� 1 , (3.18)

and the horizon radius is

rh = L . (3.19)

The black hole temperature is given by

T0 =
1

2⇧L
. (3.20)

The solution is expected to be dual to a SCFT on S1 ⇥H2 with q = 1

ds2 = d⌃2E + �2(d⇤2 + sinh2 ⇤d⌥2) , ⌃E ⇤ [0, 2⇧�) , (3.21)

19We checked that this holds for two-dimensional Riemann surfaces, S2 and H2. We focus on the latter while the

former was explicitly analyzed in [40].
20The spacetime can be considered as AdS4, viewed by a uniformly accelerated observer. The non-compact horizon

is nothing but the observer’s acceleration horizon [40].

26

which can be mapped to a CFT on a round 3-sphere, S3. By matching the temperature of CFT on

S1 ⇥H2 and that of the black hole, the AdS4 radius is set to be the size of the 3-sphere

L = ⇧ . (3.22)

Killing spinor equation (3.10) with m = Q = 0 has nontrivial solutions and the geometry is at least

locally supersymmetric [42]. This is consistent with the fact that, for q = 1, the field theory is

supersymmetric with no additional background gauge field. We will not come to the details of the

Killing spinor solutions since the uncharged topological black hole is not our main focus. Notice that,

in the bulk, the hyperbolic horizon with q = 1 can be mapped to Ryu-Takayanagi surface [43] with

the mapping between boundaries discussed at the end of section 2.5.

3.1.2 Charged black hole

For the solution with Q2 = ⌅m2 ⇤= 0, f(r) in the metric takes the form

f(r) =
r2

L2
+ ⌅

�
1� m

⌅r

⇥2
, (3.23)

where we used |⌅| = 1. The Killing spinor equation (3.10) can be solved following [40], and we will

do so in section 4.2.2. As we shall see later, in solving (3.10) it is very helpful to use the integrability

condition

�⇤ = 0 , � =
⌃
f(r) + gr⇥1 +

⇤
1

r
� 1

⌅m

⌅
i⇥0Q , (3.24)

and construct a projection operator

P :=
�

2
⌃
f(r)

. (3.25)

4 TBH4/qSCFT3 Correspondence

In this section, we would like to show that the three-dimensional N = 2 Chern-Simons-Matter the-

ory on a q-branched sphere (q > 1) is holographically dual to the supersymmetric charged topological

black hole. To support the duality, we compute free energy and Rényi entropy from the topological

black hole (following the approach in [30]) and find that they agree perfectly with the results from

the qSCFT. We also show that four-dimensional Killing spinors are reduced to the three-dimensional

Killing spinors at the boundary S1 ⇥H2.

4.1 Free energy and Rényi entropy

We shall first compute the Rényi entropy holographically from the charged topological black hole

specified by metric (3.1) and gauge field (3.6). This can be done by studying the thermodynamics of

the black hole. We work in grand canonical ensemble. In this ensemble, the Gibbs potential is given

by

W = I/� = E � TS � µ ⇧Q , (4.1)
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Hyperbolic horizon can be mapped to Ryu-Takayanagi surface in pure AdS. 
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to find explicit Killing spinors, it is helpful to use the integrability condition, 
through a projection operator 

which can be mapped to a CFT on a round 3-sphere, S3. By matching the temperature of CFT on

S1 ⇥H2 and that of the black hole, the AdS4 radius is set to be the size of the 3-sphere

L = ⇧ . (3.22)

Killing spinor equation (3.10) with m = Q = 0 has nontrivial solutions and the geometry is at least

locally supersymmetric [42]. This is consistent with the fact that, for q = 1, the field theory is

supersymmetric with no additional background gauge field. We will not come to the details of the

Killing spinor solutions since the uncharged topological black hole is not our main focus. Notice that,

in the bulk, the hyperbolic horizon with q = 1 can be mapped to Ryu-Takayanagi surface [43] with

the mapping between boundaries discussed at the end of section 2.5.

3.1.2 Charged black hole

For the solution with Q2 = ⌅m2 ⇤= 0, f(r) in the metric takes the form

f(r) =
r2

L2
+ ⌅

�
1� m

⌅r

⇥2
, (3.23)

where we used |⌅| = 1. The Killing spinor equation (3.10) can be solved following [40], and we will

do so in section 4.2.2. As we shall see later, in solving (3.10) it is very helpful to use the integrability

condition

�⇤ = 0 , � =
⌃

f(r) + gr⇥1 +

⇤
1

r
� 1

⌅m

⌅
i⇥0Q , (3.24)

and construct a projection operator

P :=
�

2
⌃

f(r)
. (3.25)

4 TBH4/qSCFT3 Correspondence

In this section, we would like to show that the three-dimensional N = 2 Chern-Simons-Matter the-

ory on a q-branched sphere (q > 1) is holographically dual to the supersymmetric charged topological

black hole. To support the duality, we compute free energy and Rényi entropy from the topological
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1.4. qSCFT3/TBH4 correspondence 



black hole computation 

where I is the Euclidean on-shell action and � = 1/T denotes the period of Euclidean time direction

⇤E . The state variables can be computed as follows:

E =

�
⌅I

⌅�

⇥

µ

� µ

�

�
⌅I

⌅µ

⇥

�

, (4.2)

S = �

�
⌅I

⌅�

⇥

µ

� I , (4.3)

Q̂ = � 1

�

�
⌅I

⌅µ

⇥

�

. (4.4)

Let’s consider the black hole with both finite charge and temperature. The free energy is given by

I := logZ(µ, T ) . (4.5)

Here, both µ and T are functions of parameter q only. This follows because temperature of the black

hole is fixed by matching it to that of the boundary CFT on S1 ⇥H2

T (q) = T0/q , (4.6)

while chemical potential µ is fixed by matching it to the background gauge field of the boundary

SCFT

µ(q) = �
�
q � 1

2q

⇥
i . (4.7)

We now compute Rényi entropy defined in eq.(2.144). It can be written as an integral over branched

parameter n

Sq =
q

q � 1

�
logZ1

1
� logZq

q

⇥
=

q

q � 1

⇤ 1

q
⌅n

�
logZ(T, µ)

n

⇥
dn . (4.8)

By using (4.3), (4.4) and (4.6), the total derivative term in (4.8) can be written as

⌅q

�
logZ(T, µ)

q

⇥
=

S

q2
�

⌅Qµ�(q)

T0
, (4.9)

where ⌅Q is the total charge of black hole. The charge ⌅Q can be computed from the Gauss’s law:

⌅Q =
2V�

⇧2p
Q =

�
2V�

⇧2p

⇥
µ(q)rh , (4.10)

where V� denotes the volume of H2. The thermal entropy is given by the Bekenstein-Hawking formula

SBH = 2⇥
V�

⇧2p
r2h . (4.11)

The horizon radius rh can also be expressed as a function of q by combining (3.8) and (3.9) and

substituting in (4.6) and (4.7)

x(q) :=
rh
L

=
1

3q

⇧⌥
3 µ(q)2q2 + 3q2 + 1 + 1

⌃
. (4.12)
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Substituting S(q) , ⌅Q(q) , µ(q), we can finally express the integral (4.8) as

Sq = 2�

�
L

⇤p

⇥2

V�
q

q � 1

⇤ 1

q

�
x(n)2

n2
� 2x(n)µ(n)µ�(n)

⇥
dn

= 2�

�
L

⇤p

⇥2

V�
q

q � 1

⇤ 1

q

n+ 1

2n3
dn

=
3q + 1

4q
S1 .

(4.13)

We see that this agrees precisely with the CFT result (2.145).

It is also straightforwardly seen that the free energy agrees between the black hole and the CFT.

This follows from the same relation of partition function as (2.143)

Iq =
(q + 1)2

4q
I1 , (4.14)

which can be seen from the definition of Rényi entropy (2.144) and the known fact that S1 = I1.

Actually, one can check that, at q = 1, for general strongly coupled three-dimensional CFTs, we

have a chain of identities

logZ[S3]

= entanglement entropy across S1 on S3

= entanglement entropy across S1 on R1,2

= I[AdS4]

= Ryu-Takayanagi Entanglement Entropy

= logZ[S1 ⇥H2]

= Bekenstein-Hawking entropy SBH[TBH4]

= I[TBH4] . (4.15)

Once again, by the free energy on S1 ⇥ H2, we mean log of the partition function defined by the

integral over the Coulomb branch, as in (2.151).

Notice that the background gauge field on S3q given by (2.19) implies an imaginary µ (by eq.(4.7)).

We see this follows from the relation

gATBH(r ⇤ ⌅) = A(S3q) , (4.16)

and t = �i⇥E .

4.2 Supersymmetry

If the TBH4 is holographically dual to qSCFT, it must be preserving two supercharges of opposite

R-charges. We will now show that the TBH4 with chemical potential (4.7) and temperature (4.6) is

in fact supersymmetric. We will also show that the Killing spinors obey the holographic relations –

when restricted to the boundary, the four-dimensional Killing spinors are reduced to those on S1⇥H2

at radial infinity, up to conformal rescaling.
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We now compute Rényi entropy defined in eq.(2.144). It can be written as an integral over branched

parameter n

Sq =
q

q � 1

�
logZ1

1
� logZq

q

⇥
=

q

q � 1

⇤ 1

q
⌅n

�
logZ(T, µ)

n

⇥
dn . (4.8)

By using (4.3), (4.4) and (4.6), the total derivative term in (4.8) can be written as

⌅q

�
logZ(T, µ)

q

⇥
=

S

q2
�

⌅Qµ�(q)

T0
, (4.9)

where ⌅Q is the total charge of black hole. The charge ⌅Q can be computed from the Gauss’s law:

⌅Q =
2V�

⇧2p
Q =

�
2V�

⇧2p

⇥
µ(q)rh , (4.10)

where V� denotes the volume of H2. The thermal entropy is given by the Bekenstein-Hawking formula

SBH = 2⇥
V�

⇧2p
r2h . (4.11)

The horizon radius rh can also be expressed as a function of q by combining (3.8) and (3.9) and

substituting in (4.6) and (4.7)

x(q) :=
rh
L

=
1

3q

⇧⌥
3 µ(q)2q2 + 3q2 + 1 + 1

⌃
. (4.12)

28

where I is the Euclidean on-shell action and � = 1/T denotes the period of Euclidean time direction

⇤E . The state variables can be computed as follows:

E =

�
⌅I

⌅�

⇥

µ

� µ

�

�
⌅I

⌅µ

⇥

�

, (4.2)

S = �

�
⌅I

⌅�

⇥

µ

� I , (4.3)

Q̂ = � 1

�

�
⌅I

⌅µ

⇥

�

. (4.4)

Let’s consider the black hole with both finite charge and temperature. The free energy is given by

I := logZ(µ, T ) . (4.5)

Here, both µ and T are functions of parameter q only. This follows because temperature of the black

hole is fixed by matching it to that of the boundary CFT on S1 ⇥H2

T (q) = T0/q , (4.6)

while chemical potential µ is fixed by matching it to the background gauge field of the boundary

SCFT

µ(q) = �
�
q � 1

2q

⇥
i . (4.7)
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4.2.1 Mass-Charge Relation

We first check the mass and charge relation for the topological AdS4 black hole we are considering.

The mass parameter can be solved from (3.8), in terms of x and Q:

m =
1

2

⇤
x(x2 � 1)L+

Q2

xL

⌅
. (4.17)

Substituting the chemical potential (4.7) back into (4.12), the horizon radius (in unit of ⇧) can be

simplified to

x(q) =
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2

⇤
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1

q

⌅
. (4.18)

Substituting chemical potential (4.7) into Q�µ relation (3.7) and using the simplified x(q), we have
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⌅
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Finally, the mass can be expressed as a function of q
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4
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1� 1

q2

⌅
. (4.20)

Therefore, the supersymmetry condition (3.17) is satisfied with Q = im

m2 +Q2 = 0 . (4.21)

As discussed in Sec 3, this implies that the integrability condition is satisfied. We then expect to find

nontrivial solutions to the Killing spinor equations (3.10), which we will do in the next subsection.

4.2.2 Killing spinor

Let’s now explicitly solve for Killing spinors on TBH4 with the boundary metric (2.149)

ds2 = �f(r)dt2 +
1

f(r)
dr2 + r2(d�2 + sinh2 �d⇤2) , (4.22)

where f(r) is given by (3.5) with ⇥ = �1, Q = im

f(r) =
r2

L2
�

�
1 +

m

r

⇥2
. (4.23)

The vielbeins are

e0 =
⇧

f(r)dt, e1 =
dr⇧
f(r)

,

e2 = rd�, e3 = r sinh �d⇤, (4.24)

and the nonvanishing components of the spin connection are

⌅t
0
1 =

1

2
f �(r), ⌅�

1
2 = �

⇧
f(r),

⌅⇥
1
3 = �

⇧
f(r) sinh �, ⌅⇥

2
3 = � cosh � . (4.25)
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Putting all together, holographic Renyi entropy is obtained Substituting S(q) , ⌅Q(q) , µ(q), we can finally express the integral (4.8) as
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2n3
dn

=
3q + 1

4q
S1 .

(4.13)

We see that this agrees precisely with the CFT result (2.145).

It is also straightforwardly seen that the free energy agrees between the black hole and the CFT.

This follows from the same relation of partition function as (2.143)

Iq =
(q + 1)2

4q
I1 , (4.14)

which can be seen from the definition of Rényi entropy (2.144) and the known fact that S1 = I1.

Actually, one can check that, at q = 1, for general strongly coupled three-dimensional CFTs, we

have a chain of identities

logZ[S3]

= entanglement entropy across S1 on S3

= entanglement entropy across S1 on R1,2

= I[AdS4]

= Ryu-Takayanagi Entanglement Entropy

= logZ[S1 ⇥H2]

= Bekenstein-Hawking entropy SBH[TBH4]

= I[TBH4] . (4.15)

Once again, by the free energy on S1 ⇥ H2, we mean log of the partition function defined by the

integral over the Coulomb branch, as in (2.151).

Notice that the background gauge field on S3q given by (2.19) implies an imaginary µ (by eq.(4.7)).

We see this follows from the relation

gATBH(r ⇤ ⌅) = A(S3q) , (4.16)

and t = �i⇥E .

4.2 Supersymmetry

If the TBH4 is holographically dual to qSCFT, it must be preserving two supercharges of opposite

R-charges. We will now show that the TBH4 with chemical potential (4.7) and temperature (4.6) is

in fact supersymmetric. We will also show that the Killing spinors obey the holographic relations –

when restricted to the boundary, the four-dimensional Killing spinors are reduced to those on S1⇥H2

at radial infinity, up to conformal rescaling.
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It immediately gives the holographic free energy  
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This follows from the same relation of partition function as (2.143)

Iq =
(q + 1)2

4q
I1 , (4.14)

which can be seen from the definition of Rényi entropy (2.144) and the known fact that S1 = I1.

Actually, one can check that, at q = 1, for general strongly coupled three-dimensional CFTs, we

have a chain of identities

logZ[S3]

= entanglement entropy across S1 on S3

= entanglement entropy across S1 on R1,2

= I[AdS4]

= Ryu-Takayanagi Entanglement Entropy

= logZ[S1 ⇥H2]

= Bekenstein-Hawking entropy SBH[TBH4]

= I[TBH4] . (4.15)

Once again, by the free energy on S1 ⇥ H2, we mean log of the partition function defined by the

integral over the Coulomb branch, as in (2.151).

Notice that the background gauge field on S3q given by (2.19) implies an imaginary µ (by eq.(4.7)).

We see this follows from the relation

gATBH(r ⇤ ⌅) = A(S3q) , (4.16)

and t = �i⇥E .

4.2 Supersymmetry

If the TBH4 is holographically dual to qSCFT, it must be preserving two supercharges of opposite

R-charges. We will now show that the TBH4 with chemical potential (4.7) and temperature (4.6) is

in fact supersymmetric. We will also show that the Killing spinors obey the holographic relations –

when restricted to the boundary, the four-dimensional Killing spinors are reduced to those on S1⇥H2

at radial infinity, up to conformal rescaling.
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further details 
mass-charge relation 

4.2.1 Mass-Charge Relation

We first check the mass and charge relation for the topological AdS4 black hole we are considering.

The mass parameter can be solved from (3.8), in terms of x and Q:

m =
1

2

⇤
x(x2 � 1)L+

Q2

xL

⌅
. (4.17)

Substituting the chemical potential (4.7) back into (4.12), the horizon radius (in unit of ⇧) can be

simplified to

x(q) =
1

2

⇤
1 +

1

q

⌅
. (4.18)

Substituting chemical potential (4.7) into Q�µ relation (3.7) and using the simplified x(q), we have

Q(q) = � i

4
L

⇤
1� 1

q2

⌅
. (4.19)

Finally, the mass can be expressed as a function of q

m(q) = �1

4
L

⇤
1� 1

q2

⌅
. (4.20)

Therefore, the supersymmetry condition (3.17) is satisfied with Q = im

m2 +Q2 = 0 . (4.21)

As discussed in Sec 3, this implies that the integrability condition is satisfied. We then expect to find

nontrivial solutions to the Killing spinor equations (3.10), which we will do in the next subsection.

4.2.2 Killing spinor

Let’s now explicitly solve for Killing spinors on TBH4 with the boundary metric (2.149)

ds2 = �f(r)dt2 +
1

f(r)
dr2 + r2(d�2 + sinh2 �d⇤2) , (4.22)

where f(r) is given by (3.5) with ⇥ = �1, Q = im

f(r) =
r2

L2
�

�
1 +

m

r

⇥2
. (4.23)

The vielbeins are

e0 =
⇧
f(r)dt, e1 =

dr⇧
f(r)

,

e2 = rd�, e3 = r sinh �d⇤, (4.24)

and the nonvanishing components of the spin connection are

⌅t
0
1 =

1

2
f �(r), ⌅�

1
2 = �

⇧
f(r),

⌅⇥
1
3 = �

⇧
f(r) sinh �, ⌅⇥

2
3 = � cosh � . (4.25)
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The vielbeins are

e0 =
⇧
f(r)dt, e1 =

dr⇧
f(r)

,

e2 = rd�, e3 = r sinh �d⇤, (4.24)
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BPS ! 

4d Killing spinor eq. Combining the spin connection and the field strength, we have the supercovariant derivatives

⇥̂t = ⇧t � i
1

L

⇤
Q

r
� Q

rh

⌅
+

1

2L

⌥
f(r)�0 � i

Q

2r2
⌥
f(r)�1 +

1

4
f ⇥(r)�01,

⇥̂r = ⇧r +
1

2L

⌥
f(r)

�1
�1 � i

Q

2r2
⌥
f(r)

�1
�0,

⇥̂⇥ = ⇧⇥ �
1

2

⌥
f(r)�12 +

r

2L
�2 � i

Q

2r
�01�2,

⇥̂⇤ = ⇧⇤ � 1

2

⌥
f(r)�13 sinh ⇤ � 1

2
�23 cosh ⇤ +

1

2L
r�3 sinh ⇤ � i

Q

2r
sinh ⇤�01�3 .

(4.26)

The projection operator P is defined as

P :=
⇥

2
⌥
f(r)

=
1

2

⇧
1� 1⌥

f(r)

�
1 +

m

r

⇥
�0 +

1⌥
f(r)

r

L
�1

⌃
. (4.27)

We can use the integrability condition P ⇥ = 0 to simplify (4.26). The Killing spinor equations (3.10)

can be finally expressed as
⇤
⇧t �

1

2L
(1 + 2m/rh)

⌅
⇥ = 0 (4.28)

⇧
⇧r +

m

2r(r +m)
+

1

2L
⌥

f(r)
(1 +

m

r +m
)�1

⌃
⇥ = 0 (4.29)

⇤
⇧⇥ �

1

2
�0�1�2

⌅
⇥ = 0 (4.30)

⇤
⇧⇤ � 1

2
cosh ⇤�23 �

1

2
sinh ⇤(�0�1�3)

⌅
⇥ = 0 (4.31)

This type of equations can be solved [40]. All of the supercovariant derivatives commute with each

other except for ⇥̂⇥ and ⇥̂⇤. We can solve the radial, temporal and angular equations separately.

t , ⇤ ,⌅ components are solved first. The solution can be expressed as

⇥(t, r, ⇤,⌅) = e
1

2qL te
�
2 �0�1�2e

⇥
2 �23⇥(r). (4.32)

The radial equation takes the form of

⇧r⇥(r) = (a(r) + b(r)�1)⇥(r),

and ⇥(r) also satisfies the constraint P ⇥(r) = 0 with P in the form of

P =
1

2
(1 + x(r)�1 + y(r)�2) ,

where �1,2 are matrices satisfying

�2
1 = �2

2 = 1, �1�2 + �2�1 = 0 . (4.33)

Solution to this type of equation is provided in the appendix of [40]

⇥(r) = (u(r) + v(r)�2)

⇤
1� �1

2

⌅
⇥0, (4.34)
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simplified as (with the help of projection operator P) 

Combining the spin connection and the field strength, we have the supercovariant derivatives
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The projection operator P is defined as
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1
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f(r)
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m

r

⇥
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f(r)
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L
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⌃
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We can use the integrability condition P ⇥ = 0 to simplify (4.26). The Killing spinor equations (3.10)

can be finally expressed as
⇤
⇧t �

1

2L
(1 + 2m/rh)

⌅
⇥ = 0 (4.28)

⇧
⇧r +

m

2r(r +m)
+

1

2L
⌥

f(r)
(1 +

m

r +m
)�1

⌃
⇥ = 0 (4.29)

⇤
⇧⇥ �

1

2
�0�1�2

⌅
⇥ = 0 (4.30)

⇤
⇧⇤ � 1

2
cosh ⇤�23 �

1

2
sinh ⇤(�0�1�3)

⌅
⇥ = 0 (4.31)

This type of equations can be solved [40]. All of the supercovariant derivatives commute with each

other except for ⇥̂⇥ and ⇥̂⇤. We can solve the radial, temporal and angular equations separately.

t , ⇤ ,⌅ components are solved first. The solution can be expressed as

⇥(t, r, ⇤,⌅) = e
1

2qL te
�
2 �0�1�2e

⇥
2 �23⇥(r). (4.32)

The radial equation takes the form of

⇧r⇥(r) = (a(r) + b(r)�1)⇥(r),

and ⇥(r) also satisfies the constraint P ⇥(r) = 0 with P in the form of

P =
1

2
(1 + x(r)�1 + y(r)�2) ,

where �1,2 are matrices satisfying

�2
1 = �2

2 = 1, �1�2 + �2�1 = 0 . (4.33)

Solution to this type of equation is provided in the appendix of [40]

⇥(r) = (u(r) + v(r)�2)

⇤
1� �1

2

⌅
⇥0, (4.34)
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solution: 
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1
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r +m
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⌃
⇥ = 0 (4.29)

⇤
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�0�1�2
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⇥ = 0 (4.30)

⇤
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2
cosh ⇤�23 �

1

2
sinh ⇤(�0�1�3)

⌅
⇥ = 0 (4.31)

This type of equations can be solved [40]. All of the supercovariant derivatives commute with each

other except for ⇥̂⇥ and ⇥̂⇤. We can solve the radial, temporal and angular equations separately.

t , ⇤ ,⌅ components are solved first. The solution can be expressed as

⇥(t, r, ⇤,⌅) = e
1

2qL te
�
2 �0�1�2e

⇥
2 �23⇥(r). (4.32)

The radial equation takes the form of

⇧r⇥(r) = (a(r) + b(r)�1)⇥(r),

and ⇥(r) also satisfies the constraint P ⇥(r) = 0 with P in the form of

P =
1

2
(1 + x(r)�1 + y(r)�2) ,

where �1,2 are matrices satisfying

�2
1 = �2

2 = 1, �1�2 + �2�1 = 0 . (4.33)

Solution to this type of equation is provided in the appendix of [40]

⇥(r) = (u(r) + v(r)�2)

⇤
1� �1

2

⌅
⇥0, (4.34)
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where u, v are defined by,

u =

�
1 + x

y
ew, v = �

�
1� x

y
ew, w(r) =

 r

a(r⇥)dr⇥, (4.35)

and ⇥0 is an arbitrary constant spinor. In our case, (4.34) gives

⇥(r) =

��
r

L
+
�
f(r)� �0

�
r

L
�
�
f(r)

⇥�
1� �1

2

⇥
⇥⇥0 , (4.36)

where ⇥⇥0 is an arbitrary constant spinor.

Similarly, the Killing spinor in the Euclidean TBH4 background is given by

⇥(⌅E , r, ⇤,⇧) = e�
i

2qL ⇤Eei
�
2 �0�1�2e

⇥
2 �23⇥(r), (4.37)

with

⇥(r) =

��
r

L
+
�

f(r)� i�0

�
r

L
�
�
f(r)

⇥�
1� �1

2

⇥
⇥⇥0 . (4.38)

4.2.3 Holography of Killing spinors

The pre-requisite of the holographic relation we proposed above is that the Killing spinors in

the background of THB4 must reduce to the Killing spinors on branched 3-sphere the qSCFT3 is

defined. Here, we will check this by showing that the Killing spinor equations on TBH4 is reduced at

asymptotic infinity to the Killing spinor equation on branched 3-sphere, up to conformal rescaling.

Hereafter, we take the convention of Dirac gamma matrices listed in (A.4). Notice that the projection

operator (1� �1)/2 will project out the second and fourth components for a 4-spinor

1

2

⌦
1� �1

↵
⇥0 =

⇤

⌥⌥⌥⌥⌥⇧

a

0

c

0

⌅

�����⌃
.

We can temporarily drop the r dependent factor. Then, the Killing spinor (4.32) becomes

⇥⇥ = e
1

2qL te
�
2 �0�1�2e

⇥
2 �23

1� �1
2

⇥0 , (4.39)

which can be evaluated to be

⇥⇥ = e
1

2qL t

⇤

⌥⌥⌥⌥⌥⇧

M

0

N

0

⌅

�����⌃
,

where

M = a e
�
2 cos

�
⇧

2

⇥
� c e

�
2 sin

�
⇧

2

⇥
, N = c e�⇥/2 cos

�
⇧

2

⇥
+ a e�⇥/2 sin

�
⇧

2

⇥
. (4.40)
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KSE reduce to 3D, which is identifiable with KSE on S1×H2 

Indeed, the solution contains the first and the third components only. This indicates that the 4-

component spinor equations is decomposable such that only a(t, ⇤,⌥) and c(t, ⇤,⌥) components are

left out. It is convenient to start from the simplified Killing spinor equations (4.28)(4.30)(4.31).

Notice that the kinetic operators in t and ⇤ components are diagonal and therefore the reduction is

straightforward. For ⌥ component, the matrix after the derivative can be written as
⇧

     ⌥

0 0 L1
⌅ 0

0 0 0 L2
⌅

L2
⌅ 0 0 0

0 L1
⌅ 0 0

⌃

⌦⌦⌦⌦⌦�

where

L1
⌅ =

cosh ⇤

2
+

sinh ⇤

2
, L2

⌅ = �cosh ⇤

2
+

sinh ⇤

2
. (4.41)

We see that the reduced 2-component spinor equation is given by
�
�⌅ +

i cosh ⇤

2
⇧2 +

sinh ⇤

2
⇧1

⇥
⇥ = 0 , (4.42)

where the 2-spinor ⇥ is defined as

⇥ :=

⇤
a(t, ⇤,⌥)

c(t, ⇤,⌥)

⌅
. (4.43)

Let’s further perform the Wick rotation t ⇤ �i⌃E . Then, the ⌃E and ⇤ components become
�
�� �

1

2
⇧3

⇥
⇥ = 0 , (4.44)

�
�⇤E +

i

2q 

⇥
⇥ = 0 . (4.45)

We recognize that these equations are identifiable with the three-dimensional Killing spinor equations

on S1 ⇥H2: �
⌅µ � iAµ +

i

2 
e⇥̄µ�⇥̄�⇤̄E

⇥
⇥ = 0 . (4.46)

Here, ⌅̄ denotes the flat indices and the three-dimensional Dirac gamma matrices are defined by Pauli

matrices

�⇤̄E = ⇧2 , ��̄ = ⇧1 , �⌅̄ = ⇧3 , (4.47)

Moreover, the background gauge field A = 1
2 (q � 1) d⌃ is precisely the one we had to turn on over

branched 3-spheres to preserve the two supercharges of opposite R-charges. (4.46) will be connected

to (2.8)(2.9) by conformal rescaling and coordinate transformation.

The reduction of the Killing spinor equations implies that one can solve for the Killing spinors ex-

plicitly. The three-dimensional Killing spinors at radial infinity set boundary condition of the spinors

for the four-dimensional Killing spinor equations. Up to conformal rescaling, one gets nontrivial

Killing spinors on TBH4 from nontrivial Killing spinors on branched 3-sphere. We conclude that the

holographic relation of Killing spinors is injective.
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 Part 2. qSCFT4 



    

4D N=4 SYM on q-branched 4-sphere   

dual to STU topological black hole in AdS5 

Claim: 

Plan: 
²  Killing spinor equation on  

²  partition function (heat kernel + localization) 

²  5D STU topological black hole 

²  TBH5/qSCFT4 correspondence 

1. Introduction

The rigid supersymmetry of gauge theories in curved backgrounds allows us to com-
pute exact results of a certain class of BPS observables, for instance, the partition

function of four-dimensional N = 2 theories in the Omega background [1] and on a

round four-sphere [2]. The generalizations to other dimensions and also other curved

backgrounds have been explored extensively. A far from complete list of references

includes [3–22].

The goal of this paper is to extend the previous investigations [23–25] to the

supersymmetric gauge theories on four-dimensional spheres with conical singulari-

ties. One of the motivations is to compute exact Rényi entropy. For conformal field

theories (CFTs), the flat space Rényi entropy with spherical entangling surface can
be mapped to that on a four-sphere where the entangling surface is mapped to the

great two-sphere. In three dimensions, the authors of [23] studied N ≥ 2 Chern-

Simons matter theory on the q-branched three-sphere S3
q with certain background

vector fields turned on to maintain rigid supersymmetry. They computed the super-

symmetric partition function, with which a quantity called supersymmetric Rényi

entropy (henceforth SRE) is defined

Ssuper
q = logZq(µ(q)) − q logZ1(0)

1 − q . (1.1)

It can be considered as the generalization of the usual Rényi entropy, which instead
has the non-supersymmetric partition function Zq(0) (with zero chemical potential)

in the definition (1.1). On the other hand we know that superconformal theories

can also be studied via holography and in particular Rényi entropy can be computed

from the thermal entropy of topological black hole [26–30]. It has been shown [24]

that free energy and also the supersymmetric Rényi entropy computed from CFT

on S3
q and those computed holographically from the four-dimensional charged BPS

topological black hole (TBH) agree exactly, which motivated the authors to propose

TBH4/qSCFT3 correspondence (See also [25] where Wilson loop was discussed).

In this paper, we study the correspondence between superconformal field theories

on the q-branched four-sphere S4
q and the five-dimensional charged BPS topological

black hole (TBH5/qSCFT4). The branched sphere S4
q is a singular space and gener-

ally the conical singularity breaks the supersymmetry globally. To compensate the

singularity one can turn on a background Abelian R-symmetry gauge field to provide

an extra holonomy (around the singularity) so that some of the Killing spinors sur-

vive. For N = 4 SYM, the Cartan subgroup of the SO(6) R-symmetry group is U(1)3,

and therefore we have multiple choices for the R-symmetry background fields. We
consider generic backgrounds with one or more U(1) fields turned on. In each back-

ground, free energy and supersymmetric Rényi entropy in the zero coupling limit can

be computed by heat kernel method, taking into account the holonomy contribution.

2

evaluated using saddle point method. Interestingly, in this limit the q-dependence

of the free energy (and SRE) completely factorizes just like in three-dimensions. We

also perform the heat kernel computation in the free field limit and find that the

q-dependence remains exactly the same.

2.1 Killing spinors on S4
q

As a common knowledge of constructing rigid supersymmetric field theories in curved

spacetime, one needs to set up the Killing spinor equations. Those equations will

generally tell us what backgrounds allow a set of Killing spinors, which generate rigid

supersymmetries. The Killing spinors on a round four-sphere S4 were well explored

in the pioneering work [2], where the metric was presented as a warped form of the

flat metric in R4. We start with a metric representing S4 as the blowing up of round
three-sphere with manifest U(1) ×U(1) toric structure,4 whose metric is

ds2/ℓ2 = dθ2 + sin2 θdτ 2 + cos2 θdφ2 . (2.1)

Replacing dφ2 by a two sphere one obtains

ds2/ℓ2 = dθ2 + sin2 θdτ 2 + cos2 θ(dφ2 + sinφ2dχ2) , (2.2)

where the domains of coordinates are specified by

θ ∈ [0,π/2] , τ ∈ [0,2π) , φ ∈ [0,π) , χ ∈ [0,2π) . (2.3)

This metric (2.2) can also be obtained by embedding the four-sphere into R5

x2
0 + x2

1 + x2
2 + x2

3 + x2
4 = ℓ2 , (2.4)

and taking the following polar coordinates

x0 = ℓ cos θ cosφ ,

x1 = ℓ sin θ cos τ ,

x2 = ℓ sin θ sin τ ,

x3 = ℓ cos θ sinφ cosχ ,

x4 = ℓ cos θ sinφ sinχ . (2.5)

The branched four-sphere S4
q can be specified by the deformation of S4. This can be

easily seen by dilating the metric while keeping domains of coordinates (2.3) intact.

The metric of S4
q then turns into

ds2/ℓ2 = dθ2 + q2 sin2 θdτ 2 + cos2 θ(dφ2 + sinφ2dχ2) . (2.6)

4These coordinates are particularly convenient for later use. Namely it can be easily mapped to
a hyperbolic space S1 ×H3 by a Weyl rescaling.
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3.2 STU black hole

The STU model is a special case of the N = 2 gauged supergravity and it is given by

V =X1X2X3 = 1 . (3.6)

Then we get GIJ from (3.5)

GIJ = 1
2

⎛⎜⎜⎝
(X1)−2 (X2)−2 (X3)−2

⎞⎟⎟⎠ , (3.7)

and with VI = 1
3
we get the potential

V = 2( 1

X1
+

1

X2
+

1

X3
) . (3.8)

The three-charge non-extremal black hole solution is described by the metric

ds2 = −H−4/3f(r)dt2 +H2/3 ( 1

f(r)dr2 + r2dΣ3,k) ,

f(r) = k − m

r2
+
r2

L2
H2 , H2 =H1H2H3 , Hi = 1 + Qi

r2
, (3.9)

as well as the scalars and the gauge fields

X i = H2/3

Hi

, Ai = [
√

k +
m

Qi

( 1

Hi

− 1) − µ̂i]dt . (3.10)

The parameter k specifies the spatial curvature of dΣ3,k. For flat space R3 and

three-sphere S3, k takes the values of 0 and +1 respectively. For hyperbolic space

H3, k = −1. This particular solution in the STU model is found by Behrnd, Cvetic

and Sabran [51]. This solution with three U(1) charges can also be obtained by S5-
reduction of the ten-dimensional gravity solution coming from spinning D3 branes [52–

54]. 22

We are particularly interested in the extremal limit m = 0 and k = −1 (boundary

being S1
×H3). This is a topological BPS black hole as it is a special case of (D.1).

Define the rescaled charges Qi as

κi ∶= Qi

r2h
, (3.11)

where rh is the largest root of the equation

f(rh) = 0 . (3.12)

22The number of independent angular momenta is exactly the rank of the isometry group SO(6)
of the six-dimensional space transverse to the branes.
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1. Introduction

The rigid supersymmetry of gauge theories in curved backgrounds allows us to com-
pute exact results of a certain class of BPS observables, for instance, the partition

function of four-dimensional N = 2 theories in the Omega background [1] and on a

round four-sphere [2]. The generalizations to other dimensions and also other curved

backgrounds have been explored extensively. A far from complete list of references

includes [3–22].

The goal of this paper is to extend the previous investigations [23–25] to the

supersymmetric gauge theories on four-dimensional spheres with conical singulari-

ties. One of the motivations is to compute exact Rényi entropy. For conformal field

theories (CFTs), the flat space Rényi entropy with spherical entangling surface can
be mapped to that on a four-sphere where the entangling surface is mapped to the

great two-sphere. In three dimensions, the authors of [23] studied N ≥ 2 Chern-

Simons matter theory on the q-branched three-sphere S3
q with certain background

vector fields turned on to maintain rigid supersymmetry. They computed the super-

symmetric partition function, with which a quantity called supersymmetric Rényi

entropy (henceforth SRE) is defined

Ssuper
q = logZq(µ(q)) − q logZ1(0)

1 − q . (1.1)

It can be considered as the generalization of the usual Rényi entropy, which instead
has the non-supersymmetric partition function Zq(0) (with zero chemical potential)

in the definition (1.1). On the other hand we know that superconformal theories

can also be studied via holography and in particular Rényi entropy can be computed

from the thermal entropy of topological black hole [26–30]. It has been shown [24]

that free energy and also the supersymmetric Rényi entropy computed from CFT

on S3
q and those computed holographically from the four-dimensional charged BPS

topological black hole (TBH) agree exactly, which motivated the authors to propose

TBH4/qSCFT3 correspondence (See also [25] where Wilson loop was discussed).

In this paper, we study the correspondence between superconformal field theories

on the q-branched four-sphere S4
q and the five-dimensional charged BPS topological

black hole (TBH5/qSCFT4). The branched sphere S4
q is a singular space and gener-

ally the conical singularity breaks the supersymmetry globally. To compensate the

singularity one can turn on a background Abelian R-symmetry gauge field to provide

an extra holonomy (around the singularity) so that some of the Killing spinors sur-

vive. For N = 4 SYM, the Cartan subgroup of the SO(6) R-symmetry group is U(1)3,

and therefore we have multiple choices for the R-symmetry background fields. We
consider generic backgrounds with one or more U(1) fields turned on. In each back-

ground, free energy and supersymmetric Rényi entropy in the zero coupling limit can

be computed by heat kernel method, taking into account the holonomy contribution.
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This space has a conical singularity at θ = 0, but regular everywhere else. It can be

regarded as a deviation from S4 parameterized by q − 1. Therefore we expect that

the Killing spinor equations have minimal deviations from those on round sphere,

with an additional background vector field Aµ. In 4-spinor notation, they take the

forms of

Dµζ = + 1

2ℓ
γµζ

′ , (2.7)

Dµζ
′ = − 1

2ℓ
γµζ , (2.8)

where the background field Aµ is included in the covariant derivatives,

Dµ = ∇µ ± iAµ . (2.9)

Notice that we have not put in the indices for the R-symmetry group, which are nec-

essary for theories with N > 1 supersymmetry. In what follows, we study (2.7)(2.8)

on the branched sphere to determine Aµ, which compensates the conical singularity.

2.1.1 solution 1

For the metric (2.6), the vielbein can be chosen as

e1 = ℓdθ , e2 = qℓ sin θdτ , e3 = ℓ cos θdφ , e4 = ℓ cos θ sinφdχ , (2.10)

and the non-vanishing spin connections are

ω12
τ = −ω21

τ = −q cos θ , ω13
φ = −ω31

φ = sin θ ,

ω14
χ = −ω41

χ = sin θ sinφ , ω34
χ = −ω43

χ = cosφ . (2.11)

We choose the following four-dimensional Euclidean gamma matrices expressed in

terms of Pauli matrices as

γ1 = ( 0 iτ1
−iτ1 0

) , γ2 = ( 0 iτ2
−iτ2 0

) ,

γ3 = ( 0 iτ3
−iτ3 0

) , γ4 = ( 0 12×2
12×2 0

) . (2.12)

Imposing ζ ′ = −iζ , we see that the two Killing spinor equations (2.7)(2.8) coincide

Dµζ = − i

2ℓ
γµζ . (2.13)

For q = 1, we find the solution with vanishing background field Aµ

ζ1 = e− i
2
γ1θe−

1
2
γ2γ1τe−

1
2
γ3γ2γ1φe−

1
2
γ4γ3χζ0 , (2.14)
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and find the identity 
 
 
where T matrix is defined as 

where ζ0 is a constant spinor

ζ0 =
⎛⎜⎜⎜⎜⎝

0
c2
0

c4

⎞⎟⎟⎟⎟⎠
. (2.15)

Now we look for Killing spinor solutions for q > 1. The strategy is adding background

field Aµ to keep (2.14) still a solution. We find that, with the background field

AS4q
= q − 1

2
dτ , (2.16)

which couples to Killing spinor through the covariant derivative

Dµ = ∇µ − iAµ , (2.17)

(2.14) is still a solution for the q-branched four-sphere. There is also a Killing spinor

that has opposite R-charge and satisfies the Killing spinor equation with ζ ′ = iζ
(∇µ + iAµ) ζ = i

2ℓ
γµζ . (2.18)

This solution is given by

ζ2 = e i
2
γ1θe−

1
2
γ2γ1τe−

1
2
γ3γ2γ1φe−

1
2
γ4γ3χζ̃0 , (2.19)

where ζ̃0 is a constant spinor

ζ̃0 =
⎛⎜⎜⎜⎜⎝

c1
0
c3
0

⎞⎟⎟⎟⎟⎠
. (2.20)

2.1.2 solution 2

One can also consider the round four-sphere as a three-sphere fibered on the ρ direc-
tion. The metric is given by

ds2/ℓ2 = dρ2 + sin ρ2(dθ2 + sin2 θdτ 2 + cos2 θdφ2) . (2.21)

The vielbein can be chosen as

e1/ℓ = sinρ sin(τ + φ)dθ + sinρ cos(τ + φ) sin θ cos θ(dτ − dφ) ,
e2/ℓ = − sin ρ cos(τ + φ)dθ + sinρ sin(τ + φ) sin θ cos θ(dτ − dφ) ,
e3/ℓ = sinρ (sin θ2dτ + cos θ2dφ) , e4/ℓ = dρ . (2.22)

We can define a T matrix as

T (ρ) =
⎛⎜⎜⎜⎜⎝

0 0 −1
2
tan ρ

2
0

0 0 0 −1
2 tan

ρ
2

1
2
cot ρ

2
0 0 0

0 1
2 cot

ρ
2 0 0

⎞⎟⎟⎟⎟⎠
. (2.23)
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With the gamma matrices given in (2.12), we find the following matrix identities

1

4
ωµ = γµT (ρ) , µ = θ, τ,φ (2.24)

where ωµ are spin connections. This implies that an arbitrary constant 4-spinor ζ0
satisfies the first three components (µ = θ, τ,φ) of equations (2.7), provided

1

2ℓ
ζ ′ ∶= T (ρ)ζ . (2.25)

There remains an undetermined ρ-dependent matrix factor S(ρ) and the Killing

spinor solution will be given by
ζ = S(ρ)ζ0 . (2.26)

S(ρ) can be determined by studying the ρ component of equation (2.7) and it is

given by

S(ρ) =
⎛⎜⎜⎜⎜⎝

sin ρ
2

0 0 0

0 sin ρ
2 0 0

0 0 cos ρ
2

0

0 0 0 cos ρ2

⎞⎟⎟⎟⎟⎠
. (2.27)

Now the q-branched four-sphere is obtained by simply replacing dτ in (2.21)(2.22)
by qdτ , and it is straightforward to see that

ζ = S(ρ)
⎛⎜⎜⎜⎜⎝

c1
c2
c3
c4

⎞⎟⎟⎟⎟⎠
. (2.28)

is still a solution, provided that a background field is turned on through the coupling

Dµ = ∇µ + iAµ

⎛⎜⎜⎜⎜⎝

1 0 0 0
0 −1 0 0

0 0 1 0
0 0 0 −1

⎞⎟⎟⎟⎟⎠
, (2.29)

where Aµ takes the value

AS4q
= q − 1

2
dτ . (2.30)

The solution (2.28) can be decomposed into 2-spinors (ξ, ξ̄) following Appendix B

ξ = sin ρ
2
( c1
c2
) , ξ̄ = cos ρ

2
( c3
c4
) . (2.31)

One can further introduce subscript indices A,B (A,B = 1,2) to denote R-charges,

and the solution (2.28) can be decomposed as ξA and ξ̄A

ξ1 = sin ρ
2
( c1
0
) , ξ2 = sin ρ

2
( 0

c2
) , ξ̄1 = cos ρ

2
( c3
0
) , ξ̄2 = cos ρ

2
( 0
c4
) . (2.32)
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⎞⎟⎟⎟⎟⎠
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2
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) . (2.32)
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There could be 3 different U(1) background field A^i, (i=1,2,3), which couple 
to dynamical fields as 
 
 
 
 
 
 
 
 
 
 
Note: Killing spinors charged under all 3 U(1)s, ±1/2. We are particularly 
interested in those sharing the same sign for different U(1). 

U(1)^3 R-symmetry of N=4 SYM  

where we have inserted the Rényi entropy for a vector field

Sv = (91q3 + 31q2 + q + 1)V
360πq3

. (2.61)

In the rest of the text, we will mainly focus on the SRE and for simplicity of notation

we denote it by Sq.

Now we are ready to compute the SRE of N = 4 super Yang-Mills theory. For
convenience, we extract the extra contribution in the SRE for each field ∆S ∶= Sq −
Snon-SUSY
q due to the non-vanishing µ. For a complex scalar

∆Sb(µ) = (µ + 1)2µ2V

12π(q − 1)q3 , (2.62)

while for a Weyl spinor

∆Sf(µ) = µ2 (−2µ2 + 3q2 + 1)V
24π(q − 1)q3 . (2.63)

Note that the vector field is neutral under the R-symmetry group.

As discussed in section 2.1, the conical singularity can be compensated by the

background gauge fields so that some of supercharges are preserved. These back-

ground gauge fields couple to U(1) R-currents. In the case of N = 4 SYM, there are

three independent U(1)’s as the Cartan subgroup of SO(6) R-symmetry. We denote

the three U(1)’s by U(1)i and the corresponding background fields by Ai ( chemical
potential µi is defined by Ai

τ and we will omit the subscript τ from now on). The

charges (k1, k2, k3) of the field components of N = 4 multiplet are listed in Table 1.

Table 1: charges under three U(1)’s

ψ1 ψ2 ψ3 ψ4 Aµ φ1 φ2 φ3

k1 +1
2 −1

2 −1
2 +1

2 0 +1 0 0
k2 −1

2
+1

2
−1

2
+1

2
0 0 +1 0

k3 −1
2 −1

2 +1
2 +1

2 0 0 0 +1

Because the complex scalars φi and Weyl spinors ψ1,2,3,4 of the N = 4 SYM couple

to a few different background gauge fields, we need to determine the effective chemical
potential µ, which follows from the weighted (by charges) sum of individual chemical

potentials µ = kiµi. Note that Killing spinors should couple to all background fields

Ai, although we did not distinguish different background fields when we were solving

Killing spinor equations. The charges of the chiral Killing spinors are given in Table 2
7, where SU(2)L × SU(2)R is the local rotation group on S4. As we can see, ξA and

ξ̄A are chiral and anti-chiral components of a Dirac spinor. We will discuss various
cases in which some of the Killing spinors survive and they are classified according

to how many background gauge fields are turned on.
7The values in the table follows from a similar table in [2], where the R-symmetry group has been

13



2.2. partition function (heat kernel + localization) 



4D Renyi entropy with SUSY 

In terms of the R-charge indices A,B the background field in the 2-spinor notation

can be written in a matrix form

[Aτ ]AB = q − 12 ( 1 0

0 −1 ) . (2.33)

As we will see later in (2.104), this background can be embedded into SU(2)R back-

ground as the diagonal part.

2.2 From CFT on S4
q to CFT on S1 ×H3

One of the motivations to study the supersymmetric branched sphere is to compute

the supersymmetric Rényi entropy [23]. Let us first go over the basic definitions of

Rényi entropy and its supersymmetric generalization. Consider a quantum state,

or more generally a density matrix ρ defined on a spatial slice that consists of two

regions A and B separated by the entangling surface Σ. We can trace over degrees

of freedom in the region B and obtain a reduced density matrix ρA = TrBρ. Rényi
entropy for ρA is defined by

Sq = 1

1 − q logTr(ρqA) . (2.34)

For QFT, the qth-power of density matrix can be expressed in terms of the partition
function

Tr(ρqA) = Zq/(Z1)q, (2.35)

where Zq is the partition function on the q-fold cover of the original Euclidean space-

time. The q → 1 limit then gives the entanglement entropy across Σ. This method

to compute the entanglement entropy is the so-called replica trick.
Most of the time Zq is difficult to compute for interacting quantum field the-

ories. However the computation may be greatly simplified when supersymmetry is

preserved on the covering space and localization techniques become available. Gen-

erally supersymmetry is broken globally on the covering space and we need to turn

on certain background fields in order to have unbroken supercharges. The supersym-

metric quantity to compute is

Sq = 1

1 − q log(
Zq(µ)
Z1(0)q ) , (2.36)

where Zq(µ) is the partition function on the q-fold covering space with nonvanishing

background gauge field (or equivalently chemical potential µ). This gauge field cou-
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q → 1 limit in either case gives the entanglement entropy. In the remaining of this
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The external gauge field we found before by solving the KSE, provides a 
chemical potential, which makes the partition function SUSY invariant. 
 
Therefore SUSY Renyi entropy is defined as 
 
 
 
 
For N=4 SYM, there are 3 external gauge fields, the effective chemical 
potential for each field is given by the weighted sum of individuals 
 
 
      =     , by definition. 
 
For Killing spinors, the effective chemical potential has to be 
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potential µ, which follows from the weighted (by charges) sum of individual chemical

potentials µ = kiµi. Note that Killing spinors should couple to all background fields

Ai, although we did not distinguish different background fields when we were solving

Killing spinor equations. The charges of the chiral Killing spinors are given in Table 2
7, where SU(2)L × SU(2)R is the local rotation group on S4. As we can see, ξA and

ξ̄A are chiral and anti-chiral components of a Dirac spinor. We will discuss various
cases in which some of the Killing spinors survive and they are classified according

to how many background gauge fields are turned on.
7The values in the table follows from a similar table in [2], where the R-symmetry group has been
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where ζ0 is a constant spinor

ζ0 =
⎛⎜⎜⎜⎜⎝

0
c2
0

c4

⎞⎟⎟⎟⎟⎠
. (2.15)

Now we look for Killing spinor solutions for q > 1. The strategy is adding background

field Aµ to keep (2.14) still a solution. We find that, with the background field

AS4q
= q − 1

2
dτ , (2.16)

which couples to Killing spinor through the covariant derivative

Dµ = ∇µ − iAµ , (2.17)

(2.14) is still a solution for the q-branched four-sphere. There is also a Killing spinor

that has opposite R-charge and satisfies the Killing spinor equation with ζ ′ = iζ
(∇µ + iAµ) ζ = i

2ℓ
γµζ . (2.18)

This solution is given by

ζ2 = e i
2
γ1θe−

1
2
γ2γ1τe−

1
2
γ3γ2γ1φe−

1
2
γ4γ3χζ̃0 , (2.19)

where ζ̃0 is a constant spinor

ζ̃0 =
⎛⎜⎜⎜⎜⎝

c1
0
c3
0

⎞⎟⎟⎟⎟⎠
. (2.20)

2.1.2 solution 2

One can also consider the round four-sphere as a three-sphere fibered on the ρ direc-
tion. The metric is given by
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e2/ℓ = − sin ρ cos(τ + φ)dθ + sinρ sin(τ + φ) sin θ cos θ(dτ − dφ) ,
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We can define a T matrix as

T (ρ) =
⎛⎜⎜⎜⎜⎝

0 0 −1
2
tan ρ

2
0

0 0 0 −1
2 tan

ρ
2

1
2
cot ρ

2
0 0 0

0 1
2 cot

ρ
2 0 0

⎞⎟⎟⎟⎟⎠
. (2.23)
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where we have inserted the Rényi entropy for a vector field

Sv = (91q3 + 31q2 + q + 1)V
360πq3

. (2.61)
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12π(q − 1)q3 , (2.62)
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24π(q − 1)q3 . (2.63)
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From CFT on      to CFT on 

In terms of the R-charge indices A,B the background field in the 2-spinor notation

can be written in a matrix form

[Aτ ]AB = q − 12 ( 1 0

0 −1 ) . (2.33)

As we will see later in (2.104), this background can be embedded into SU(2)R back-

ground as the diagonal part.

2.2 From CFT on S4
q to CFT on S1 ×H3

One of the motivations to study the supersymmetric branched sphere is to compute

the supersymmetric Rényi entropy [23]. Let us first go over the basic definitions of

Rényi entropy and its supersymmetric generalization. Consider a quantum state,

or more generally a density matrix ρ defined on a spatial slice that consists of two

regions A and B separated by the entangling surface Σ. We can trace over degrees

of freedom in the region B and obtain a reduced density matrix ρA = TrBρ. Rényi
entropy for ρA is defined by

Sq = 1

1 − q logTr(ρqA) . (2.34)

For QFT, the qth-power of density matrix can be expressed in terms of the partition
function

Tr(ρqA) = Zq/(Z1)q, (2.35)

where Zq is the partition function on the q-fold cover of the original Euclidean space-

time. The q → 1 limit then gives the entanglement entropy across Σ. This method

to compute the entanglement entropy is the so-called replica trick.
Most of the time Zq is difficult to compute for interacting quantum field the-

ories. However the computation may be greatly simplified when supersymmetry is

preserved on the covering space and localization techniques become available. Gen-

erally supersymmetry is broken globally on the covering space and we need to turn

on certain background fields in order to have unbroken supercharges. The supersym-

metric quantity to compute is

Sq = 1

1 − q log(
Zq(µ)
Z1(0)q ) , (2.36)

where Zq(µ) is the partition function on the q-fold covering space with nonvanishing

background gauge field (or equivalently chemical potential µ). This gauge field cou-

ples to the R-current. Note that (2.36) is similar yet different from the charged Rényi
entropy [41]. The latter contains Z1(µ)q (instead of Z1(0)q) in the denominator and

therefore (generally) is not a supersymmetric quantity. We notice however that the

q → 1 limit in either case gives the entanglement entropy. In the remaining of this
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paper, we will focus on the SRE on four-sphere, which is related to the flat space

R4 by a conformal mapping. The entangling surface becomes the great two-sphere

under the mapping and the q-fold cover is the branched sphere S4
q .

Other than exploring the possibility of supersymmetric localization, the problem

of computing (supersymmetric) Rényi entropy can also be approached with the help
of conformal mapping. A CFT on Sd

q can be mapped to that on S1 × Hd−1 after

appropriate Weyl rescaling of the metric. The metric of Sd
q

ds2/ℓ2 = dθ2 + q2 sin2 θdτ 2 + cos2 θdΣd−2,+1 (2.37)

can be rewritten under the coordinate transformation

sinh η = − cot θ (2.38)

in the form

ds2 = sin2 θ (dτ 2 + ℓ2(dη2 + sinh2 ηdΣd−2,+1)) , (2.39)

where we have defined

τ = qτℓ, τ ∈ [0,2πqℓ) , (2.40)

and dΣd−2,+1 represents the metric of a unit round d − 2 sphere. By dropping the

overall Weyl scale factor sin2 θ, we get the metric on S1 ×Hd−1

ds2 = dτ 2 + ℓ2(dη2 + sinh2 ηdΣd−2,+1) . (2.41)

Under the conformal mapping, the North Pole θ = 0 is mapped to the boundary of

the hyperbolic space, η → −∞.
In odd dimensions, the partition functions (whose finite part is physical) of con-

formal field theories are invariant under the Weyl rescaling

Z[Sd
q] = Z[S1

q ×Hd−1] , d odd . (2.42)

This is no longer the case in even dimensions due to conformal anomaly. Yet the

coefficient a in front of the log term of partition function

Z[Sd
q] = . . . + a log (ℓϵ) + . . . , d even , (2.43)

which is associated with Weyl anomaly and independent of regularization scheme, is

expected to be universal and invariant under Weyl rescaling

a[Sd
q] = a[S1

q ×Hd−1] , d even . (2.44)

This allows us to compute the log term of SRE on a sphere by studying the thermal

partition function on S1 × Hd−1. Note that the background gauge field A on Sd
q is

also invariant under the Weyl rescaling since the rescaling only affects the metric.
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of computing (supersymmetric) Rényi entropy can also be approached with the help
of conformal mapping. A CFT on Sd

q can be mapped to that on S1 × Hd−1 after

appropriate Weyl rescaling of the metric. The metric of Sd
q

ds2/ℓ2 = dθ2 + q2 sin2 θdτ 2 + cos2 θdΣd−2,+1 (2.37)

can be rewritten under the coordinate transformation

sinh η = − cot θ (2.38)

in the form

ds2 = sin2 θ (dτ 2 + ℓ2(dη2 + sinh2 ηdΣd−2,+1)) , (2.39)

where we have defined

τ = qτℓ, τ ∈ [0,2πqℓ) , (2.40)

and dΣd−2,+1 represents the metric of a unit round d − 2 sphere. By dropping the

overall Weyl scale factor sin2 θ, we get the metric on S1 ×Hd−1

ds2 = dτ 2 + ℓ2(dη2 + sinh2 ηdΣd−2,+1) . (2.41)

Under the conformal mapping, the North Pole θ = 0 is mapped to the boundary of

the hyperbolic space, η → −∞.
In odd dimensions, the partition functions (whose finite part is physical) of con-

formal field theories are invariant under the Weyl rescaling

Z[Sd
q] = Z[S1

q ×Hd−1] , d odd . (2.42)

This is no longer the case in even dimensions due to conformal anomaly. Yet the

coefficient a in front of the log term of partition function

Z[Sd
q] = . . . + a log (ℓϵ) + . . . , d even , (2.43)

which is associated with Weyl anomaly and independent of regularization scheme, is

expected to be universal and invariant under Weyl rescaling

a[Sd
q] = a[S1

q ×Hd−1] , d even . (2.44)

This allows us to compute the log term of SRE on a sphere by studying the thermal

partition function on S1 × Hd−1. Note that the background gauge field A on Sd
q is

also invariant under the Weyl rescaling since the rescaling only affects the metric.

10

paper, we will focus on the SRE on four-sphere, which is related to the flat space

R4 by a conformal mapping. The entangling surface becomes the great two-sphere

under the mapping and the q-fold cover is the branched sphere S4
q .

Other than exploring the possibility of supersymmetric localization, the problem
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conformal invariance+ 
unitary transformation: 



Super-Renyi entropy in free limit 

The partition function Z(β) on                 can be computed by heat kernel of 
the Laplacian operator,                . 
 
 
 
 
 
 
 
 
 
 
 
for a complex scalar: 

 

for a Weyl fermion: 

The computation of non-supersymmetric Rényi entropy for a free field theory using

this mapping can be found in [42, 43]. As in the non-supersymmetric case [44], the

conformal mapping also allows us to identify the SRE of a general CFT on Sd with the

SRE across a spherical entangling surface in R1,d−1. In the case of strongly coupled

CFTs, this mapping allows one to relate Rényi entropy to the thermal entropy of the
dual AdS black hole [41,45]. The exact gravity dual of SRE in three dimensions was

found in [24, 25].

2.3 Supersymmetric Rényi entropy in free limit

In this section, we compute the SRE for N = 4 super Yang-Mills on S4
q (or a spherical

entangling surface in R1,3) in the free field limit. This computation can be extended
to N = 2 and N = 1 conformal field theories straightforwardly. After a conformal

mapping from S4
q to S1 ×H3, the problem becomes computing the thermal partition

function on a hyperbolic space, which can be solved using the heat kernel methods

[42]. Generalization to the case with nonvanishing gauge field is straightforward [41].

The partition function Z(β) on S1
β ×Hd can be computed from the heat kernel

of the Laplacian operator ∆

logZ(β) = 1
2 ∫

∞

0

dt

t
KS1×Hd(t) , (2.45)

where

K(t) ∶= Tr(e−t∆) = ∫ ddx
√
gK(x,x, t), K(x, y, t) ∶= ⟨x∣e−t∆∣y⟩ , (2.46)

and β = 2πq denotes the size of S1. The heat kernel on a product manifold can be

factorized
KS1×Hd(t) =KS1(t)KHd(t)e(d−1)2π2t , (2.47)

where the exponentiation is to eliminate the gap in the spectrum of the Laplacian
on Hd. The heat kernel on S1 is known as

KS1(t) = β√
4πt

∑
n≠0,∈Z

e
−β2n2

4t . (2.48)

The hyperbolic space H3 is homogeneous and therefore the volume V factorizes

KH3(t) = ∫ d3x
√
g KH3(x,x, t) ∶= V KH3(0, t) . (2.49)

The equal-point heat kernel on H3 for a complex scalar is known as

Kb
H3(0, t) = 2(4πt)d/2 e−(d−1)2π2t , d = 3 , (2.50)

while for a Weyl spinor the heat kernel is

Kf
H3(0, t) = 2(1 + t

2
)

(4πt)d/2 e−(d−1)2π2t , d = 3 . (2.51)
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2.3 Supersymmetric Rényi entropy in free limit

In this section, we compute the SRE for N = 4 super Yang-Mills on S4
q (or a spherical

entangling surface in R1,3) in the free field limit. This computation can be extended
to N = 2 and N = 1 conformal field theories straightforwardly. After a conformal

mapping from S4
q to S1 ×H3, the problem becomes computing the thermal partition

function on a hyperbolic space, which can be solved using the heat kernel methods

[42]. Generalization to the case with nonvanishing gauge field is straightforward [41].

The partition function Z(β) on S1
β ×Hd can be computed from the heat kernel

of the Laplacian operator ∆

logZ(β) = 1
2 ∫

∞

0

dt

t
KS1×Hd(t) , (2.45)

where

K(t) ∶= Tr(e−t∆) = ∫ ddx
√
gK(x,x, t), K(x, y, t) ∶= ⟨x∣e−t∆∣y⟩ , (2.46)

and β = 2πq denotes the size of S1. The heat kernel on a product manifold can be

factorized
KS1×Hd(t) =KS1(t)KHd(t)e(d−1)2π2t , (2.47)

where the exponentiation is to eliminate the gap in the spectrum of the Laplacian
on Hd. The heat kernel on S1 is known as

KS1(t) = β√
4πt

∑
n≠0,∈Z

e
−β2n2

4t . (2.48)

The hyperbolic space H3 is homogeneous and therefore the volume V factorizes

KH3(t) = ∫ d3x
√
g KH3(x,x, t) ∶= V KH3(0, t) . (2.49)

The equal-point heat kernel on H3 for a complex scalar is known as

Kb
H3(0, t) = 2(4πt)d/2 e−(d−1)2π2t , d = 3 , (2.50)

while for a Weyl spinor the heat kernel is

Kf
H3(0, t) = 2(1 + t

2
)

(4πt)d/2 e−(d−1)2π2t , d = 3 . (2.51)

11
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Turning on a constant background field

Aτ = µ/q (2.52)

along S1 gives the heat kernel a phase shift. Making use of the formulae above

(2.45)-(2.51), the free energy for a complex scalar on S1
β ×H3 can be computed

F b(β, µ) ∶= − logZb(β, µ) = −V ∑
n≠0,∈Z

1

2 ∫
∞

0
[dt
t

β√
4πt

e
−n2β2

4t
2(4πt)3/2 ] ei2nπµ . (2.53)

The free energy for a Weyl spinor can be obtained similarly 5

F f(β, µ) = V ∑
n≠0,∈Z

1

2 ∫
∞

0
[dt
t

β√
4πt

e
−n2β2

4t

2(1 + t
2)(4πt)3/2 ] ei(2πµ−π)n , (2.54)

where we have imposed anti-periodic boundary condition for the spinor at µ = 0.

Evaluating F b and F f explicitly, we get

F b
q (µ) ∶= F b(2πq,µ) = V (µ4 + 2µ3 + µ2 − 1

30
)

12πq3
, (2.55)

and

F f
q (µ) = −V [240µ4 − 120µ2 + (30 − 360µ2) q2 + 7

2880πq3
] . (2.56)

For fixed µ, one can compute the charged Rényi entropy for both scalar and spinor

using

Scharged
q = qF1(µ) −Fq(µ)

1 − q , (2.57)

while for SRE, µ is required to be a function of q with the constraint µ(q = 1) = 0
because of supersymmetry and therefore

Ssuper
q = qF1(0) − Fq(µ(q))

1 − q . (2.58)

One can easily see that when the field is neutral µ = 0, the charged and supersym-
metric Rényi entropies reduce to the non-supersymmetric one

Scharged
q = Ssuper

q = Snon-SUSY
q . (2.59)

As a consistent check, one can reproduce the known result of non-supersymmetric

Rényi entropy for free N = 4 super Yang-Mills (including 6 real scalars, 4 Weyl

spinors, 1 vector) [46] 6

Snon-SUSY
q = 6 × Sb

2
+ 4 × Sf + Sv = (1 + q + 7q2 + 15q3)V

48πq3
, (2.60)

5There is an additional overall minus sign compared to scalar.
6Note that we temporarily drop the overall group factor for the theory with SU(N) gauge group,

which is not relevant for the q-scaling behavior. This group factor needs to be recovered when we
compare the free field results with the localization results as well as the gravity results later.
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Evaluating F b and F f explicitly, we get

F b
q (µ) ∶= F b(2πq,µ) = V (µ4 + 2µ3 + µ2 − 1

30
)

12πq3
, (2.55)

and

F f
q (µ) = −V [240µ4 − 120µ2 + (30 − 360µ2) q2 + 7

2880πq3
] . (2.56)

For fixed µ, one can compute the charged Rényi entropy for both scalar and spinor

using

Scharged
q = qF1(µ) −Fq(µ)

1 − q , (2.57)

while for SRE, µ is required to be a function of q with the constraint µ(q = 1) = 0
because of supersymmetry and therefore

Ssuper
q = qF1(0) − Fq(µ(q))

1 − q . (2.58)

One can easily see that when the field is neutral µ = 0, the charged and supersym-
metric Rényi entropies reduce to the non-supersymmetric one

Scharged
q = Ssuper

q = Snon-SUSY
q . (2.59)

As a consistent check, one can reproduce the known result of non-supersymmetric

Rényi entropy for free N = 4 super Yang-Mills (including 6 real scalars, 4 Weyl

spinors, 1 vector) [46] 6

Snon-SUSY
q = 6 × Sb

2
+ 4 × Sf + Sv = (1 + q + 7q2 + 15q3)V

48πq3
, (2.60)

5There is an additional overall minus sign compared to scalar.
6Note that we temporarily drop the overall group factor for the theory with SU(N) gauge group,

which is not relevant for the q-scaling behavior. This group factor needs to be recovered when we
compare the free field results with the localization results as well as the gravity results later.
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where we have inserted the Rényi entropy for a vector field

Sv = (91q3 + 31q2 + q + 1)V
360πq3

. (2.61)

In the rest of the text, we will mainly focus on the SRE and for simplicity of notation

we denote it by Sq.

Now we are ready to compute the SRE of N = 4 super Yang-Mills theory. For
convenience, we extract the extra contribution in the SRE for each field ∆S ∶= Sq −
Snon-SUSY
q due to the non-vanishing µ. For a complex scalar

∆Sb(µ) = (µ + 1)2µ2V

12π(q − 1)q3 , (2.62)

while for a Weyl spinor

∆Sf(µ) = µ2 (−2µ2 + 3q2 + 1)V
24π(q − 1)q3 . (2.63)

Note that the vector field is neutral under the R-symmetry group.

As discussed in section 2.1, the conical singularity can be compensated by the

background gauge fields so that some of supercharges are preserved. These back-

ground gauge fields couple to U(1) R-currents. In the case of N = 4 SYM, there are

three independent U(1)’s as the Cartan subgroup of SO(6) R-symmetry. We denote

the three U(1)’s by U(1)i and the corresponding background fields by Ai ( chemical
potential µi is defined by Ai

τ and we will omit the subscript τ from now on). The

charges (k1, k2, k3) of the field components of N = 4 multiplet are listed in Table 1.

Table 1: charges under three U(1)’s

ψ1 ψ2 ψ3 ψ4 Aµ φ1 φ2 φ3

k1 +1
2 −1

2 −1
2 +1

2 0 +1 0 0
k2 −1

2
+1

2
−1

2
+1

2
0 0 +1 0

k3 −1
2 −1

2 +1
2 +1

2 0 0 0 +1

Because the complex scalars φi and Weyl spinors ψ1,2,3,4 of the N = 4 SYM couple

to a few different background gauge fields, we need to determine the effective chemical
potential µ, which follows from the weighted (by charges) sum of individual chemical

potentials µ = kiµi. Note that Killing spinors should couple to all background fields

Ai, although we did not distinguish different background fields when we were solving

Killing spinor equations. The charges of the chiral Killing spinors are given in Table 2
7, where SU(2)L × SU(2)R is the local rotation group on S4. As we can see, ξA and

ξ̄A are chiral and anti-chiral components of a Dirac spinor. We will discuss various
cases in which some of the Killing spinors survive and they are classified according

to how many background gauge fields are turned on.
7The values in the table follows from a similar table in [2], where the R-symmetry group has been
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We are now ready to compute the super-Renyi entropy of N=4 SYM. 
 
A single U(1): 
 
 
 
 
 
Two U(1)s (with equal values): 
 
 
 
 
 
Three U(1)s (different values): 
 

Table 2: charges of Killing spinors

SU(2)L SU(2)R k1 k2 k3
ξA 2 0 ±1

2 ±1
2 +1

2

χ̄Ȧ 0 2 ±1
2
∓1

2
+1

2

ξ̄A 0 2 ±1
2
±1

2
−1

2

χȦ 2 0 ±1
2 ∓1

2 −1
2

2.3.1 A Single U(1)

We first consider the case with a single background field (µ3 ≠ 0). The compensation

by gauge field is measured by kiAi (or equivalently kiµi). Since the chiral Killing
spinors have charges ∣k3∣ = 1

2
, the chemical potential can be determined from the

value of the background field (2.16)

µ3 = q − 1 . (2.64)

From Table 1 we see that there are two pairs of Weyl fermions charged ±1
2 respectively

and one complex scalar charged +1. Note that the contribution to SRE from fermions

(2.63) is an even function of the chemical potential. The SRE is computed by

Sq = Snon-SUSY
q + 4∆Sf(µ = q − 1

2
) +∆Sb(µ = q − 1) , (2.65)

and finally we obtain
Sq

S1

= 1 . (2.66)

Note that the ratio we discuss here is also the ratio of the universal terms since the
common factor, the volume V contains log divergence.

2.3.2 Two U(1)’s

Next we consider the case with two background fields of equal values (µ1 = µ2 ≠ 0).
The compensation is given by µ1(k1 + k2) and we have the effective charge given by

r = k1 +k2. To make the charged ( ∣k1 +k2∣ = 1 ) Killing spinors still satisfy equations

(2.7)(2.8), the values of chemical potentials should be

µ1 = µ2 = q − 1
2

. (2.67)

reduced to SU(2)RL ×SU(2)RR×SO(1,1)R. In our case, the internal space is no longer Lorentzian and
we have the Euclidean version SO(2)R instead, which can be chosen as U(1)3. We note that four of
the six real scalars are charged under the Cartan subgroup of SU(2)RL with each pair having the same
charge. So this Cartan subgroup is generated by the sum of the two generators of U(1)1 ×U(1)2,
while the Cartan of SU(2)RR is associated with the difference of the two.
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From Table 1 we see that there are two Weyl fermions charged ±1 respectively and

two complex scalars charged +1. The SRE reads
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q + 2∆Sf(µ = q − 1

2
) + 2∆Sb(µ = q − 1

2
) , (2.68)

and finally we obtain
Sq

S1

= 3q + 1
4q

. (2.69)

2.3.3 Three U(1)’s

Finally we consider the generic case with all three background U(1) fields turned on.

For the same reason in the two cases above, we can preserve the Killing spinors of

equivalent charge ∣k1 + k2 + k3∣ = 3
2
with the choice of chemical potentials

µ1 = (q − 1)a
3
, µ2 = (q − 1) b

3
, µ3 = (q − 1)(1 − a + b

3
) . (2.70)

We can define the effective charge r for all the charged fields

(q − 1
2
) r = kiµi . (2.71)

From Table 1 we see that, effective charges r of the four Weyl spinors are +1, −1+ 2a
3
,

−1 + 2b
3
and −1 + 2a+2b

3
. The three complex scalars are effectively charged +2a

3
, +2b

3

and 2 − 2a+2b
3

. The SRE is then given by

Sq = Snon-SUSY
q +∆Sf(µ = q − 1
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) +∆Sf(µ = (3 − 2a)(q − 1)

6
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) +∆Sf(µ = (3 − 2b − 2a)(q − 1)
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+ ∆Sb(µ = (q − 1)a

3
) +∆Sb(µ = (q − 1)b
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+ ∆Sb(µ = 1

3
(q − 1)(3 − a − b)) , (2.72)

and the q-dependence is

Sq

S1

= 1

27q2
(q2C2 + qC1 +C0) , (2.73)

with the coefficients

C2 = −a2(−3 + b) − a(−3 + b)2 + 3(9 − 3b + b2) ,
C1 = a2(2b − 3) + a (2b2 − 9b + 9) − 3(b − 3)b ,
C0 = −ab(a + b − 3) . (2.74)
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In the special case with all chemical potentials being equal (a = b = 1),

µ1 = µ2 = µ3 = q − 1
3

, (2.75)

the SRE is computed by

Sq = Snon-SUSY
q + 3∆Sf(µ = q − 1

6
) +∆Sf(µ = q − 1

2
) + 3∆Sb(µ = q − 1

3
) , (2.76)

and the ratio (2.73) becomes

Sq

S1

= 19q2 + 7q + 1
27q2

. (2.77)

2.4 Exact partition function on S4
q

In this section the exact partition function ofN = 4 super Yang-Mills on the branched

four-sphere is studied. In order to do this, we first construct N = 2 SCFT on a

resolved branched sphere and then compute its partition function using localization

technique. It turns out that the partition function on the branched sphere with back-

ground (2.67) and the one on an ellipsoid [10] are equal, as in the three-dimensional
case [23]. We also comment on partition functions in the generic backgrounds (2.70).

Finally we study the large N matrix models in the special case of N = 4 SYM on the

branched sphere with different types of backgrounds and work out the q-dependence

of their partition functions and SREs.

2.4.1 Supersymmetric resolved branched four-sphere

We recall that the branched four-sphere S4
q (2.6) has a conical singularity at θ = 0.

As a common recipe [47] to handle the singularity, one may instead study a sequence

of smooth resolved spaces Ŝ4
q(ϵ) (ϵ > 0 is small) and consider S4

q as the ϵ → 0 limit

of Ŝ4
q(ϵ). In order to see how the resolving is introduced, we first turn to the 4d

ellipsoid, which is defined by the embedding equation in R5 (b ∶= (ℓ̃/ℓ)1/2),
x2
0

ℓ2
+ x

2
1 + x2

2

ℓ̃2
+ x2

3 + x2
4

ℓ2
= 1 . (2.78)

In particular, for ℓ̃ = qℓ, the metric of the ellipsoid is obtained using (2.5) (with ℓ→ qℓ

for x1, x2),

ds2 = f(θ)2 dθ2 + ℓ2(q2 sin2 θ dτ 2 + cos2 θ(dφ2 + sin2 φdχ2)) , (2.79)

where f(θ) =√ℓ2(sin2 θ + q2 cos2 θ). The difference between the singular metric (2.6)

and the smooth one (2.79), implies that we should resolve the singular metric by

adding a factor fϵ(θ). Thus the metric of Ŝ4
q(ϵ) is given by

ds2 = fϵ(θ)2 dθ2 + ℓ2(q2 sin2 θ dτ 2 + cos2 θ(dφ2 + sin2 φdχ2)) , (2.80)
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From Table 1 we see that there are two Weyl fermions charged ±1 respectively and

two complex scalars charged +1. The SRE reads

Sq = Snon-SUSY
q + 2∆Sf(µ = q − 1

2
) + 2∆Sb(µ = q − 1

2
) , (2.68)

and finally we obtain
Sq

S1

= 3q + 1
4q

. (2.69)

2.3.3 Three U(1)’s

Finally we consider the generic case with all three background U(1) fields turned on.

For the same reason in the two cases above, we can preserve the Killing spinors of

equivalent charge ∣k1 + k2 + k3∣ = 3
2
with the choice of chemical potentials

µ1 = (q − 1)a
3
, µ2 = (q − 1) b

3
, µ3 = (q − 1)(1 − a + b

3
) . (2.70)

We can define the effective charge r for all the charged fields

(q − 1
2
) r = kiµi . (2.71)

From Table 1 we see that, effective charges r of the four Weyl spinors are +1, −1+ 2a
3
,

−1 + 2b
3
and −1 + 2a+2b

3
. The three complex scalars are effectively charged +2a

3
, +2b

3

and 2 − 2a+2b
3

. The SRE is then given by

Sq = Snon-SUSY
q +∆Sf(µ = q − 1

2
) +∆Sf(µ = (3 − 2a)(q − 1)

6
)

+ ∆Sf(µ = (3 − 2b)(q − 1)
6

) +∆Sf(µ = (3 − 2b − 2a)(q − 1)
6

)
+ ∆Sb(µ = (q − 1)a

3
) +∆Sb(µ = (q − 1)b

3
)

+ ∆Sb(µ = 1

3
(q − 1)(3 − a − b)) , (2.72)

and the q-dependence is

Sq

S1

= 1

27q2
(q2C2 + qC1 +C0) , (2.73)

with the coefficients

C2 = −a2(−3 + b) − a(−3 + b)2 + 3(9 − 3b + b2) ,
C1 = a2(2b − 3) + a (2b2 − 9b + 9) − 3(b − 3)b ,
C0 = −ab(a + b − 3) . (2.74)
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Exact partition function on resolved 4-sphere 

In the special case with all chemical potentials being equal (a = b = 1),

µ1 = µ2 = µ3 = q − 1
3

, (2.75)

the SRE is computed by

Sq = Snon-SUSY
q + 3∆Sf(µ = q − 1

6
) +∆Sf(µ = q − 1

2
) + 3∆Sb(µ = q − 1

3
) , (2.76)

and the ratio (2.73) becomes

Sq

S1

= 19q2 + 7q + 1
27q2

. (2.77)
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In particular, for ℓ̃ = qℓ, the metric of the ellipsoid is obtained using (2.5) (with ℓ→ qℓ

for x1, x2),

ds2 = f(θ)2 dθ2 + ℓ2(q2 sin2 θ dτ 2 + cos2 θ(dφ2 + sin2 φdχ2)) , (2.79)

where f(θ) =√ℓ2(sin2 θ + q2 cos2 θ). The difference between the singular metric (2.6)

and the smooth one (2.79), implies that we should resolve the singular metric by

adding a factor fϵ(θ). Thus the metric of Ŝ4
q(ϵ) is given by
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where fϵ (θ) is a smooth function satisfying

fϵ (θ) =
⎧⎪⎪⎨⎪⎪⎩
qℓ , θ → 0

ℓ , ϵ < θ ≤ π
2
.

(2.81)

As we shall see, with appropriate background fields turned on, the resolved space

(2.80) allows Killing spinors. For later convenience, from now on we switch to the

coordinates (ρ,η, τ,χ), in which τ,χ remains intact but ρ,η are related to θ,φ by the

transformations

sin θ = sin η sinρ ,

tanφ = cos η tanρ . (2.82)

The metric then becomes

ds2 = ℓ2 sin2 ρ(q2 sin2 ηdτ 2 + cos2 ηdχ2) + (F sinρdη +Hdρ)2 +G2dρ2 , (2.83)

where F,G,H are functions of η,ρ. Their explicit forms, together with vielbein and

spin connection are given in Appendix C. Now we study the Killing spinor equations

on the resolved branched sphere (2.83). The strategy is to require the Killing spinor

on a round sphere to remain a solution on the resolved space and we search for the

appropriate background configuration for that to happen. Then the Killing spinor
equations can be turned into a set of linear algebraic equations of the background

fields which have nontrivial solutions.

Following the setup in [10], we shall construct N = 2 theories with R-symmetry

group SU(2)R ×U(1)R on the resolved branched sphere (2.83). Particularly we use

a non-Abelian background SU(2)R gauge field and 2-rank tensor fields T ab, T̄ ab to

compensate the deviation from the round sphere. The Killing spinor equations consist
of main equation and auxiliary equation. The former set is essentially extended (2.7)

in the 2-spinor notation 8

DµξA + T abσabσµξ̄A = −iσµξ̄′A ,

Dµξ̄A + T̄ abσ̄abσ̄µξA = −iσ̄µξ′A , (2.84)

where T ab, T̄ ab are self-dual and anti-self-dual real background tensor fields, respec-
tively. The covariant derivatives Dµ are defined with background SU(2)R gauge field

Vµ
A
B in addition to the spin connection Ωab

µ
9,

DµξA ≡ ∂µξA + 1

4
Ωab

µ σabξA + iξBVµ
B
A ,

Dµξ̄A ≡ ∂µξ̄A + 1

4
Ωab

µ σ̄abξ̄A + iξ̄BVµ
B
A . (2.85)

8We use the same notations as that used in [10], see Appendix A. The decomposition of 4-spinor
to 2-spinor is shown in Appendix B.

9In this subsection, vielbein and spin connection we take are shown in Appendix C, which are
different from those in Section 2.1.2.
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Following the set up in arXiv:1206.6359 by Hama&Hosomichi, one can 
construct 4D N=2 gauge theory on the resolved sphere. 
The particular N=4 SYM case in           limit reduce to two U(1)s with equal 
values we have just discussed, 
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four-sphere is studied. In order to do this, we first construct N = 2 SCFT on a
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technique. It turns out that the partition function on the branched sphere with back-

ground (2.67) and the one on an ellipsoid [10] are equal, as in the three-dimensional
case [23]. We also comment on partition functions in the generic backgrounds (2.70).
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branched sphere with different types of backgrounds and work out the q-dependence

of their partition functions and SREs.

2.4.1 Supersymmetric resolved branched four-sphere

We recall that the branched four-sphere S4
q (2.6) has a conical singularity at θ = 0.

As a common recipe [47] to handle the singularity, one may instead study a sequence
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q(ϵ) (ϵ > 0 is small) and consider S4
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ellipsoid, which is defined by the embedding equation in R5 (b ∶= (ℓ̃/ℓ)1/2),
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In particular, for ℓ̃ = qℓ, the metric of the ellipsoid is obtained using (2.5) (with ℓ→ qℓ

for x1, x2),

ds2 = f(θ)2 dθ2 + ℓ2(q2 sin2 θ dτ 2 + cos2 θ(dφ2 + sin2 φdχ2)) , (2.79)

where f(θ) =√ℓ2(sin2 θ + q2 cos2 θ). The difference between the singular metric (2.6)

and the smooth one (2.79), implies that we should resolve the singular metric by

adding a factor fϵ(θ). Thus the metric of Ŝ4
q(ϵ) is given by

ds2 = fϵ(θ)2 dθ2 + ℓ2(q2 sin2 θ dτ 2 + cos2 θ(dφ2 + sin2 φdχ2)) , (2.80)
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(2.93) with the r.h.s. set to zero. The homogeneous equations are insensitive to the

metric and remain the same as those in [10]. With a properly chosen homogeneous

solution, a simple special solution to (2.92)(2.93) is given by (τ 2η ≡ iτ 1η τ 3)

T = 1

4
( 1
F
− 1

G
)τ 1η + H

4FG
τ 2η , T̄ = 1

4
( 1
F
− 1

G
)τ 1η − H

4FG
τ 2η ,

S = −1
4
( 1
F
+ 1

G
)τ 1η − H

4FG
τ 2η , S̄ = −1

4
( 1
F
+ 1

G
)τ 1η + H

4FG
τ 2η , (2.99)

and

ξṼ1 = cos η csc ρ (G − F ) − sin η cot ρH
2FG

τ 1ηξ − sin η [cot ρ(F −G) + csc ρ tan ηH]
2FG

τ 2η ξ ,

ξṼ2 = sin η csc ρ (G − F ) + cos η cot ρH
2FG

τ 1η ξ + cos η [cotρ(F −G) + cscρ tan ηH]2FG
τ 2η ξ ,

ξṼ3 = Ω
34
3 F − cot ρ

2F
τ 3ξ , ξṼ4 = Ω

34
4 F G + cotρH

2FG
τ 3ξ . (2.100)

Note that T, T̄,S and S̄ can be obtained from the solution on ellipsoid [10] by

replacing the variables f, g, h (whose explicit forms can be found in (C.7)) by F,G,H .

However, that is not the case for the background gauge field Ṽ. On the other hand,
when fϵ(θ) is chosen to be

√
ℓ2(sin2 θ + q2 cos2 θ), the background becomes that of

ellipsoid.

The remaining background scalar field M can be determined straightforwardly.

In 2 × 2 matrix notations, the auxiliary equation (2.86) becomes

−4 cot ρ
2
(σµDµS̄ −DµTσ

µ)τ 1η − 4σµS̄T̄σ̄µ

= 4 tan
ρ

2
(σ̄µDµS −DµT̄σ̄

µ)τ 1η − 4σ̄µSTσµ = M ⋅ 1 . (2.101)

Plugging in the special solution above (2.99)(2.100) we can see that terms with

derivatives on F,G,H all cancel and M is given by

M = 1

F 2
−

1

G2
+

H2

F 2G2
−

4

FG
. (2.102)

Branched sphere limit In the singular limit ϵ→ 0, we get to the branched sphere
which has

F = G = ℓ , H = 0 . (2.103)

One can immediately see that, in this limit all the fields in (2.99)(2.100) vanish except

for S and S̄. 10 The only nontrivial background gauge field is

Vτ
A
B = −V [3]τ τ 3 = AU(1)J

τ ( 1 0
0 −1

) , A
U(1)J
τ = q − 1

2
, (2.104)

10S and S̄ return to their values on a round sphere.

20

which is exactly the background we worked out before (2.33). We use U(1)J to denote

the Cartan subgroup of SU(2)R.

In the case of N = 4 SYM in the supersymmetric background (2.99)(2.100), we
shall identify the singular limit as the theory on the branched sphere with two equal

U(1) chemical potentials turned on. The latter has been discussed in Section 2.3.2

in details. Gauge fields of N = 2 R-symmetry subgroups U(1)J and U(1)R are linear

combinations of Ai since both can be embedded in U(1)3. The coefficients of Ai

can be obtained by tracing the transformation properties of the scalars. The N = 4
SYM consists of one N = 2 vector multiplet and one N = 2 hypermultiplet. Each
of the three complex scalars represents one of U(1)i (i = 1,2,3), with the charges

listed in Table 1. Following the conventions in [10], the vector multiplet consists of a

gauge field, 2 Weyl fermions and 2 scalars (Aµ,λαA, λ̄α̇A,φ, φ̄) and the hypermultiplet

consists of 4 scalars and 2 Weyl fermions (qAI ,ψαI , ψ̄α̇I ) (I = 1,2). From Table 1, the

complex scalar φ (identified as φ3) is only charged under U(1)3, which can then be

identified as U(1)R. 11 We note that the charged complex scalar has U(1)R charge +2

and k3 = +1. As a result of the different normalization, the gauge fields are related
in the following way

A3 = 2AU(1)R . (2.105)

The scalars qAI transform as a doublet of SU(2)R and they have opposite charges

under Cartan subgroup U(1)J of SU(2)R. We can identify q11 as φ1 and q†
21 as φ2.

From Table 1, these two scalars have charges k1 = +1 and k2 = +1 respectively. Hence

we can fix the coefficients of the linear combination

AU(1)J = 1
2
(A1
+A2) . (2.106)

There is another combination 1
2(A1

− A2), which is not in the N = 2 R-symmetry

group. So the current N = 2 background corresponds to the case of A1 = A2. Com-

bining these, we can see that the singular limit of background configuration (2.104)
give

A1 = A2 = q − 1
2

, (2.107)

which precisely agrees with (2.67).

2.4.2 Localization on resolved branched four-sphere

The background (2.99)(2.100) allows Killing spinor solutions (2.87) on the resolved

branched sphere. With the corresponding supercharge Q, we can compute the parti-

tion function of N = 2 supersymmetric gauge theories using localization techniques.

Since the procedure is insensitive to the resolving factor fϵ(θ) and the specific forms

11Note that, in order to turn on U(1)R, we have to temporarily relax the reality condition for φ
and φ̄.
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as O(x2) or faster. Up to this order, the only nonvanishing background field is the

tensor field T and it reduces to the value at the pole

T ≃ [1
4
( 1
F
−

1

G
)τ 1η + H

4FG
τ 2η ] ∣

ρ=0
= 1
4
( 1
f
−
1

g
)τ 1η + h

4fg
τ 2η ∣

ρ=0, ℓ̃=qℓ
. (2.130)

The second equality follows from the explicit forms of F,G,H and f, g, h (see (C.3)
and (C.7) in Appendix C). One can show that locally the background fields take the

same form of the Omega background with ϵ1 = ℓ−1, ϵ2 = (qℓ)−1
TΩ ≡ 1

2
TΩ
µνdx

µdxν = 1

16
( 1
qℓ
−
1

ℓ
)(dx1dx2 − dx3dx4) ,

VΩ = T̄Ω =MΩ = 0 . (2.131)

Therefore the instanton contribution is essentially given by the Nekrasov’s instanton

partition function Zinst(ϵ1, ϵ2, a0, τ), where τ = θ
2π +

4π
g2
YM

i. Similarly, we get instanton

contribution from the south pole Zinst(ϵ1, ϵ2, a0, τ̄).
Putting all the pieces together, the partition function on the resolved sphere is

Z = ∫ ∏
i

d(â0)i e− 8π2

g2
YM

Tr(â20)∏α∈∆+Υq(iâ0 ⋅ α)Υq(−iâ0 ⋅ α)
∏I∏ρ∈RI Υq(iâ0 ⋅ ρ + Q

2
) ∣Zinst∣2 , (2.132)

where I denotes different types of hypermultiplet matter. Note that the partition

function is independent of the resolving function fϵ and therefore we can take the

limit ϵ→ 0 and obtain the partition function on the branched sphere S4
q

Zq = Zϵ→0 = Z . (2.133)

2.4.3 Other supersymmetric backgrounds

It is not clear to us how localization can be performed in a generic supersymmetric

background (2.70), which also allows Killing spinors. We will instead assume that

localization can be done and present a somewhat ad hoc method to compute the

one-loop determinant for N = 4 SYM. We propose that one-loop determinant can

be obtained by simply shifting the unmatched fermionic and bosonic eigenvalues
according to the change of U(1) background gauge fields. It is natural to expect the

classical contribution to remain the same. The instanton contribution is more subtle

but fortunately it can be neglected in the large N limit.

Our strategy is to consider the contribution from each N = 1 multiplet. The

N = 2 hypermultiplet consists of two N = 1 chiral multiplets while the N = 2 vector

multiplet consists of one chiral and one vector multiplets from the N = 1 point of
view. Note that the R-charge r of each N = 1 multiplet 13 is determined by

(q − 1
2
) r = kiAi . (2.134)

13For simplicity, we will continue to use the term R-charge even though it is essentially a linear
combination of the R-charge and the flavor charges.
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Large N  (planar limit) 

The effect of gauge transformation will be discussed later and we will temporarily

take the gauge group to be Abelian. Killing vector vµ∂µ as a bilinear of ξ̄A, ξA can

be computed

2ξ̄Aσ̄µξA ∂µ = 1

qℓ
∂τ +

1

ℓ
∂χ. (2.124)

Plugging in Ωnab given in (C.4) one can further show Lab = 0. From the explicit

Killing spinor solutions (2.87), we get w = Θ = 0. With the use of the main equation

(2.84), we can express the SU(2)R parameter ΘA
B in terms of Sab, S̄ab and V A

B.

Substituting in (2.91) and (2.100), we get

Θ̂A
B = ( − 1

2qℓ
−

1

2ℓ
) ⋅ (τ 3)AB. (2.125)

In summary, the action of H on the resolved branched space is essentially identical

to that on an ellipsoid. This is particularly clear near the poles where ρ = 0,π. As
we can see from the behavior of fϵ(θ) (2.81), functions F,G,H given in (C.3) return

to f, g, h (as a result of fϵ → qℓ) and Ŝ4
q turns into an ellipsoid.

For non-Abelian gauge group G, a0 is in the Cartan subalgebra and there is an

extra factor for the index (2.116)

rankG + ∑
α∈∆

eta0⋅α . (2.126)

Obviously, this factor is independent of the geometry of the manifold.

Partition function To summarize, the one-loop determinant for the vector

multiplet should be the same as that on an ellipsoid with deformation parameter
b =√q,

Detvec =
√

detKfermion

detKboson

= ∏
α∈∆+

Υq(iâ0 ⋅ α)Υq(−iâ0 ⋅ α)(â0 ⋅ α)2 , (2.127)

where â0 ≡ ℓ√qa0 and Υq(x) is defined to regularize the following infinite products

Υq(x) = ∏
m,n≥0

(mq1/2 + nq−1/2 +Q − x)(mq1/2 + nq−1/2 + x) , Q ≡√q + 1√
q
. (2.128)

We can also introduce matter to the theory. The components of the N = 2

hypermultiplet matter are localized at the origin [10]. The one-loop determinant can

be computed the same way as before and the final result should be the same as that
on an ellipsoid with b =√q. For N = 2 hypermultiplet in representation R we have

Dethyp =∏
ρ∈R

Υq(iâ0 ⋅ ρ + Q
2 )−1 . (2.129)

Let us now consider the contribution from the instantons localized at two poles.
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G(x, y) = Γ3 (xq1/2 + yq−1/2 + iâ0 ⋅ α, ω⃗3)Γ3 (xq1/2 + yq−1/2 − iâ0 ⋅α, ω⃗3) . (2.145)

In the particular case with a = b = 1, (2.144) reduces to

Detvec+hyp = ∏
α∈∆+

1

(â0 ⋅ α)2
G(2,1)
G(0,0) × [

G(2
3
, 1
3
)

G(43 , 23)]
3
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We will see that both (2.144) and (2.146) have simple behaviors, to the leading order
in the large eigenvalue expansion.

2.4.4 Partition function in the large N limit

In Section 2.4.2, we have shown that the path integral of N = 2 gauge theory on

branched sphere S4
q with two U(1) background fields (2.107) can be localized in

the Coulomb branch to a finite-dimensional matrix integral. We are particularly

interested in the special case of N = 4 theory with hypermultiplet in the adjoint rep-

resentation of gauge group SU(N). Our goal in this section is to study the resulting

matrix model in the large N limit. By â0 ⋅ ρ = â0 ⋅ α, the matrix integral (2.132) of
N = 4 theory can be written as

Z = ∫ ∏
i

d(â0)ie− 8π2N
λ

Tr(â20) ∏
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Υq(iâ0 ⋅α)Υq(−iâ0 ⋅ α)
Υq(iâ0 ⋅ α + Q

2 )Υq(−iâ0 ⋅ α + Q
2 ) ∣Zinst∣2 ,(2.147)

where λ = g2YMN is the ’t Hooft coupling and the instanton contributions ∣Zinst∣2
become negligible at large N due to exponential suppression [32]. From now on we

will set Zinst = 1.
In the planar limit, the matrix integral (2.147) is governed by the saddle point.

In terms of the eigenvalue density

ρ(x) = 1

N
∑
i

δ(x − (â0)i) , (2.148)

the saddle point equations are equivalent to a singular integral equation

⨏
µ

−µ
dy ρ(y)K(x − y) = 8π2

λ
x . (2.149)

The function K(x) here is defined as

K(x) = 1
2
∂x log( Υq(ix)Υq(−ix)

Υq(ix + Q
2
)Υq(−ix + Q

2
)) . (2.150)

17See Appendix E for the definitions of multiple Gamma functions.
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2 )Υq(−iâ0 ⋅ α + Q
2 ) ∣Zinst∣2 ,(2.147)

where λ = g2YMN is the ’t Hooft coupling and the instanton contributions ∣Zinst∣2
become negligible at large N due to exponential suppression [32]. From now on we

will set Zinst = 1.
In the planar limit, the matrix integral (2.147) is governed by the saddle point.

In terms of the eigenvalue density

ρ(x) = 1

N
∑
i
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δ(x − (â0)i) , (2.148)

the saddle point equations are equivalent to a singular integral equation

⨏
µ

−µ
dy ρ(y)K(x − y) = 8π2

λ
x . (2.149)

The function K(x) here is defined as

K(x) = 1
2
∂x log( Υq(ix)Υq(−ix)

Υq(ix + Q
2
)Υq(−ix + Q

2
)) . (2.150)

17See Appendix E for the definitions of multiple Gamma functions.

28

Recall that Υq(x) can be decomposed as Barnes double gamma functions

Υq(x) = ∏
m,n≥0

(mq1/2 + nq−1/2 + x)(mq1/2 + nq−1/2 +Q − x)
= 1

Γ2[x, (q1/2, q−1/2)] Γ2[Q − x, (q1/2, q−1/2)] . (2.151)

At large ∣x∣, Barnes double gamma function can be expanded as 18

logΓ2[x, (a, b)] = − 1

2ab
x2 logx +

3

4ab
x2
+
1

2
(1
a
+
1

b
) (x log x − x)

−( 1
12
(a
b
+
b

a
) + 1

4
) logx +⋯ . (2.152)

Then at large x, K(x) becomes

K(x) = (1 + q)2
4q

1

x
+
(q2 − 1)2
96q2

1

x3
+O(x−4) . (2.153)

When q → 1, all the higher terms vanish, K(x) becomes 1
x and the saddle point

equation (2.149) returns to that of N = 4 SYM on round sphere S4

⨏
µ

−µ
dy ρ(y) 1

x − y
= 8π2

λ
x . (2.154)

To leading order in the large x expansion (2.153), the q-dependence of K(x) is simply

factorized

K(x) ≈ Q2

4

1

x
, Q =√q + 1√

q
. (2.155)

Notice that ∫ dy ρ(y) is always order one and therefore the large x expansion is

essentially the large λ expansion by requiring consistent scalings of x and λ in the

saddle point equation.
From now on we take this leading order approximation and then the saddle point

equation (2.149) becomes that of N = 4 SYM on S4 with a rescaled ’t Hooft coupling

⨏
µ

−µ
dy ρ(y) 1

x − y
= 8π2

λ̃
x , λ̃ = Q2

4
λ . (2.156)

This saddle point equation (2.156) is solved by Wigner’s semicircle

ρ(x) = 8π
λ̃

√
µ2
− x2 , (2.157)

where the width µ is determined by the normalization condition

1 = 4π2µ2

λ̃
, µ =

√
λ̃

2π
=
√
λ

4π
Q . (2.158)

18The large x expansion of logΓn(x, ω⃗) is given in Appendix E.
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18The large x expansion of logΓn(x, ω⃗) is given in Appendix E.
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With this solution, the large N free energy on S4
q can be computed by

Fq = − logZq

= 8π2N2

λ ∫
µ

−µ
ρ(x)x2dx −

N2

2

Q2

4 ∫
µ

−µ
ρ(x)⨏ µ

−µ
ρ(y) log(x − y)2dxdy . (2.159)

The first term of (2.159) is evaluated to be

8π2N2

λ ∫
µ

−µ
ρ(x)x2dx = 1

2
N2 λ̃

λ
. (2.160)

Using the identity

⨏
µ

−µ

√
µ2
− y2 log ∣x − y∣dy = π

2
(x2
−
µ2

2
+ µ2 log

µ

2
) (2.161)

to simplify the second term of (2.159), the final relevant log term of free energy can

be obtained

Fq = −1
2
N2 λ̃

λ
log λ̃ = −1

2
N2Q

2

4
log λ̃ . (2.162)

One can check that, at q = 1, λ̃ = λ and (2.162) is exactly the result of N = 4 SYM

on round sphere. In the strong ’t Hooft coupling limit, the q-dependence inside the
log in (2.162) is negligible and therefore the q-dependence of free energy Fq simply

factorizes

Fq = Q
2

4
F1 = 1

4
(√q + 1√

q
)2F1 . (2.163)

The SRE is then obtained as
Sq

S1

= 3q + 1
4q

. (2.164)

Both free energy and SRE precisely agree with the results of free field computation,

which implies that both of them are protected. Indeed the coefficient of the log
in the q → 1 limit is associated with the Weyl anomaly and independent of the

coupling. Our exact result (2.162) suggests that the universal part of the free energy

on q-branched sphere S4
q is also independent of the coupling constant.

Now let us turn to the partition functions in the other backgrounds, with a single

U(1) field (2.64) and three U(1) fields (2.70) turned on, respectively. In either case,

classical part should be the same as (2.111) since it does not depend on the R-charge
coupling. The one-loop determinant in the first case remains the same as on a round

sphere, as discussed in Section 2.4.3. Neglecting the instanton contribution in the

large N limit, the saddle point equation takes the form of N = 4 SYM on S4 (2.154).

Therefore one can easily see that both the free energy and SRE are q-independent

Fq = F1 , Sq = S1 , (2.165)
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With this solution, the large N free energy on S4
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to simplify the second term of (2.159), the final relevant log term of free energy can
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One can check that, at q = 1, λ̃ = λ and (2.162) is exactly the result of N = 4 SYM
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Both free energy and SRE precisely agree with the results of free field computation,
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Log divergence can be recovered:   Russo&Zarembo ’12 
 
 
The universal log term 
 
 
Super-Renyi entropy 
 
 
which agrees with heat kernel result in the free limit. 
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2See e.g. [32] for the relation between the divergent and the finite parts of the free energy on a
round sphere.
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2.3. STU topological black hole in AdS5 



Euclidean black hole with boundary 
In Lorentzian first, solution in 5D N=2 gauged SUGRA  Behrnd,Cvetic,Sabran ’98  
 
 
 
 
 
 
 
 
We focus on m=0, k=-1. And it can be checked that, it is a BPS solution. 
To study this BH, we define rescaled charges 
 
 
 
It turns out that, all other physical quantities can be expressed as function of κ 
only, including horizon, temperature, total charge, entropy and so on. 

Now we move on to the background (2.70) with three U(1) chemical potentials

turned on. The one-loop determinant in this case is given by (2.144). To the leading

order in large x expansion, the kernel K(x) in equation (2.149) now becomes 19

K(x) ≈ [a(q − 1) − 3q][b(q − 1) − 3q][a(q − 1) + b(q − 1) + 3]
27q2

1

x
, (2.166)

and consequently the free energy has the following scaling behavior

Fq = [a(q − 1) − 3q][b(q − 1) − 3q][a(q − 1) + b(q − 1) + 3]
27q2

F1 . (2.167)

It is not difficult to show that the SRE scales exactly the same as (2.73). In the

special case of three equal U(1) fields (a = b = 1), q scaling of the free energy now

becomes

Fq = (2q + 1)3
27q2

F1 , (2.168)

and the SRE scales like
Sq

S1

= 19q2 + 7q + 1
27q2

. (2.169)

As we can see, in every case the strong coupling results (2.165)(2.164)(2.167) precisely

agree with the free field results (2.66)(2.69)(2.73).

3. Five-dimensional R-charged Topological Black Hole

Now we search for gravity duals for the four-dimensional superconformal field the-

ories on S4
q . As discussed before, the rigid supersymmetry on S4

q requires addi-

tional background fields, which couple to the conserved R-currents. For simplicity,

we want to restrict ourselves to Abelian R-currents. The R-symmetry group of
N = 4 super Yang-Mills is SO(6) and its maximal Abelian subgroup is the Cartan

U(1) × U(1) × U(1). Adding R-symmetry backgrounds ( physically interpreted as

chemical potentials ) in field theory corresponds to adding R-charges on the gravity

side. Due to the conical singularity on S4
q, it is easier to search for gravity duals for

field theories on the conformally equivalent space S1
q ×H

3. In this section, we focus

on the candidates for the gravity duals, which are the charged AdS topological black
hole solutions in five-dimensional N = 2 STU gauged supergravity theory.

3.1 Five-dimensional N = 2 gauged supergravity

Five-dimensional N = 2 supergravity theories can be realized as eleven-dimensional

supergravity compactified on Calabi-Yau three-folds [48,49]. The massless spectrum

of the compactified theory contains nV = h(1,1)−1 vector multiplet and nH = h(2,1)+1
19The large x expansion of triple Gamma function can be found in (E.4).
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3.2 STU black hole

The STU model is a special case of the N = 2 gauged supergravity and it is given by

V =X1X2X3 = 1 . (3.6)

Then we get GIJ from (3.5)

GIJ = 1
2

⎛⎜⎜⎝
(X1)−2 (X2)−2 (X3)−2

⎞⎟⎟⎠ , (3.7)

and with VI = 1
3
we get the potential

V = 2( 1

X1
+

1

X2
+

1

X3
) . (3.8)

The three-charge non-extremal black hole solution is described by the metric

ds2 = −H−4/3f(r)dt2 +H2/3 ( 1

f(r)dr2 + r2dΣ3,k) ,

f(r) = k − m

r2
+
r2

L2
H2 , H2 =H1H2H3 , Hi = 1 + Qi

r2
, (3.9)

as well as the scalars and the gauge fields

X i = H2/3

Hi

, Ai = [
√

k +
m

Qi

( 1

Hi

− 1) − µ̂i]dt . (3.10)

The parameter k specifies the spatial curvature of dΣ3,k. For flat space R3 and

three-sphere S3, k takes the values of 0 and +1 respectively. For hyperbolic space

H3, k = −1. This particular solution in the STU model is found by Behrnd, Cvetic

and Sabran [51]. This solution with three U(1) charges can also be obtained by S5-
reduction of the ten-dimensional gravity solution coming from spinning D3 branes [52–

54]. 22

We are particularly interested in the extremal limit m = 0 and k = −1 (boundary

being S1
×H3). This is a topological BPS black hole as it is a special case of (D.1).

Define the rescaled charges Qi as

κi ∶= Qi

r2h
, (3.11)

where rh is the largest root of the equation

f(rh) = 0 . (3.12)

22The number of independent angular momenta is exactly the rank of the isometry group SO(6)
of the six-dimensional space transverse to the branes.
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Physical quantities 

Then κi satisfy the relation

(1 + κ1)(1 + κ2)(1 + κ3) r2h
L2
= 1 , (3.13)

which shows the black hole horizon is determined by the rescaled charges. The

Hawking temperature of the STU metric (3.9) can be expressed as

T = 1 − κ1κ2 − κ1κ3 − κ2κ3 − 2κ1κ2κ3(1 + κ1)(1 + κ2)(1 + κ3) T0 , T0 = 1

2πL
. (3.14)

The Bekenstein-Hawking entropy is given by the outer horizon area

SBH = A

4G5

= V3L3

4G5

1(1 + κ1)(1 + κ2)(1 + κ3) , (3.15)

where V3 is the volume of unit hyperbolic space. The three total charges are computed

by Gauss law23

Q̂i = V3

8πG5

iQi ∶= V3 ρi , (3.16)

Here we have taken into account the scalar profile. Using charge-horizon relation, Q̂i

can be further expressed as

Q̂i = V3L2

8πG5

iκi(1 + κ1)(1 + κ2)(1 + κ3) . (3.17)

The chemical potentials conjugate to the charge densities ρi are determined by re-

quiring the gauge potentials vanishing at the horizon Ai ∣r=rh = 0 24

µ̂i = Ai
t ∣r→∞ = i

κ−1i + 1
. (3.18)

We have expressed T,SBH, Q̂i, µ̂i in terms of κ1,κ2,κ3 with constant coefficients. It

strongly implies that all physical quantities we might compute from this system will
solely depend on the rescaled charges. From now on we only use the rescaled charges

κi as variables.

4. TBH5/qSCFT4 Correspondence

In this section we show that the gravity dual of N = 4 super Yang-Mills on branched

sphere S4
q is the charged topological STU black hole. This correspondence is proposed

23It can also be computed by 1

16πG5
∫ j0, where jµ is the conjugate momentum jµ = −√gF rµ for

the canonical Maxwell action.
24In order to compare with the chemical potential in field theory, one has to take into account

the Wick rotation, because so far we proceed in Lorentz signature for black hole.
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SBH = A

4G5

= V3L3

4G5

1(1 + κ1)(1 + κ2)(1 + κ3) , (3.15)

where V3 is the volume of unit hyperbolic space. The three total charges are computed

by Gauss law23

Q̂i = V3

8πG5

iQi ∶= V3 ρi , (3.16)

Here we have taken into account the scalar profile. Using charge-horizon relation, Q̂i

can be further expressed as

Q̂i = V3L2

8πG5

iκi(1 + κ1)(1 + κ2)(1 + κ3) . (3.17)

The chemical potentials conjugate to the charge densities ρi are determined by re-

quiring the gauge potentials vanishing at the horizon Ai ∣r=rh = 0 24

µ̂i = Ai
t ∣r→∞ = i

κ−1i + 1
. (3.18)

We have expressed T,SBH, Q̂i, µ̂i in terms of κ1,κ2,κ3 with constant coefficients. It

strongly implies that all physical quantities we might compute from this system will
solely depend on the rescaled charges. From now on we only use the rescaled charges

κi as variables.

4. TBH5/qSCFT4 Correspondence

In this section we show that the gravity dual of N = 4 super Yang-Mills on branched

sphere S4
q is the charged topological STU black hole. This correspondence is proposed

23It can also be computed by 1

16πG5
∫ j0, where jµ is the conjugate momentum jµ = −√gF rµ for

the canonical Maxwell action.
24In order to compare with the chemical potential in field theory, one has to take into account

the Wick rotation, because so far we proceed in Lorentz signature for black hole.
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2.4. TBH5/qSCFT4 correspondence 



Holographic super-Renyi entropy 

First express κ in term of q, therefore everything is in terms of q.  
 
 
Then use the formula  YZ-Huang-Rey ’14 
 
 
 
 
which can be derived from 

based on the fact that the R-symmetry background fields on S4
q, which are neces-

sary to compensate the conical singularity, precisely correspond to the R-charges of

the dual black holes. The matching between the U(1)3 bulk gauge fields and the

boundary fields is given by

gAi
bulk(r →∞) = Ai

S4q
, i = 1,2,3 . (4.1)

In what follows we shall test the TBH5/qSCFT4 correspondence by comparing su-

persymmetric Rényi entropy and free energy.

We now compute the SRE holographically from the charged topological (k = −1)
STU black hole specified by (3.9) (3.10). As we will see, in every case, both the

SRE and the free energy agree with the localization results as well as the heat kernel
computation in the free field limit. Substituting the value of κi into (3.18), one can

see that the TBH chemical potentials and the field theory chemical potentials ( given

by (2.64), (2.67), (2.75) respectively ) satisfy (4.1). 25

A Single charge We first consider the STU topological black hole with only

one charge,

κ3 = κ , κ1 = κ2 = 0 . (4.2)

As discussed before, the system now only depends on a single variable κ. Since

the SRE involves a branching parameter q, it will be enough if we figure out the
relation between κ and q. This is obtained by requiring that the Bekenstein-Hawking

temperature matches to the geometric period of the boundary S1

T = T0/q , (4.3)

which gives

κ = q − 1 . (4.4)

Expressing all quantities in terms of the branching parameter, it is convenient to

compute SRE using the derived formula in [24],

Sq = −q
q − 1 ∫

1

q
(SBH(n)

n2
−
Q̂(n)µ̂′(n)

T0

)dn . (4.5)

Evaluating the formula above we get

Sq

S1

= 1 , S1 = V3L3

4G5

. (4.6)

The q-independence of SRE implies the q-independence of free energy

Iq ∶= − logZ(T,µi) = I1 . (4.7)

25Note that the equality between one forms (4.1) has included the Wick rotation.
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where I is the Euclidean on-shell action and � = 1/T denotes the period of Euclidean time direction

⇤E . The state variables can be computed as follows:

E =

�
⌅I

⌅�

⇥

µ

� µ

�

�
⌅I

⌅µ

⇥

�

, (4.2)

S = �

�
⌅I

⌅�

⇥

µ

� I , (4.3)

Q̂ = � 1

�

�
⌅I

⌅µ

⇥

�

. (4.4)

Let’s consider the black hole with both finite charge and temperature. The free energy is given by

I := logZ(µ, T ) . (4.5)

Here, both µ and T are functions of parameter q only. This follows because temperature of the black

hole is fixed by matching it to that of the boundary CFT on S1 ⇥H2

T (q) = T0/q , (4.6)

while chemical potential µ is fixed by matching it to the background gauge field of the boundary

SCFT

µ(q) = �
�
q � 1

2q

⇥
i . (4.7)

We now compute Rényi entropy defined in eq.(2.144). It can be written as an integral over branched

parameter n

Sq =
q

q � 1

�
logZ1

1
� logZq

q

⇥
=

q

q � 1

⇤ 1

q
⌅n

�
logZ(T, µ)

n

⇥
dn . (4.8)

By using (4.3), (4.4) and (4.6), the total derivative term in (4.8) can be written as

⌅q

�
logZ(T, µ)

q

⇥
=

S

q2
�

⌅Qµ�(q)

T0
, (4.9)

where ⌅Q is the total charge of black hole. The charge ⌅Q can be computed from the Gauss’s law:

⌅Q =
2V�

⇧2p
Q =

�
2V�

⇧2p

⇥
µ(q)rh , (4.10)

where V� denotes the volume of H2. The thermal entropy is given by the Bekenstein-Hawking formula

SBH = 2⇥
V�

⇧2p
r2h . (4.11)

The horizon radius rh can also be expressed as a function of q by combining (3.8) and (3.9) and

substituting in (4.6) and (4.7)

x(q) :=
rh
L

=
1

3q

⇧⌥
3 µ(q)2q2 + 3q2 + 1 + 1

⌃
. (4.12)
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black hole results 

:precisely agree with field theory results!  

For generic 3 charges, holographic super-Renyi entropy is 

proposed as the dual of three-dimensional N = 2 superconformal field theories on

branched three sphere S3
q [24].

Generic charges One can also compute the holographic SRE from the black

hole with three unequal charges. Note that all physical quantities can be regarded as

functions only depending on µ̂i, due to the generic relation between µ̂i and κi (3.18).
To compare with the field theory result in the end, we first translate the chemical

potentials (2.70) to the language of black hole

µ̂1 = i(1 − 1/q)a
3
, µ̂2 = i(1 − 1/q) b

3
, µ̂3 = i(1 − 1/q)(1 − a + b

3
) . (4.17)

With these input parameters, the holographic SRE can be obtained straightforwardly,

Sq

S1

= (a2 + ab − 3a)(q − 1)[3q − b(q − 1)] + 3q[b(b − 3)(q − 1) + 9q]
27q2

. (4.18)

Then the free energy was obtained, with I1 = −S1

Iq = [a(q − 1) − 3q] [b(q − 1) − 3q] [a(q − 1) + b(q − 1) + 3]
27q2

I1 . (4.19)

Again, they agree with the localization result (2.167) as well as the free field result

(2.73) precisely.

5. Conclusion and Discussions

In this work, we studied the four-dimensional superconformal field theories on sphere

with conical singularity. We have mainly focused on N = 4 SYM theories on the

branched sphere S4
q with various background gauge fields. In the particular case

of two U(1) background fields with equal values, we have shown that any N = 2
gauge theory can be embedded as the singular limit of the theory on a resolved

sphere, whose partition function is essentially equal to that on an ellipsoid. We also

wrote down the one-loop determinants for other backgrounds, which are crucial to

determine the q-scaling behaviors of free energy in the large N limit.

For N = 4 SYM in each background, we computed the logarithmic term of

free energy as well as supersymmetric Rényi entropy in the free field limit using
heat kernel method. By carefully arranging the background fields as well as the R-

charges of dynamical fields for N = 4 SYM, we showed that the q-dependence simply

factorizes. Surprisingly, by evaluating the matrix integral coming from localization,

we found the same q-dependence in the strong coupling regime, which implies that

it is independent of coupling constant. 27

We found natural gravity duals of N = 4 SYM theory on S4
q with various back-

ground gauge fields, the STU topological black holes. We thus provided the first

27We note that [56] this is not the case for the non-supersymmetric Rényi entropy.
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Table 2: charges of Killing spinors

SU(2)L SU(2)R k1 k2 k3
ξA 2 0 ±1

2 ±1
2 +1

2

χ̄Ȧ 0 2 ±1
2
∓1

2
+1

2

ξ̄A 0 2 ±1
2
±1

2
−1

2

χȦ 2 0 ±1
2 ∓1

2 −1
2

2.3.1 A Single U(1)

We first consider the case with a single background field (µ3 ≠ 0). The compensation

by gauge field is measured by kiAi (or equivalently kiµi). Since the chiral Killing
spinors have charges ∣k3∣ = 1

2
, the chemical potential can be determined from the

value of the background field (2.16)

µ3 = q − 1 . (2.64)

From Table 1 we see that there are two pairs of Weyl fermions charged ±1
2 respectively

and one complex scalar charged +1. Note that the contribution to SRE from fermions

(2.63) is an even function of the chemical potential. The SRE is computed by

Sq = Snon-SUSY
q + 4∆Sf(µ = q − 1

2
) +∆Sb(µ = q − 1) , (2.65)

and finally we obtain
Sq

S1

= 1 . (2.66)

Note that the ratio we discuss here is also the ratio of the universal terms since the
common factor, the volume V contains log divergence.

2.3.2 Two U(1)’s

Next we consider the case with two background fields of equal values (µ1 = µ2 ≠ 0).
The compensation is given by µ1(k1 + k2) and we have the effective charge given by

r = k1 +k2. To make the charged ( ∣k1 +k2∣ = 1 ) Killing spinors still satisfy equations

(2.7)(2.8), the values of chemical potentials should be

µ1 = µ2 = q − 1
2

. (2.67)

reduced to SU(2)RL ×SU(2)RR×SO(1,1)R. In our case, the internal space is no longer Lorentzian and
we have the Euclidean version SO(2)R instead, which can be chosen as U(1)3. We note that four of
the six real scalars are charged under the Cartan subgroup of SU(2)RL with each pair having the same
charge. So this Cartan subgroup is generated by the sum of the two generators of U(1)1 ×U(1)2,
while the Cartan of SU(2)RR is associated with the difference of the two.
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From Table 1 we see that there are two Weyl fermions charged ±1 respectively and

two complex scalars charged +1. The SRE reads

Sq = Snon-SUSY
q + 2∆Sf(µ = q − 1

2
) + 2∆Sb(µ = q − 1

2
) , (2.68)

and finally we obtain
Sq

S1

= 3q + 1
4q

. (2.69)

2.3.3 Three U(1)’s

Finally we consider the generic case with all three background U(1) fields turned on.

For the same reason in the two cases above, we can preserve the Killing spinors of

equivalent charge ∣k1 + k2 + k3∣ = 3
2
with the choice of chemical potentials

µ1 = (q − 1)a
3
, µ2 = (q − 1) b

3
, µ3 = (q − 1)(1 − a + b

3
) . (2.70)

We can define the effective charge r for all the charged fields

(q − 1
2
) r = kiµi . (2.71)

From Table 1 we see that, effective charges r of the four Weyl spinors are +1, −1+ 2a
3
,

−1 + 2b
3
and −1 + 2a+2b

3
. The three complex scalars are effectively charged +2a

3
, +2b

3

and 2 − 2a+2b
3

. The SRE is then given by

Sq = Snon-SUSY
q +∆Sf(µ = q − 1

2
) +∆Sf(µ = (3 − 2a)(q − 1)

6
)

+ ∆Sf(µ = (3 − 2b)(q − 1)
6

) +∆Sf(µ = (3 − 2b − 2a)(q − 1)
6

)
+ ∆Sb(µ = (q − 1)a

3
) +∆Sb(µ = (q − 1)b

3
)

+ ∆Sb(µ = 1

3
(q − 1)(3 − a − b)) , (2.72)

and the q-dependence is

Sq

S1

= 1

27q2
(q2C2 + qC1 +C0) , (2.73)

with the coefficients

C2 = −a2(−3 + b) − a(−3 + b)2 + 3(9 − 3b + b2) ,
C1 = a2(2b − 3) + a (2b2 − 9b + 9) − 3(b − 3)b ,
C0 = −ab(a + b − 3) . (2.74)
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In the special case with all chemical potentials being equal (a = b = 1),

µ1 = µ2 = µ3 = q − 1
3

, (2.75)

the SRE is computed by

Sq = Snon-SUSY
q + 3∆Sf(µ = q − 1

6
) +∆Sf(µ = q − 1

2
) + 3∆Sb(µ = q − 1

3
) , (2.76)

and the ratio (2.73) becomes

Sq

S1

= 19q2 + 7q + 1
27q2

. (2.77)

2.4 Exact partition function on S4
q

In this section the exact partition function ofN = 4 super Yang-Mills on the branched

four-sphere is studied. In order to do this, we first construct N = 2 SCFT on a

resolved branched sphere and then compute its partition function using localization

technique. It turns out that the partition function on the branched sphere with back-

ground (2.67) and the one on an ellipsoid [10] are equal, as in the three-dimensional
case [23]. We also comment on partition functions in the generic backgrounds (2.70).

Finally we study the large N matrix models in the special case of N = 4 SYM on the

branched sphere with different types of backgrounds and work out the q-dependence

of their partition functions and SREs.

2.4.1 Supersymmetric resolved branched four-sphere

We recall that the branched four-sphere S4
q (2.6) has a conical singularity at θ = 0.

As a common recipe [47] to handle the singularity, one may instead study a sequence

of smooth resolved spaces Ŝ4
q(ϵ) (ϵ > 0 is small) and consider S4

q as the ϵ → 0 limit

of Ŝ4
q(ϵ). In order to see how the resolving is introduced, we first turn to the 4d

ellipsoid, which is defined by the embedding equation in R5 (b ∶= (ℓ̃/ℓ)1/2),
x2
0

ℓ2
+ x

2
1 + x2

2

ℓ̃2
+ x2

3 + x2
4

ℓ2
= 1 . (2.78)

In particular, for ℓ̃ = qℓ, the metric of the ellipsoid is obtained using (2.5) (with ℓ→ qℓ

for x1, x2),

ds2 = f(θ)2 dθ2 + ℓ2(q2 sin2 θ dτ 2 + cos2 θ(dφ2 + sin2 φdχ2)) , (2.79)

where f(θ) =√ℓ2(sin2 θ + q2 cos2 θ). The difference between the singular metric (2.6)

and the smooth one (2.79), implies that we should resolve the singular metric by

adding a factor fϵ(θ). Thus the metric of Ŝ4
q(ϵ) is given by

ds2 = fϵ(θ)2 dθ2 + ℓ2(q2 sin2 θ dτ 2 + cos2 θ(dφ2 + sin2 φdχ2)) , (2.80)
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It can be easily checked that I1 = −S1, which remains valid in all other cases.

Two equal charges Now we consider the STU topological black hole with

two equal charges,

κ1 = κ2 = κ , κ3 = 0 . (4.8)

The κ − q relation is obtained by requiring T = T0/q, which gives

κ = q − 1
q + 1

. (4.9)

The formula (4.5) can be generalized straightforwardly (i = 1,2,3)

Sq = −q
q − 1 ∫

1

q
(SBH(n)

n2
−
Q̂i(n)µ̂i′(n)

T0

)dn , (4.10)

and the SRE is given by
Sq

S1

= 3q + 1
4q

. (4.11)

The q-scaling of SRE immediately gives the q scaling of free energy

Iq = (q + 1)2
4q

I1 . (4.12)

Three equal charges Now we compute the holographic SRE from the STU

with three equal charges,

κ1 = κ2 = κ3 = κ . (4.13)

T = T0/q in this case gives

κ = q − 1

2q + 1
. (4.14)

The SRE and free energy can be obtained the same way as before

Sq

S1

= 19q2 + 7q + 1
27q2

, (4.15)

Iq = (2q + 1)3
27q2

I1 . (4.16)

In fact the STU black hole with three equal charges can be regarded as the

charged BPS solution 26 (see e.g. [55]) in the five-dimensional N = 2 minimal su-

pergravity theory, which can be obtained by further truncating the STU model.
The bosonic part of five-dimensional minimal supergravity can be considered as an

Einstein-Maxwell theory with a negative cosmological constant and also a Chern-

Simons coupling. The charged BPS topological black hole solution for this theory

is a natural extension of the four-dimensional one, the latter of which has been

26The two different forms of metric are related to each other by a coordinate transformation (all
Qi are equal) r2 = r̂2 −Qi.
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Qi are equal) r2 = r̂2 −Qi.
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based on the fact that the R-symmetry background fields on S4
q, which are neces-

sary to compensate the conical singularity, precisely correspond to the R-charges of

the dual black holes. The matching between the U(1)3 bulk gauge fields and the

boundary fields is given by

gAi
bulk(r →∞) = Ai

S4q
, i = 1,2,3 . (4.1)

In what follows we shall test the TBH5/qSCFT4 correspondence by comparing su-

persymmetric Rényi entropy and free energy.

We now compute the SRE holographically from the charged topological (k = −1)
STU black hole specified by (3.9) (3.10). As we will see, in every case, both the

SRE and the free energy agree with the localization results as well as the heat kernel
computation in the free field limit. Substituting the value of κi into (3.18), one can

see that the TBH chemical potentials and the field theory chemical potentials ( given

by (2.64), (2.67), (2.75) respectively ) satisfy (4.1). 25

A Single charge We first consider the STU topological black hole with only

one charge,

κ3 = κ , κ1 = κ2 = 0 . (4.2)

As discussed before, the system now only depends on a single variable κ. Since

the SRE involves a branching parameter q, it will be enough if we figure out the
relation between κ and q. This is obtained by requiring that the Bekenstein-Hawking

temperature matches to the geometric period of the boundary S1

T = T0/q , (4.3)

which gives

κ = q − 1 . (4.4)

Expressing all quantities in terms of the branching parameter, it is convenient to

compute SRE using the derived formula in [24],

Sq = −q
q − 1 ∫

1

q
(SBH(n)

n2
−
Q̂(n)µ̂′(n)

T0

)dn . (4.5)

Evaluating the formula above we get

Sq

S1

= 1 , S1 = V3L3

4G5

. (4.6)

The q-independence of SRE implies the q-independence of free energy

Iq ∶= − logZ(T,µi) = I1 . (4.7)

25Note that the equality between one forms (4.1) has included the Wick rotation.
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We proposed a class of TBH/qSCFT correspondence and 

show the precise agreements between field theory exact 

computations and gravity results.   

 

Other BPS observables, such as Wilson loop and correlation 

functions (involving q) can be tested in TBH/qSCFT. 

Conclusion and remarks 

Thanks for your attention. 


