1 Installation

The NLO part in FEYNRULES requires version 2.2 or above which can be downloaded from the FEYNRULES

web page https://feynrules.irmp.ucl.ac.be/wiki/WikiStart.
In order to compute NLO counterterms, FEYNRULES relies on the FEYNARTS package version 3.7 or

above, a MATHEMATICA-based Feynman diagram generator which can be downloaded from http://www.feynarts.de/.
The model is described with his implemetation in FEYNRULES in arXiv:1209.0297.

2 NLO precision for BSM phenomenology with FeynRules

In this section we describe how to use FEYNRULES to generate events at NLO accuracy with MAD-
GRAPH5_AMC@NLO. Note that this feature only applies to renormalisable models.

In order to promote a model to NLO, we need to supplement the UFO produced by the UFO interface
by twofold information

1. One-loop UV counterterms for all the parameters and fields that appear inside the Lagrangian.

2. A special class of tree-level vertices, called Rs, required to construct the correct rational terms in the
one-loop amplitude.

A new FEYNRULES module, called NLOCT, can be used to perform this task.
First, we need to renormalise the Lagrangian. This is achieved by the replacements

o =1+ %5Z¢>) R,

gB =gr +0g,

(1)

where ¢ and g represent a generic field and parameter, and the subscript B (R) refers to the bare (renor-
malised) quantities. These shifts can be automatically performed by FEYNRULES at the level of the La-
grangian via the command

Lren = OnShellRenormalization[ LSM + LNew, QCDOnly -> True , FlavorMixing -> False];

The second and third arguments are optional. The first instructs FEYNRULES that only parameters and field
related to the strong interaction should be renormalised (which is sufficient as long as we only compute QCD
corrections). The latter avoid the introduction of field renormalization constants mixing different fields as
QCD corrections are flavour diagonal. Moreover, the previous command also takes of defining correctly all
the counterterms for internal parameters in terms of the counterterms for external parameters. For example,
the strong coupling constant a and the coupling g, = v/4ma, are not independent, and the counterterms

are related by
09, T
5gs = ai T (2)

The counterterms for the external parameters on the other hand require the computation of loop diagrams,
a task which cannot be directly performed by FEYNRULES. It is however possible to use the FEYNARTS
package to automate this task. In particular, we can use the FEYNARTS interface to obtain an implementation
of our model into FEYNARTS




SetDirectory["<Models directory of my FeynArts directory>"]
WriteFeynArtsOutput [Lren, Output -> "Tutorial", GenericFile -> False,
FlavorExpand -> True]

For details on the options set in the interface we refer to the FeynRules manual. The interface will produce
a set of files that can be use by FEYNARTS to generate (loop) diagrams for this model.

In order to compute the counterterms, we need to use FEYNARTS. Note that FEYNRULES and FEYNARTS
cannot be loaded simultaneously into the same MATHEMATICA kernel, and it is mandatory to quit the
Mathematica kernel before proceeding. Next we need to load FEYNARTS into MATHEMATICA,

SetDirectory["<your FeynArts Directory>"]
<<FeynArts*

In addition, we need to load the NLOCT package, which is shipped together with FEYNRULES,

SetDirectory[ "<your FeynRules Directory>" 1;
<<NLOCT*

Next, we can simply compute all the counterterms via the following simple call to NLOCT,

SetDirectory["<your FeynRules Directory>/Models/Tutorial"];
WriteCT["Tutorial", "Lorentz", Output-> "Tutorial",
ZeroMom -> {{aS, {F[7], V[4], -F[71}}},
QCDOnly -> True, Exclude4ScalarsCT -> True,
Assumptions -> {MB >= 0, MT != 0, Muv != 0}]

The two first arguments in the first line refer to the name of the input file (the output of the WriteFAQutput[ ]
function in the previous step), the generic model file to be used within FEYNARTS (we refer to the FEYN-
RULEs and FEYNARTS manuals for this technical point). The name of the output file can be given by the
option Output . By default, the FEYNRULESmodel file is used. Just like before, the option QCDOnly ->
True instructs the code that only QCD corrections should be computed. The option Assumptions -> ...
instructs the code that certain constraints on certain variables should be taken into account when simplify-
ing expression (e.g., when simplifying expressions involving logarithms). The option Exclude4ScalarsCT ->
True avoid the computation of the diagrams with four external scalars as none of them are coming from QCD
corrections. Finally, the renormalisation is by default done in the M S scheme for the couplings. For the
strong coupling constant it is however customary to choose the the zero-momentum scheme, which imposes
that the renormalized strong interaction with light quarks is equal to its tree-level value when the gluon
momentum goes to zero. Running this command produced a file Tutorial.nlo which contains all the UV
counterterms (and also the R needed to compute NLO QCD corrections in this model.

The results obtained in the previous steps can be included into the UFO for the model by using the UFO
interface of FEYNRULES. In order to do so, quit the kernel, and reload FEYNRULES and the model file. In
addition, you need to load the .nlo file produced in the previous step,

SetDirectory["<your FeynRules Directory>/Models/Tutorial];
Get["Tutorial.nlo"];

Calling the UFO with the options



WriteUFO[LNew + LSM, UVCounterterms -> UV$vertlist, R2Vertices -> R2$vertlist,
Output -> "Tutorial NL0O"]

produces all the files required by MADGRAPHS5_AMC@QNLO to produce events at NLO accuracy.

3 NLO cross-section computation and event generation with MAD-
GrAPHS5_AMCQNLO

In this section we will familiarise with the NLO output of MADGRAPH5_AMC@NLO, in particular with the
different operations that can be performed with it.
We first need to generate our process at NLO, wchich can be done using the syntax

import model MODELNAME
generate PROCESS [QCD]
output myproc_folder

where PROCESS is the process one is interested in, using the usual syntax (no decay chains are allowed at NLO),
and [QCD] means “do NLO in QCD”. After these commands one should have a folder called myproc_folder
with the relevant code inside. For the scope of this tutorial, we need to generate two processes: The first is
the same as in Sec. 77

import model Tutorial_NLO
generate p p > uv uv~ [QCD]

for which we will compute the NLO K-factor in Sec. 3.1. The second process is top pair production, which
will be used to explore the NLO capabilities of MADGRAPH5_AMCQNLO

import model sm
generate p p > t t~ [QCD]

3.1 Fixed order runs

In this part of the tutorial we will compute the (LO and) NLO cross-section for p p > uv uv™.
After having exported the process inside myproc_folder with the commands

import model Tutorial_NLO
generate p p > uv uv™ [QCD]
output myproc_folder

we can start a computation by typing

> cd myproc_folder
>./bin/aMCatNLO
myproc_folder> launch

This will start the talk-to phase, where we can choose the run mode and edit the relevant cards.
If we are just interested in the computation of the total cross-section, we can avoid the generation of events,
and stick to a simpler, fixed-order run. In order to do this, one can just type



fixed_order=0N

In order to compute the K-factor, we will need two subsequent runs, one with
order=NLO

(default choice), and one with

order=L0

Once we have set the run mode, we can move on to the card editing phase simply by hitting return. Once we
are done, we can start the run simply by hitting return again. The run will now start: the code is compiled,
then some sainity checks (poles of virtual matrix-elements, soft and collinear behaviour of the counterterms)
are run, finally the cross-section is computed.

If scales and /or PDF uncertainties are asked for in the run_card.dat (the default setting is to compute only
scale uncertainties, as for the PDF ones one needs to link LHAPDF), they are printed at the end of the run.

Using the results of the two runs, compute the K-factors and comment on the uncertainties. Results and
run summary can be found inside the Events/run_* directories.

3.2 Event generation

After having familiarised with the fixed-order runs, we will learn how to generate a set of unweighted (up
to a sign) events, to be passed to a parton shower. Please note that NLO event samples are not physical
unless they are showered with the parton-shower they have been generated for which means that one cannot
use these events to obtain parton-level results (unlike at LO), and has to generate a different sample for each
parton-shower one wants to interface to. Because of some limitations in the interface to parton-showers, we
have to stick to a SM process (p p > t t7). It can be generated with

generate p p > t t~ [QCD]
output myproc_folder_2

Again, to start the computation, we type

>./bin/aMCatNLO
myproc_folder> launch

but as this time we are not interested in fixed-order runs, we will set
fixed_order=0FF

We can either choose to run the shower right after the event file is created, or in another moment. This can
be done setting

shower=0N / shower=0FF
In this case, for the sake of simplicity we will let the parton shower decay the top quarks, so we will keep

madspin=0FF



In the default running mode, the shower will produce a .hep (if the shower is PYTHIAG or HERWIG6) or
.hepmc file (if PYTHIA8 or HERWIG++ are used). In both cases MADANALYSIS 5can be used to analyse
these files. The desired shower can be set in the run_card.dat. Please note that in order to have PYTHIAS or
HERWIG++ working, one need to have them installed on his machine, and to set some relevant paths inside
the Cards/amcatnlo_configuration.txt file. If the selected shower is PYTHIA6 or HERWIG6, nothing has
to be done, as the source files are shipped with MADGRAPH5_AMC@NLO. Again, the talk-to phase (run
mode choice and card editing) can be concluded by hitting return.

Each parton-level .1he file can be found in a different Events/run_* directory, together with all the
HEP(MC) files obtained by showering it. A .1lhe file can be reshowered as many times as one wants, simply
with the command (assuming one wants to shower the event file in the run XX directory)

./bin/shower run_XX

From the showered files, obtain the LO and NLO distributions for the pr of the top quark, and for the
(cosine of the) azimuthal separation between the leptons coming from the top quark decay:

pr(l) - pr(l’)

[FrOlipr ()] (3)

cos ¢y =

3.3 Spin correlated decay

The last step of this section allows us to improve the predictions obtained at the end of the previous section
by including consistently the effects of spin-correlations in the decay of heavy particles (top quarks in our
case). We remind the definition of spin correlations: consider the process

T+y—Sur+ .. up+si+...50+X, (4)

i.e. the inclusive production of p unstable particles u; and g stable particles s;. Suppose we are interested
in some decay mode of the unstable particles

U; — dl,l + ... dl,nl . (5)

The process is said to have decay spin-correlations if its amplitude depends in a non trivial manner on any
di,; - di,j scalar product. It is said to have production spin-correlations if the amplitude depends on any
dii - dir 4, diy - 81, diy - @ or dy; -y scalar product.

When the decay of heavy particles is performed by the parton shower, all production spin-correlation
are lost, because the squared matrix-element is factorised into the product of the squared production matrix
element times the squared matrix elements for the decay of unstable particles, missing all quantum interfer-
ences. Within MADGRAPH5_AMCQNLO, a package for the consistent inclusion of all spin correlations is
included. This package is MADSPIN(details can be found in arXiv:1212.3460).

As for the shower phase, MADSPINcan be run together with the event-generation or on a pre-generated
event file (as many times as one wants). In the first case one has to set

madspin=0N



in the talk-to phase at the beginning of the run; in the second case one can decay an existing event file (say,
the one in run_XX) with the command

./bin/aMCatNLQ
> decay_events run_XX

In both cases, the decay channel one wants has to be specified inside the madspin_card.dat. For example,
the dileptonic decay of the tt pair can be specified by writing

decay t > w+ b, w+ > e+ ve
decay t~ > w- b7, w- > mu- vm”

in the card. Multiparticle labels can be also used in the decay chains.
Note that currently MADSPINis limited to only handle decay chains which can be written in term of sequence
of 1 — 2 decays.

The .1lhe file with the decay can be found inside the run XX _decayed_YY folder, where XX is the same
name as the undecayed file, and YY is a progressive integer.

From the showered decayed file, obtain the distributions for the pr of the top quark, and for the (cosine
of the) azimuthal separation between the leptons coming from the top quark decay, and compare them with
those obtained at the end of sec. 3.2.

4 The simulation session

Once the model has been exported to MadGraph a first elementary phenomenological study can be performed.
Schematically this session proceeds as follows:

e Benchmark parameter setting

Signal identification, simulation, and study

Background identification, simulation and study
e Signal vs Background study
e Comparison with pseudo-experimental data.

To begin with let us assume that
MU>M2>ME>M1, (6)

provides a reasonable mass hierarchy and therefore ®; is the LNP. For U we consider three scenarios,
my = 200,400,800 GeV, while we always take My = 100 GeV and Mg = 50GeV and M; =1 GeV.

Given that U is the only strongly interacting NP particle, this will be the one most copiously produced
at the LHC, via the same subprocesses as top-anti-top are produced:

pp—UU. (7)

Exercise 1: Generate the process at LO with MadGraph 5, and determine the cross section at the LHC 8 TeV
for the three benchmark values of the U mass. Optional: generate the procecess at NLO with MadGraph 5



and find the K-factor for each of the three masses above. To this aim, use the Tutorial NLO_UFO model as
provided in the Wiki page.

Next we consider the possible decay chains given the hierarchy of Eq. (6):
U—{u,ct} Py, ®)
U—){U,C,t}@z, b >(E, E—{(d; = U—>{U,C,t}€+fiq)1.

¢ being a label that includes all flavor, ¢ = e, u, 7. Obviously having the U decaying to a light quark or a
top gives very different final state signatures.
Exercise 2: First classify all possible final states in terms of the number of tops, jets (j = u, ¢) and charged
leptons. Then consider the two possible decay modes for the W in the top decays, i.e. hadronically or
leptonically.

For the sake of simplicity, in the following we will focus on the following simple signatures:

L pp— (U— j®,)(U — j®1) , ie., pp — 2 jets + missing Er.
. pp = (U — t®,)(U — t®,) , i.e., pp — tt + missing Er.
L pp — (U — j®)(U — j €10~ ®1)+hc, ie., pp = L1+ 2 jets + missing Er.
V. pp = (U — 40~ ®)(U — jlHe~ @) + he,ie., pp— {07007+ 2 jets + missing Er.

Exercise 3: Pick one of the processes/signatures above, allowing yourself to select a specific flavor assign-
ment for the final state leptons. Calculate the corresponding rates with MadGraph at LO. (You can proceed
in various ways). Possibly, identify the cross section corresponding to a simplified detector acceptance.
Exercise 4: Identify the dominant reducible and irreducible SM backgrounds to the signatures above.
Generate them with MadGraph, calculate the corresponding rates and order them in importance. Justify
the following choices for the dominant backgrounds:

L pp = (Z — vi)+2 jets.

IL. pp — tt
I pp — ¢t — T4~ + 2 b-jets + missing Ep
IV. pp = ttZ

Exercise 5: Depending on the chosen final state signature create the codes and do event generation for the
most relevant backgrounds:

L. pp = (Z — vi)+2 jets with the ME/PS merging of Z + 0, 1,2 partons.
II. pp — tt with aMC@NLO and the decays with the DecayPackage.
III. pp — tt — £1¢~+ 2 b-jets + missing B with MC@NLO and the decays with the DecayPackage.

IV. pp — ttZ — 474410~ + 2 b-jets + missing Er with MadGraph 5 and the decays with the DecayPack-
age.

Exercise 6: Study the distributions of the signal and the background in the acceptance region and identify
simple cuts to enhance S/ VB keeping S /B as large as possible. Do this via MadAnalysis 5.

Exercise 7: Compare your predictions with two sets (A and B) of pseudo LHC data. Set limits or establish
evidence of new physics in the data.



syntax example meaning

X, X> PpP>2j,z>bb" s.1
$ x pp>ete-$z 5.2
/ x pp>ete-/z 5.8
> x> PP >z >ete- 5.4
$$ x pp>ete $$z 5.5

Table 1: Process-generation syntax refinements, also exemplified in the case of various processes that involve
a Z boson. See the text for the explanation of the keywords s.1-s.5.

5 Appendix: Generation Syntax

In the context of a LO-type generation, however, one can further refine the syntax above in order to include
in the computation only some of the contributions that one would normally obtain. Such refinements are
reported in table 1, and have the following meaning:

s.1 A production process is generated that features x in the final state, with x subsequently decaying into
the list of particles that follow the “x >” string; more in general, there may be p primary particles that
play the same role as x. Only p-resonant diagrams (see sect.undefinedare included in the computation.
In the example of table 1, one has the associated production of a Z and a jet, with the Z further decayed
into a bb pair. Spin correlations and x off-shell effects are taken into account exactly, but the virtuality
mj of x is forced to be in the following range:

|my — my| < bucutoff Iy, (9)

where my is the pole mass of x, I'y its width, and bwcutoff is a parameter controlled by the user
(through run_card.dat). Syntax s.I thus loosely imposes an on-shell condition; it is called decay-
chain syntax, and can be iterated: any decay product can be decayed itself by using this syntax (e.g.
X>yz, y>us).

s.2 If x appears as an intermediate particle in the generated process, its virtuality is forced to be in the
range:
|m% — my| > bucutoffI'y, (10)

which is the region complementary to that of eq. (9), and thus loosely imposes an off-shell condition.
All diagrams are kept. In the example of table 1, one has Drell-Yan production with the invariant mass
of the eTe™ pair larger than or smaller than the Z mass by at least bwcutoff I'z. A consequence of
the complementarity mentioned above is that, while cross sections generated with either s.1 or s.2 are
bwcutoff-dependent, their sum is not (up to interference terms, which are neglected by the process of
discarding non-resonant diagrams in s.1), and corresponds to the process generated with the simplest
syntax. For example:

do o do
@(pp>z)_ﬁ(pp>z,z>e+ e—)+%(pp>e+ e— $2), (11)

for any observable O.

5.8 All diagrams that feature (anywhere) the particle x are discarded.



s.4 The process is generated by demanding that at least one particle of type x be in an s-channel.
s.5 All diagrams that feature the particle x in an s-channel are discarded.

We stress that all syntaxes but s.2 produce in general results which are non physical, because gauge invariance
might be violated (although there are exceptions: see e.g. ref. [?]), and have therefore to be used with extreme
caution.



