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**暑期威海学校学习结业报告**

通过暑期威海学校的学习，我收获到了很多。首先见识到中外高能物理界的优秀老师，开阔了自己的眼界，让自己的思维方式得到了提升。其次，学习到很多知识，对标准模型物理以及超出标准物理有了更深刻的认识；对高能物理实验（比如CERN,CEPC）的各个实验部分有了更加深入的了解。

本文主要写两部分：第一是我我学高能物理统计时我问老师的问题以及我的思考；第二部分是我在我们组共同完成报告展示时的收获。

1. **高能物理中的机器学习**

在上最后一节统计课时，我问了Tommaso Dorigo三个问题:

1. 如何处理拟合不充分与过度拟合的矛盾？
2. 我们不能完全知道有些机器学习算法（比如神经网络）的内部原理，那么通过人工神经网络发现的结果如何使人信服？
3. 运用神经网络时我们往往过多依靠经验，怎样改变这个状况？

首先，我复习了机器学习的相关内容，对神经网络在高能物理的应用描述如下：



如上图所示，设定输入值，通过神经网络算法，最终输出结果，这是神经网络的工作流程图。具体在物理学中的应用：





上图表示了设置初始物理量，通过人工神经网络算法，实现粒子鉴别的示意图。

关于我题问三个问题的思考：

第一个问题：如何处理拟合不充分与过度拟合的矛盾？

正如老师所说的，这个问题很难从根本上解决，基本靠猜。所以我认为要解决此矛盾，首先要提高自己理论水平，加深对物理本质的理解，以便更准确地预估出正确的拟合函数；第二，不断从处理数据的过程获得经验，不断寻找更好的拟合方法。

第二个问题：我们不能完全知道有些机器学习算法（比如神经网络）的内部原理，那么通过人工神经网络发现的结果如何使人信服？

如上神经网络示意图，由于现在人们对神经网络传播过程“黑盒子”内部原理不了解，用神经网络做出的发现难以让人信服，所以最好的做法就是用其他方法验证自己的发现。

第三个问题：运用神经网络时我们往往过多依靠经验，怎样改变这个状况？

运用神经网络，做出结果好坏很大程度上依赖于经验。初始参数的选择对最后的结果影响很大，目前并没有太多有效改变这种状况的办法，所以首先应多做实验增加自己的经验，对神经网络结果有更好的估计，还有计算机科学的发展也很重要，随着计算机技术的发展，黑盒子的神秘面纱被逐渐揭开，相信这一过程也给神经网络结果过多依赖经验这一状况带来改善。

**二．小组报告的收获**

通过小组共同努力做出了一份报告，最后我代表我们组讲了我们组的报告内容，这一过程增加了我的自信。我以前并没有做过学术方面的报告，所以这次报告并不完美，但却让我对自己对自己作报告时的不足有更深刻的认识。我们组报告对Muon accelerator的设计进行介绍，我通过阅读文献和询问学长，对Muon accelerator各个部分的设计有了详细的理解。



**三．总结**

以上是我在威海暑期学校学习过程中印象最深刻的收获。感谢高

能所以及各位老师能给我这次机会。在威海暑期学校学习的过程中我学到了很多以前没接触过的知识，同时也认识到自己的很多不足。接下来我会补习自己在课堂上没听懂的知识，同时改正自己的不足，学习更多的知识，增强自己的科研能力。