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## A summary on Entropy Statistics

With the purpose to study as a whole the major part of entropy measures, the entropy-functional is proposed in[1]

$$
\begin{equation*}
H_{h, v}^{\varphi_{1}, \varphi_{2}}\left(p_{i}\right)=h\left(\frac{\sum_{i}^{W} v_{i} \varphi_{1}\left(p_{i}\right)}{\sum_{i}^{W} v_{i} \varphi_{2}\left(p_{i}\right)}\right) \tag{1}
\end{equation*}
$$

| list some | Measure | $h(x)$ | $\varphi_{1}(x)$ | $\varphi_{2}(x) v_{i}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | $x$ | $-x \log x$ | $x$ | $v$ |
| of them: | 2 | $(1-r)^{-1} \log x$ | $x^{r}$ | $x$ | $v$ |
|  | 3 | ${ }^{x}$ | $-x^{r} \log x$ | $x^{r}$ | $v$ |
| (1) | 4 | $(s-r)^{-1} \log x$ | $x^{r}$ | $x^{s}$ | $v$ |
| Shannon- | 5 | (1/s) $\arctan x$ | $x^{r} \sin (s \log x)$ | $x^{r} \cos (s \log x)$ | $v$ |
| Shannon- | 6 | $(m-r)^{-1} \log x$ | $x^{r-m+1}$ | $x$ | $v$ |
| 1948 [2], | 7 | $(m(m-r))^{-1} \log x$ | $x^{r / m}$ | $x$ | $v$ |
|  | 8 | $(1-t)^{-1} \log x$ | $x^{t+s-1}$ | $x^{s}$ | $v$ |
| (2) Renyi- | 9 | $(1-s)^{-1}(x-1)$ | $x^{s}$ | $x$ | $v$ |
|  | 10 | ${ }^{(t-1)^{-1}\left(x^{t}-1\right)}$ | $x^{1 / t}$ | $x$ | $v$ |
| 1961 [3], | 11 | $(1-s)^{-1}\left(e^{x}-1\right)$ | $(s-1) x \log x$ | $x$ | $v$ |
| and | 12 | $(1-s)^{-1}\left(x^{\frac{s-1}{r-1}}-1\right)$ | $x^{r}$ | $x$ | $v$ |
|  | 13 | $x$ | $-x^{r} \log x$ | $x$ | $v$ |
| etc[4, 5, 6, | 14 | $(s-r)^{-1} x$ | $x^{r}-x^{s}$ | $x$ | $v$ |
| $1,2,3,4,5$ | 15 | ${ }^{(\sin s)^{-1} x}$ | $-x^{r} \sin (s \log x)$ | $x$ | $v$ |
| $3,6,1,2,31$ | 16 | $\left(1+\frac{1}{\lambda}\right) \log (1+\lambda)-\frac{x}{\lambda}$ | $(1+\lambda x) \log (1+\lambda x)$ | $x$ | $v$ |
| 3, $6,1,2,3]$. | 17 | $x$ | $-x \log \left(\frac{\sin (s x)}{2 \sin (s / 2)}\right)$ | $x$ | $v$ |
|  | 18 | $x$ | $\frac{\sin (x s)}{2 \sin (s / 2)} \log \left(\frac{\sin (s x)}{2 \sin (s / 2)}\right)$ | $x$ | $v$ |
|  | 19 | $x$ | $-x \log x$ | $x$ | $w_{i}$ |
|  | 20 | $x$ | $-\log x$ | 1 | $v_{i}$ |
|  | 21 | $(1-r)^{-1} \log x$ | $x^{r-1}$ | 1 | $v_{i}$ |
|  | 22 | $(1-s)^{-1}\left(e^{x}-1\right)$ | $(s-1) \log x$ | 1 | $v_{i}$ |
|  | 23 | $(1-s)^{-1}\left(x^{\frac{r-1}{s-1}}-1\right)$ | $x^{r-1}$ | 1 | $v_{i}$ |

## Shannon's Entropy

First of all, it is well known of the Shannon entropy, which satisfies the Fadeev's postulates[4],

$$
\begin{equation*}
S_{S h}=\frac{\sum_{i}^{W}\left(-p_{i} \ln p_{i}\right)}{\sum_{i}^{W} p_{i}}=-\sum_{i}^{W} p_{i} \ln p_{i} \tag{2}
\end{equation*}
$$

whose maximum is nothing but the case that $p_{i}=1 / W$, namely the Boltzmann Entropy,

$$
\begin{equation*}
S_{B G}=-\sum_{i}^{W} \frac{1}{W} \ln \frac{1}{W}=\ln W \tag{3}
\end{equation*}
$$

## Renyi's Entropy

While, Shannon's Entropy is not the only one satisfying the postulates if we weaken the fourth one to $H[\mathcal{O}+\mathcal{Q}]=H[\mathcal{O}]+H[\mathcal{Q}]$.[3] In 1961, Alfred Renyi gave another one

$$
\begin{equation*}
S_{R e}=\frac{1}{1-q} \ln \sum_{i}^{W} p_{i}^{q} \tag{4}
\end{equation*}
$$

which is also shown in the table.
P.S. Think of this: what will it be when $\sum_{i}^{W} p_{i}^{q}$ goes to 1 with $q \rightarrow 1$ ?
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## Tsallis' Entropy

Since Tsallis suggested to use the non-extensive entropy formula with the use of a quantity normally scaled in multifractals firstly,[5]

$$
\begin{equation*}
S_{T s}=\frac{\sum_{i=1}^{W} p_{i}^{q}-1}{1-q} \tag{5}
\end{equation*}
$$

the corresponding generalized statistical mechanics have been substantially developed and spread over many fields of application[6, 1, 2, 3, 4, 5].
P.S. It also has the property that its maximum is $S_{T s}^{\max }=\ln _{q} W$ with $p_{i}=1 / W$.

## Uniqueness Theorem for Shannon Entropy

(1) Shannon [2]

$$
\begin{cases}S(A+B)=S(A)+S(B) & p_{i j}^{A+B}=p_{i}^{A} p_{j}^{B} \\ S\left(\left\{p_{i}\right\}\right)=S\left(p_{L}, p_{M}\right)+p_{L} S\left(\left\{p_{i} / p_{L}\right\}\right)+p_{M} S\left(\left\{p_{i} / p_{M}\right\}\right) & L+M=W\end{cases}
$$

(2) Khinchin [4]

$$
\left\{\begin{array}{l}
S\left(\left\{p_{i}\right\}, 0\right)=S\left(\left\{p_{i}\right\}\right)  \tag{7}\\
S(A+B)=S(A)+S(B \mid A) \quad S(B \mid A)=\sum p_{i}^{A} S\left(\left\{p_{i j}^{A+B} / p_{i}^{A}\right\}\right)
\end{array}\right.
$$

## Uniqueness Theorem for Tsalli Entropy

(1) Santos [5]

$$
\begin{cases}S(A+B)=S(A)+S(B)+(1-q) S(A) S(B) & p_{i j}^{A+B}=p_{i}^{A} p_{j}^{B}  \tag{8}\\ S\left(\left\{p_{i}\right\}\right)=S\left(p_{L}, p_{M}\right)+p_{L}^{q} S\left(\left\{p_{i} / p_{L}\right\}\right)+p_{M}^{q} S\left(\left\{p_{i} / p_{M}\right\}\right) & L+M=W\end{cases}
$$

(2) Abe [6]

$$
\left\{\begin{array}{l}
S\left(\left\{p_{i}\right\}, 0\right)=S\left(\left\{p_{i}\right\}\right) \\
S(A+B)=S(A)+S(B \mid A)+(1-q) S(A) S(B \mid A) \quad S(B \mid A)=\frac{\sum\left(p_{i}^{A}\right)^{a S S}\left\{\left(p_{i t}^{A}\right.\right.}{\sum\left(p_{i}^{i}\right)^{A}}
\end{array}\right.
$$

## Thermodynamical Foundations/Applications

(1) Correlated Anomalous Diffusion: generalized Fokker-Planck Equation.
(2) Central Limit Theorems. [4]
(3) Zeroth Law. [5]
(4) Equipartition and Virial theorems. [6]
(5) Second Law. [1]
(6) Quantum $H$-theorem. [6]
(7) The classical $N$-body problem. [2]
(8) Fluctuation-Dissipation Theorem. [3]
(9) $\ldots$

## $q$-Relation

Considering the thermal equilibrium of two systems, one with energy $E_{1}$ (subsystem) and the other with $E-E_{1}$ (reservoir), for a maximal entropy state,

$$
\begin{equation*}
L(S(E))=L\left(S\left(E_{1}\right)\right)+L\left(S\left(E-E_{1}\right)\right)=\max \tag{10}
\end{equation*}
$$

where $L(S)$ is the additive form of the entropy.[6]
Under the Universal Thermal Independence (UTI) Principle, we have

$$
\begin{equation*}
\frac{L^{\prime \prime}(S)}{L^{\prime}(S)}=-\frac{S^{\prime \prime}(E)}{S^{\prime}(E)^{2}}=\frac{1}{C} \tag{11}
\end{equation*}
$$

Then we have, $L(S)=C\left(e^{S / C}-1\right)$, with finite constant heat capacity $C$.

## $q$-Relation

Substituting the Renyi Entropy into it,

$$
\begin{equation*}
L(S)=C\left(e^{\frac{1}{C} \frac{1}{1-q} \ln \sum_{i}^{W} p_{i}^{q}}-1\right)=\frac{\sum_{i}^{W} p_{i}^{q}-1}{1-q} \tag{12}
\end{equation*}
$$

where we have $q=1-1 / C$.
More deeply, to solve the negative heat capacity problem, we get the more generalized result

$$
\begin{equation*}
q=1-\frac{1}{C}+\frac{\Delta T^{2}}{T^{2}} \tag{13}
\end{equation*}
$$

more details can be seen in [1] and its followings.

## Canonical Ensemble

Under the Optimal Lagrange Multipliers(OLM)-Tsallis technique, with the normalized $\left(\sum_{i}^{W} p_{i}=1\right)$ and energy constraints $\left(U_{q}=\sum_{i}^{W} P_{i} \epsilon_{i}=\sum_{i}^{W} \frac{p_{i}^{q}}{\sum_{j}^{W} p_{j}^{q}} \epsilon_{i}\right)$ respectively,

$$
\begin{equation*}
p_{i}=\frac{1}{Z_{q}}\left[1-(1-q) \frac{\beta}{\sum_{j}^{W} p_{j}^{q}} \epsilon_{i}\right]^{\frac{1}{1-q}}:=\frac{1}{Z_{q}} e_{q}^{-\beta^{\prime} \epsilon_{i}} \tag{14}
\end{equation*}
$$

More discussions are given out in paper[3] and book[4].

## $q$-Thermodynamics

Re-writing the $q$-expectation of energy, $U_{q}$,

$$
\begin{align*}
U_{q} & =\sum_{i}^{W} \frac{p_{i}^{q}}{\sum_{j}^{W} p_{j}^{q}} \epsilon_{i}=\sum_{i}^{W} \frac{1}{\sum_{j}^{W} p_{j}^{q}} \frac{1}{Z_{q}^{q}}\left(e_{q}^{-\beta^{\prime} \epsilon_{i}}\right)^{q} \epsilon_{i} \\
& =-\frac{\partial}{\partial \beta} \ln _{q} Z_{q} \tag{15}
\end{align*}
$$

Similarly, the generalized force is

$$
\begin{equation*}
Y_{q}=-\frac{1}{\beta} \frac{\partial}{\partial y} \ln _{q} Z_{q} \tag{16}
\end{equation*}
$$

where $y$ is the generalized coordinates.

## $q$-Thermodynamics

All the above lead to

$$
\begin{align*}
\beta\left(d U_{q}-Y_{q} d y\right) & =\beta d\left(-\frac{\partial}{\partial \beta} \ln _{q} Z_{q}\right)-\beta\left(-\frac{1}{\beta} \frac{\partial}{\partial y} \ln _{q} Z_{q}\right) d y \\
& =d\left(\ln _{q} Z_{q}-\beta \frac{\partial}{\partial \beta} \ln _{q} Z_{q}\right) \tag{17}
\end{align*}
$$

Comparing with the $q$-thermodynamical relation

$$
\begin{equation*}
d S_{q}=\frac{1}{T}\left(d U_{q}-Y_{q} d y\right) \tag{18}
\end{equation*}
$$

which tells us nothing but

$$
\begin{gather*}
S_{q}=\ln _{q} Z_{q}-\beta \frac{\partial}{\partial \beta} \ln _{q} Z_{q}  \tag{19}\\
\beta=\frac{1}{T} \tag{20}
\end{gather*}
$$

## Grand Canonical Ensemble

Consider a non-interacting quantum gas composed of $N$ particles in heat and particle baths. With $\sum p_{R}=1, \sum p_{R}^{q} E_{R}=\bar{E}$ and $\sum p_{R}^{q} N_{R}=\bar{N}$,

$$
\begin{equation*}
p_{R}=\frac{1}{Z_{q}} e_{q}^{-\beta\left(E_{R}-\mu N_{R}\right)} \tag{21}
\end{equation*}
$$

The factorization approximation (FA) was proposed by Buyukkilic et al. in 1995[5]. Then the generalized distribution functions are

$$
\begin{equation*}
\bar{n}_{k}=\frac{1}{e_{2-q}^{\beta\left(\epsilon_{k}-\mu\right)} \pm 1} \tag{22}
\end{equation*}
$$

where $\bar{n}_{k}=\sum p_{n_{k}} n_{k}$ and $N_{R}=\sum n_{k}$.

## $q$-FDD and BED and Non-extensive quantum $H$-Theorem

Let us start by presenting the specific functional form for entropy[6]

$$
\begin{equation*}
S_{Q}=-\sum n_{k}^{q} \ln _{q} n_{k} \mp\left(1 \pm n_{k}\right)^{q} \ln _{q}\left(1 \pm n_{k}\right) \tag{23}
\end{equation*}
$$

With $C_{q}\left(n_{k}\right)=\frac{d n_{k}}{d t}$ denotes the quantum $q$-collisional term, it is proved that

$$
\begin{equation*}
\frac{d S_{Q}}{d t} \geq 0 \tag{24}
\end{equation*}
$$

which is the quantum $H_{q}$-theorem.
Furthermore, considering the equilibrium case, namely, $d S_{Q} / d t=0$,

$$
\begin{equation*}
n_{k}=\frac{1}{e_{q}^{\alpha+\beta \epsilon_{k}} \pm 1} \tag{25}
\end{equation*}
$$

## Escort Distributions

Meantime, C. Beck generalized Hagedorn's theory[1, 2] to
re-consider the grand partition function in non-extensive statistics. [3]

$$
\begin{equation*}
P_{i_{1}, i_{2}, \cdots, i_{N}}=\frac{1}{Z} \prod_{j=1}^{N}\left[1-(1-q) \beta \varepsilon_{i_{j}}\right]^{q /(1-q)}=\frac{1}{Z} \prod_{j=1}^{N}\left(e_{q}^{-\beta \varepsilon_{j}}\right)^{q} \tag{26}
\end{equation*}
$$

where $1-(1-q) \beta H=\prod_{j=1}^{N}\left(1-(1-q) \beta \varepsilon_{i_{j}}\right)$. So we have

$$
\begin{equation*}
H=\sum_{j} \varepsilon_{i j}+(q-1) \beta \sum_{j, k} \varepsilon_{i j} \varepsilon_{i_{k}}+\cdots \tag{27}
\end{equation*}
$$

Thus the non-extensive average number turns to be

$$
\begin{equation*}
\bar{n}_{i}=\frac{1}{\left(e_{2-q}^{\beta \varepsilon_{i j}}\right)^{q} \pm 1} \tag{28}
\end{equation*}
$$
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## the $(1-q)$ expansion

We've known that the non-extensive statistics recovers the classical Boltzmann case when $q \rightarrow 1$. Moreover, in most cases there are no need to calculate the exact values or forms based on $q$-BED ( $q$-FDD). Here I list some of the approximation methods[1]:
(1) Factorization Approximation. (FA)[4]

$$
\begin{equation*}
\frac{1}{e_{2-q}^{x}-1} \approx \frac{1}{e^{x}-1}\left(1-\frac{1-q}{2} \frac{x^{2} e^{x}}{e^{x}-1}\right) \tag{29}
\end{equation*}
$$

(2) Asymptotic Approximation. (AA)[5]

$$
\begin{align*}
\langle n\rangle_{q} & \approx \frac{1}{e^{x}-1}\left(1-e^{-x}\right)^{q-1}\left[1+(1-q) x\left(\frac{e^{x}+1}{e^{x}-1}-\frac{x}{2} \frac{1+3 e^{-x}}{\left(1-e^{-x}\right)^{2}}\right)\right] \\
& \approx \frac{1}{e^{x}-1}\left[1+(1-q) x\left(\frac{e^{x}+1}{e^{x}-1}-\frac{x}{2} \frac{1+3 e^{-x}}{\left(1-e^{-x}\right)^{2}}-\ln \left(1-e^{-x}\right)\right)\right] \tag{30}
\end{align*}
$$

(3) see below.

## the $(1-q)$ expansion

(1) Exact Approximation. (EA)[6, 2]

$$
\begin{equation*}
\frac{1}{e_{2-q}^{x}-1}=\frac{\Gamma\left(\frac{1}{1-q}\right)}{\int d v v^{\frac{1}{1-q}-1} e^{-v}\left(e^{v(1-q) x}-1\right)} \tag{31}
\end{equation*}
$$

where $\Gamma(a)=\int d t t^{a-1} e^{-t}$ for any $a>0$.
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## Abstract

The imperfect Boson gas supplemented with a gentle repulsive interaction, is completely solved. In particular it is proved the 5 y / 68

$$
\begin{aligned}
& \text { Kouk San Fa' and E. K. Lenzi }
\end{aligned}
$$
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## Basic assumptions

$$
\begin{equation*}
S_{R}=-\int d \Omega p^{q} \ln _{q} p \tag{32}
\end{equation*}
$$

Similarly we have $p(x, v)=f(x, v) / Z_{q}$, where

$$
\begin{equation*}
f=\left[1-(1-q) \beta\left(H-\langle H\rangle_{q}\right)\right]^{1 /(1-q)}:=e_{q}^{-\beta\left(H-\langle H\rangle_{q}\right)} \tag{33}
\end{equation*}
$$

Easy to get

$$
\begin{gather*}
\int d \Omega f \equiv \int d \Omega f^{q}  \tag{34}\\
\langle A\rangle_{q}:=\frac{\int d \Omega f^{q} A}{\int d \Omega f^{q}}=\frac{1}{Z_{q}} \int d \Omega f^{q} A \tag{35}
\end{gather*}
$$

## Relativistic kinetic theory

The corresponding particle four-flow and energy-momentum flow are as

$$
\begin{gather*}
N^{\mu}(x)=\frac{1}{Z_{q}} \int \frac{d^{3} p}{p^{0}} p^{\mu} f  \tag{36}\\
T^{\mu \nu}(x)=\frac{1}{Z_{q}} \int \frac{d^{3} p}{p^{0}} p^{\mu} p^{\nu} f^{q} \tag{37}
\end{gather*}
$$

Thus can we have the probability density $n=N^{\mu} U_{\mu}$, the energy density $\epsilon=T^{\mu \nu} U_{\mu} U_{\nu}$ and the equilibrium pressure $P=-\frac{1}{3} T^{\mu \nu} \Delta_{\mu \nu}$. Thus we also obtain that for massless system,

$$
\begin{equation*}
\epsilon=3 P \tag{38}
\end{equation*}
$$
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## theoretical basis

Tsallis' non-extensive statistical mechanics can be considered an appropriate basis to deal with physical phenomena where strong dynamical correlations, long-range interactions and microscopic memory effects take place.[5]
And we expect in the range of temperature and density considered, the presence of strange particles does not significantly affect the main conclusions regarding the relevance of non-extensive statistical effects to the nuclear EOS.[6]
In many-body long-range-interacting systems, there has been observed the emergence of long-living quasi-stationary (metastable) states characterized by non-Gaussian power-law velocity distributions.[1]
Moreover, for such systems like QGP formed in heavy-ion collisions, the size ( $N \ll N_{A}$ ) needs be re-consideration whether Boltzmann statistics is still appropriate.

## phase transition

By requiring the Gibbs conditions on the global conservation of baryon number and electric charge fraction, the phase transition from hadronic matter to QGP is studied in the frame of non-extensive statistics.[5, 2]

$$
\begin{gather*}
P_{B}=\frac{2}{3} \sum_{i=n, p} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{k^{2}}{E_{i} *(k)}\left[n_{i}^{q}(k)+\bar{n}_{i}^{q}(k)\right]-\frac{1}{2} m_{\sigma}^{2} \sigma^{2}-U(\sigma)+\frac{1}{2} m_{\omega}^{2} \omega^{2}+\frac{1}{2} m_{\rho}^{2} \rho^{2} \\
P_{q}=\frac{\gamma_{f}}{3} \sum_{f=u, d} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{k^{2}}{e_{f}}\left[n_{f}^{q}(k)+\bar{n}_{f}^{q}(k)\right]-B  \tag{39}\\
P_{g}=\frac{\gamma_{g}}{3} \int \frac{d^{3} k}{(2 \pi)^{3}} k n_{g}^{q}(k) \tag{41}
\end{gather*}
$$

## heavy-ion collisions

R. Hagedorn[2] proposed the QCD inspired empirical formula to describe experimental hadron production data:[3]

$$
E \frac{d^{3} \sigma}{d^{3} p}=C\left(1+\frac{p_{T}}{p_{0}}\right)^{-n} \rightarrow \begin{cases}\exp \left(-\frac{n p_{T}}{p_{0}}\right) & p_{T} \rightarrow 0  \tag{42}\\ \left(\frac{p_{p}}{p_{T}}\right)^{n} & p_{T} \rightarrow \infty\end{cases}
$$

which coincides with

$$
\begin{equation*}
h_{q}\left(p_{T}\right)=C_{q} e_{q}^{-\beta p_{T}}=C_{q}\left[1-(1-q) \frac{p_{T}}{T}\right]^{\frac{1}{1-q}} \tag{43}
\end{equation*}
$$

for $n=1 /(q-1)$ and $p_{0}=n T$.

## heavy-ion collisions

Others[4, 5, 6, 1, 2] criticized that thermodynamical consistency leads to

$$
\begin{equation*}
E \frac{d^{3} N}{d^{3} p} \propto\left[1-(1-q) \beta p_{T}\right]^{\frac{q}{1-q}} \tag{44}
\end{equation*}
$$

which comes from

$$
\begin{equation*}
\epsilon=g \int d \Omega E f^{q} \tag{45}
\end{equation*}
$$

## heavy-ion collisions

During the last few years, G. G. Barnafoldi et al.[3] proposed a "soft+hard" model for $p_{T}$ spectra as well as $v_{2}$ measured in both $p p$ and AA collisions.

$$
\begin{equation*}
\left.\frac{d N}{2 \pi p_{T} d p_{T} d y}\right|_{y=0}=\sum_{i=s o f t, \text { hard }} A_{i} e_{q}^{-\beta_{i}\left[\gamma_{i}\left(m_{T}-v_{0, i} p_{T}\right)-m\right]} \tag{46}
\end{equation*}
$$

where "soft" is referred to hadrons yields stemming from the QGP part but "hard" to jets.

## heavy-ion collisions
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An improved Tsallis statistics is implemented in a multisource thermal model to describe systematically pseudorapidity spectra of charged particles produced in relativistic nucleon-nucleon ( $p p$ or $p \bar{p}$ ) collisions at various collision energies and in relativistic nucleus-nucleus $(A A)$ collisions at different energies with different centralities. The results with Tsallis statistics using the two-cylindrical multisource thermal model are in good agreement with the experimental data measured at RHIC and LHC energies. It is found that the rapidity shifts of longitudinal sources increase linearly with collision energies and centralities in the framework. According to the laws, we also give a prediction of the pseudorapidity distributions in $p p(\bar{p})$ collisions at higher energies.
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## $\kappa$-distributions

To get rid of the KMS problem[4] and others Tsallis' $q$-exponential meets, G. Kaniadakis[3, 4, 5, 6] proposed another form of distributions which lead to the $\kappa$-deformed statistical mechanics.

$$
\begin{equation*}
S_{K a}=\int d \Omega \frac{f^{1-\kappa}-f^{1+\kappa}}{2 \kappa}:=-\int d \Omega f \ln _{\kappa} f \tag{47}
\end{equation*}
$$

where $\ln _{\kappa} x=\frac{x^{\kappa}-x^{-\kappa}}{2 \kappa}$ is the $\kappa$-logarithm. With the OLM and MEM can we get its distribution:

$$
\begin{equation*}
f=e_{\kappa}^{-\beta(U-\mu)} \tag{48}
\end{equation*}
$$

where the $\kappa$-exponential is introduced,

$$
\begin{equation*}
e_{\kappa}^{x}=\left(\sqrt{1+\kappa^{2} x^{2}}+\kappa x\right)^{1 / \kappa}=\exp \left(\frac{1}{\kappa} \arcsin \kappa x\right) \tag{49}
\end{equation*}
$$

## $\kappa$-distributions of a QGP[1]

Using the $\kappa$-deformed statistics to describe the QGP, the single particle distribution functions of quarks/anti-quarks and gluons respectively,

$$
\begin{gather*}
\bar{n}_{q / \bar{q}}=\frac{1}{\sqrt{1+\kappa^{2} \beta^{2}\left(k \mp \mu_{q}\right)^{2}}+\kappa \beta\left(k \mp \mu_{q}\right)+1}:=\frac{1}{e_{\kappa}\left(\beta\left(k \mp \mu_{q}\right)\right)+1} \\
\bar{n}_{g}=\frac{1}{\sqrt{1+\kappa^{2} \beta^{2} k^{2}}+\kappa \beta k-1}:=\frac{1}{e_{\kappa}(\beta k)-1} \tag{50}
\end{gather*}
$$

Thus can we study the phase transition with the similar steps. The same phase diagram as in the Tsallis case is obtained, since both of them are fractal in nature.
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## Fadeev's postulates

The amount of uncertainty of the distribution $\Omega=\left(p_{1}, p_{2}, \cdots, p_{n}\right)$, that is, the amount of uncertainty concerning the outcome of an experiment, the possible results of which have the probabilities $p_{1}, p_{2}, \cdots, p_{n}$, is called the Entropy of the distribution $\Omega$. In 1957, Fadeev proposed that the simplest such set of postulates are as follows.
(1) It is a symmetric function of its variables for $n$.
(2) It is a continuous function of $p_{i}$.
(3) $H(1 / 2,1 / 2)=1$.
(4) $H\left(t p_{1},(1-t) p_{1}, p_{2}, \cdots, p_{n}\right)=H\left(p_{i}\right)+p_{1} H(t,(1-t))$.

## $q$-Algorithm

From now on, Tsallis Entropy is re-written as

$$
\begin{equation*}
S_{q}=\frac{\sum_{i=1}^{W} p_{i}^{q}-1}{1-q}:=\sum_{i}^{W} p_{i} \ln _{q}\left(\frac{1}{p_{i}}\right)=-\sum_{i}^{W} p_{i}^{q} \ln _{q} p_{i} \tag{52}
\end{equation*}
$$

where the $q$-logarithm is introduced,

$$
\begin{equation*}
\ln _{q}(x):=\frac{x^{1-q}-1}{1-q} \tag{53}
\end{equation*}
$$

with its inverse function, $q$-exponential

$$
\begin{equation*}
e_{q}^{x}:=[1+(1-q) x]^{\frac{1}{1-q}} \tag{54}
\end{equation*}
$$

## $q$-Algorithm

Consistently, non-linear generalized algebraic forms emerge, q-sum

$$
\begin{equation*}
x \oplus_{q} y:=x+y+(1-q) x y \tag{55}
\end{equation*}
$$

$q$-product

$$
\begin{equation*}
x \otimes_{q} y:=\left(x^{1-q}+y^{1-q}-1\right)^{1 /(1-q)} \tag{56}
\end{equation*}
$$

$q$-substraction

$$
\begin{equation*}
x \ominus_{q} y:=\frac{x-y}{1+(1-q) y} \tag{57}
\end{equation*}
$$

$q$-division

$$
\begin{equation*}
x \oslash y:=\left(x^{1-q}-y^{1-q}+1\right)^{1 /(1-q)} \tag{58}
\end{equation*}
$$

More are seen in [2, 1].

## Conditional Probability

Consider two cases $A$ and $B$ with probabilities $P(A)$ and $P(B)$. The conditional probability of A under B is:

$$
\begin{equation*}
P(A \mid B)=\frac{P(A B)}{P(B)} \tag{59}
\end{equation*}
$$

If all $A_{i}$ are independent(mutually incompatible), $P(B)>0$, then,

$$
\begin{equation*}
P\left(\sum A_{i} \mid B\right)=\sum P\left(A_{i} \mid B\right) \tag{60}
\end{equation*}
$$

Moreover, for the case that $B \subset \bigcup A_{i}$,

$$
\begin{equation*}
P(B)=\sum P\left(A_{i}\right) P\left(B \mid A_{i}\right) \tag{61}
\end{equation*}
$$

which is the total probability formula.

## Bayes Formula

$$
\begin{equation*}
P\left(A_{i} \mid B\right)=\frac{P\left(A_{i}\right) P\left(B \mid A_{i}\right)}{\sum P\left(A_{j}\right) P\left(B \mid A_{j}\right)} \tag{62}
\end{equation*}
$$

## Grand Canonical Ensemble ${ }^{* * *}$

Think about the constraints with the escort distribution $P_{i}=p_{i}^{q} / \sum p_{j}^{q}$, similarly we have

$$
\begin{equation*}
p_{i}=\frac{1}{\Xi_{q}} e_{q}^{-\beta^{\prime}\left(\epsilon_{i}-\mu N_{i}\right)} \tag{63}
\end{equation*}
$$

Easy to prove the $q$-thermodynamics above,

$$
\begin{gather*}
N_{q}=\sum P_{i} N_{i}=\frac{1}{\beta} \frac{\partial}{\partial \mu} \ln _{q} \Xi_{q}  \tag{64}\\
U_{q}=-\frac{\partial}{\partial \beta} \ln _{q} \Xi_{q} \tag{65}
\end{gather*}
$$

## Grand Canonical Ensemble ${ }^{* * *}$

Consider each distinct microstate $i$ in energy levels $l(l=1,2, \cdots)$, that is, $\epsilon_{i}=\sum_{l} \varepsilon_{l} n_{l}$ and $N_{i}=\sum_{l} n_{l}$. So the $q$-grand partition function turns to be

$$
\begin{align*}
\Xi_{q} & =\sum_{\left\{n_{l}\right\}} e_{q}^{-\beta^{\prime} \sum_{l}\left(n_{l} \varepsilon_{l}-\mu n_{l}\right)}=\sum_{\left\{n_{l}\right\}} \prod_{l}^{q} e_{q}^{-\beta^{\prime}\left(\varepsilon_{l}-\mu\right) n_{l}} \\
& =\prod_{l}^{q} \sum_{n_{l}} e_{q}^{-\beta^{\prime}\left(\varepsilon_{l}-\mu\right) n_{l}}=\prod_{l}^{q} Z_{q}(l) \tag{66}
\end{align*}
$$

where $Z_{q}(l)=\sum_{n_{l}} e_{q}^{-\beta^{\prime}\left(\varepsilon_{l}-\mu\right) n_{l}}$.

## Grand Canonical Ensemble ${ }^{* * *}$

(1) For Fermions,

$$
\begin{equation*}
Z_{q}(l)=1+e_{q}^{-\beta^{\prime}\left(\varepsilon_{l}-\mu\right)} \tag{67}
\end{equation*}
$$

SO

$$
\begin{equation*}
\bar{n}_{l}=\frac{1}{\beta} \frac{\partial}{\partial \mu} \ln _{q} Z_{q}(l)=\frac{1}{\sum p_{m}^{q}}\left(\frac{1}{e_{2-q}^{\beta^{\prime}\left(\varepsilon_{l}-\mu\right)}+1}\right)^{q} \rightarrow\left(\frac{1}{e_{2-q}^{\beta^{\prime}\left(\varepsilon_{l}-\mu\right)}+1}\right)^{q} \tag{68}
\end{equation*}
$$

(2) For Bosons, similarly,

$$
\begin{equation*}
\bar{n}_{l}=\frac{1}{\sum p_{m}^{q}}\left(\frac{1}{e_{2-q}^{\beta^{\prime}\left(\varepsilon_{1}-\mu\right)}-1}\right)^{q} \rightarrow\left(\frac{1}{e_{2-q}^{\beta^{\prime}\left(\varepsilon_{l}-\mu\right)}-1}\right)^{q} \tag{69}
\end{equation*}
$$

## Asymptotic Approximation

$$
\begin{gather*}
\rho=e_{q}^{-\beta \mathcal{H}} / Z_{q}  \tag{7}\\
Z_{q}=\operatorname{Tr} \exp \left(\frac{1}{1-q} \ln [1-(1-q) \beta \mathcal{H}]\right) \approx \operatorname{Tr} \exp \left(-\beta \mathcal{H}-\frac{1}{2}(1-q) \beta^{2} \mathcal{H}^{2}\right) \\
\\
\approx \operatorname{Tr} \exp (-\beta \mathcal{H})\left[1-\frac{1}{2}(1-q) \beta^{2} \mathcal{H}^{2}\right]=Z_{B G}\left[1-\frac{1}{2}(1-q) \beta^{2}\left\langle\mathcal{H}^{2}\right\rangle_{B G}\right]
\end{gather*}
$$

## Asymptotic Approximation

$$
\begin{align*}
\langle\mathcal{O}\rangle_{q}= & \operatorname{Tr} \rho^{q} \mathcal{O}=\left\langle\rho^{q-1} \mathcal{O}\right\rangle_{1}=Z_{q}^{1-q}\left\langle\frac{\mathcal{O}}{1-(1-q) \beta \mathcal{H}}\right\rangle_{1} \\
= & Z_{q}^{1-q} Z_{q}^{-1} \operatorname{Tr}\left([1-(1-q) \beta \mathcal{H}]^{1 /(1-q)} \frac{\mathcal{O}}{1-(1-q) \beta \mathcal{H}}\right) \\
\approx & Z_{q}^{1-q} Z_{B G}^{-1}\left[1+\frac{1}{2}(1-q) \beta^{2}\left\langle\mathcal{H}^{2}\right\rangle_{B G}\right] \operatorname{Tr}\left\{\mathcal{O} \exp \left(\frac{q}{1-q} \ln [1-(1-q) \beta \mathcal{H}]\right)\right\} \\
\approx & Z_{q}^{1-q} Z_{B G}^{-1}\left[1+\frac{1}{2} a \beta^{2}\left\langle\mathcal{H}^{2}\right\rangle_{B G}\right] \operatorname{Tr}\left\{\mathcal{O} \exp \left(-(1-a) \beta \mathcal{H}+\frac{a}{2}(1-a) \beta^{2} \mathcal{H}^{2}\right)\right\} \\
\approx & Z_{q}^{1-q} Z_{B G}^{-1}\left[1+\frac{1}{2} a \beta^{2}\left\langle\mathcal{H}^{2}\right\rangle_{B G}\right] \operatorname{Tr}\left\{\mathcal{O} \exp (-\beta \mathcal{H})\left[1+a \beta \mathcal{H}-\frac{a}{2} \beta^{2} \mathcal{H}^{2}\right]\right\} \\
= & Z_{B G}^{1-q}\left[1+\frac{1}{2}(1-q) \beta^{2}\left\langle\mathcal{H}^{2}\right\rangle_{B G}\right] \\
& \left\{\langle\mathcal{O}\rangle_{B G}+(1-q) \beta\langle\mathcal{O H}\rangle_{B G}-\frac{1-q}{2} \beta^{2}\left\langle\mathcal{O} \mathcal{H}^{2}\right\rangle_{B G}\right\} \tag{72}
\end{align*}
$$

## Asymptotic Approximation

Consider the system $\mathcal{H}=n h \nu$, with $\mathcal{O}=n$,

$$
\begin{equation*}
\langle n\rangle_{q} \approx\langle n\rangle_{B G} Z_{B G}^{1-q}\left\{1+(1-q) x\left[\frac{\left\langle n^{2}\right\rangle_{B G}}{\langle n\rangle_{B G}}+x\left(\left\langle n^{2}\right\rangle_{B G}-\frac{\left\langle n^{3}\right\rangle_{B G}}{\langle n\rangle_{B G}}\right)\right]\right\} \tag{73}
\end{equation*}
$$

## deformed differential

From the generalized substraction rules we can easily have,

$$
\begin{gather*}
d_{q} x=(x+d x) \ominus_{q} x=\frac{d x}{1+(1-q) x}  \tag{74}\\
d_{\kappa} x=(x+d x) \ominus_{\kappa} x=\frac{d x}{\sqrt{1+\kappa^{2} x^{2}}} \tag{75}
\end{gather*}
$$

Easy to see $\frac{d}{d_{q} x} e_{q}^{x}=e_{q}^{x}$ and $\frac{d}{d_{\kappa} x} e_{\kappa}^{x}=e_{\kappa}^{x}$.
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[^0]:    Abstract
    We generalize Hagedorn's statistical theory of momentum spectra of particles produced in high-energy collisions using Tsallis' formalism of non-extensive statistical mechanics. Suitable non-extensive grand canonical partition functions are introduced for both fermions and bosons. Average occupation numbers and moments of transverse momenta are evaluated in an analytic way. We analyse the energy dependence of the non-extensitivity parameter $q$ as well as the $q$-dependence of the Hagedorn temperature. We also take into account the multiplicity. As a final result we obtain formulas for differential cross sections that are in very good agreement with $e^{+} e^{-}$annihilation experiments. (C) 2000 Elsevier Science B.V. All rights reserved.

