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Deep Learning (JREZE>S] ), What Can It Do ?

Regression and Classification Problems

Deep Neural Network

Choices of Deep ?
1 Lea rning N

| Techniques: () Gender,
2 Fully-Connected
! Layers ,
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1 Layers ,
Residual

Input Layer

combinations of edges object models

Optimal placement / move of stones to
win a Elf game

19 X 19 boardgame




Deep Neural Network BY {42 1£HEER ?

1. Fast
(example: AlphaGo)

2. Low amount of input data

(Resource optimization)

3. Cheap learning
(No function f (input data) = output needed)

4. Universal function approximation theorem

(Any unknown, complex function, least square fittings , non-linear fittings)



Any connections with physics detectors ?




Daya Bay Antineutrino Detector

v, detected via inverse beta-decay (IBD):
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E 3 v — visible photons
r in lig. scintillator
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Daya Bay sensors are PMT to detect light from antineutrino interactions



8 X 24 PMT Charge Information of One Antineutrino Event

Event Energy = ?

Vertex location (x,y,z) = ?
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Input to Deep Neural Network as 8 x 24 pixel image for training to predict
event energy and vertex location (x,y,z)
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Fvent Reconstruction with Deep Neural Network

Vertex x-position
(predicted — truth)

Deep neural network: x-position residual [mm]
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Resolution o = Sigma from Gaussian fit



Resolution o(x,y,z,E) vs. number of PMTs (greedy algorithm)
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YOUR MOST IMPORTANT SENSORS FOR PHYSICS and TRIGGER ANALYSIS

—— exponential curve fit: a*exp(-b*k) + ¢
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Coverage of one PMT multiplied by k  Decay constant is PMT size-dependent



What sensor size(s) is the best ?
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Can you see the Gaussian ?




Use Deep Learning to Find Best Sensor Size at Each Location

Developed an Ran Deep Network on two locations
: as demo
Autoencoder + Multi- :
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1. Resolution (x,y,z,E) vs. number of PMTs (or coverage) is approximately an exponentially
decreasing function;

2. The Daya Bay detector is in a non-saturation mode;
3. Sensors can be ranked for physics and trigger analysis;
4. Deep learning can be used to search for optimal PMT size at each detector location. A mixture

of PMT/sensor sizes is possible.

NJU already have one Master student ( 7538 ) who have graduated (this year) with thesis on
event reconstruction and detector design with deep learning techniques.



Detector Designing Softwares can be SMARTER and FASTER
with the help of Deep Machines



Constraints

1. Computation power and speed (Nvidia CUDA , RAM , , . )
2. Collaboration and co-operation with other groups, institutions

3. Training of new people
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