Analytical estimation of the dynamic apertures of circular accelerators
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Abstract

By considering delta function sextupole, octupole, and decapole perturbations and using difference action-angle variable equations, we find some useful analytical formulae for the estimation of the dynamic apertures of circular accelerators due to single sextupole, single octupole, single decapole (single 2m pole in general); and their combined effects are derived based on the Chirikov criterion of the onset of stochastic motions. Comparisons with numerical simulations are made, and the agreement is quite satisfactory. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

One of the preoccupations of the circular accelerator designer is to estimate the influence of nonlinear forces on the single particle’s motion. These nonlinear forces manifest themselves as the systematic and random errors from optical elements, the voluntarily introduced functional ones, such as the sextupoles used for the chromaticity corrections and the octupoles used for stabilizing the particles’ collective motion, or from nonlinear beam–beam interaction forces. Even though the nonlinear forces mentioned above compared with the linear forces are usually very small, what is observed in reality, however, is that when the amplitudes of the transverse oscillation of a particle are large enough, the transverse motion might become unstable and the particle itself will finally be lost on the vacuum chamber. Apparently, the above implied maximum oscillation amplitudes, $A_{x,y}$, corresponding to the stable motions are functions of the specific longitudinal position, $s$, along the machine, and these functions $A_{x,y}(s)$ are the so-called dynamic apertures of the machine. A reasonably designed machine should satisfy the condition $A_{x,y}(s) \geq M_{x,y}(s)$, where $M_{x,y}(s)$ are the mechanical cross-section dimensions of the vacuum chamber.

Needless to say the dynamic aperture problem in circular accelerators is one of the most challenging research topics for accelerator physicists, and the relevant methods adopted to treat this problem are quite different analytically and numerically. In this paper we will show how single sextupole, single octupole, and single decapole (single 2m pole in
general) in the machine limit the dynamic aperture and what is their combined effect if there are more than one nonlinear element. From the established analytical formulae for the dynamic aperture one gets the scaling laws which relate the nonlinear perturbation strengths, beta functions, and the dynamic apertures. To test the validity of these formulae, comparisons with some numerical simulations have been made.

2. Hamiltonian formalism

The Hamiltonian formulation of dynamics is best known not only for its deep physical and philosophical inspiration to the physicists, but also for its technical convenience in solving various nonlinear dynamical problems. The general Hamiltonian for a particle of rest mass, \( m_0 \), and charge, \( e \), in a magnetic vector potential, \( A \), and electric potential, \( \Phi \), is expressed as

\[
H(q, p, t) = e\Phi + e((p - eA)^2 + m_0c^2)^{1/2}
\]

where \( c \) is the velocity of light and \( p \) is the momentum with its components, \( p_i \), conjugate to the space coordinates, \( q_i \). The equations of motion can be readily written in terms of Hamilton’s equations

\[
\frac{dp_i}{dt} = \frac{\partial H}{\partial q_i}
\]

\[
\frac{dq_i}{dt} = \frac{\partial H}{\partial p_i}.
\]

For our specific dynamic problems in a circular accelerator it is convenient to choose curvilinear coordinates instead of Cartesian ones for us to describe the trajectory of a particle near an a priori known closed orbit. The Hamiltonian in the new system, \((x, s, y)\) (where \(x, s, \) and \(y\) denote the coordinates in the Frenet–Serret normal, tangent, and binormal triorthogonal and right-handed coordinate system), is given by \([1–7]\)

\[
H_s(q, p, t) = e\Phi + e\left((p_x - eA_x)^2 + (p_y - eA_y)^2\right) + \left((p_x - eA_x)\frac{1}{1 + x/\rho} + m_0c^2\right)^{1/2}
\]

where \( \rho \) is the radius of curvature and the torsion of the closed orbit is zero everywhere. Since it is useful to use the variable, \( s \), as the independent variable rather than time, \( t \), one gets the new Hamiltonian by using a simple canonical transformation

\[
H_s = -eA_s - (1 + x/\rho)\left(\frac{1}{c^2}(E^2 - m_0^2c^4)\right)
\]

\[
- (p_x - eA_x)^2 - (p_y - eA_y)^2\right)^{1/2} - e\Phi. \tag{5}
\]

Noting that the term \((1/c^2)(E^2 - m_0^2c^4)\) in Eq. (5) is equal to \(P^2\) with \(P\) being the total mechanical momentum of the particle, by using another trivial canonical transformation

\[
\tilde{q} = q, \quad \tilde{s} = s, \quad \tilde{p}_{x,y} = p_{x,y}, \quad H = \frac{H_s}{P_0} \tag{6}
\]

one gets another Hamiltonian

\[
H = -\frac{eA_s}{P_0} - (1 + x/\rho)\left(P\frac{P_0}{P_0} - \left(\tilde{p}_x - eA_x\right)^2\right)
\]

\[
- \left(\tilde{p}_y - eA_y\right)^2\right)^{1/2} - e\Phi \tag{7}
\]

where \(P_0\) is the mechanical momentum of the reference particle, and \(P = P_0 + \Delta P\). Inserting \(eA_s/P_0\) into Eq. (7) by

\[
e\frac{A_s}{P_0} = \frac{-B_yx^2}{2P_0^2}B_0
\]

\[
- \frac{1}{B_0}\sum_{n=1}^{\infty} \frac{1}{n!} \frac{\tilde{e}^{n-1}B_y}{\tilde{x}^{n-1}} \bigg|_{x=0, y=0} (x + iy)^n \tag{8}
\]

one gets finally the Hamiltonian which serves as the starting point of most of the dynamical problems concerning circular accelerators:

\[
H = \frac{x^2 B_y}{2\rho^2 B_0}
\]

\[
+ \frac{1}{B_0}\sum_{n=1}^{\infty} \frac{1}{n!} \frac{\tilde{e}^{n-1}B_y}{\tilde{x}^{n-1}} \bigg|_{x=0, y=0} (x + iy)^n
\]

\[
- (1 + x/\rho)\left(1 + \frac{\Delta P}{P_0} - \left(\tilde{p}_x - eA_x\right)^2\right)
\]

\[
- \left(\tilde{p}_y - eA_y\right)^2\right)^{1/2} - e\Phi \tag{9}
\]
where $B_0$ is the bending magnetic field on the orbit of the reference particle, and $B_j$ in general is a complex variable.

### 3. Analytical formulae for dynamic apertures

To start with we consider the linear horizontal motion of the reference particle (no energy deviation) in the horizontal plane ($y = 0$) assuming that the magnetic field is only transverse ($A_x = A_y = 0$) and has no skew fields, and $\Phi$ is a constant. The Hamiltonian can be simplified as

$$H = \frac{p^2}{2} + \frac{K(s)}{2} x^2$$  \hspace{1cm} (10)

where $x$ denotes normal plane coordinate, $p = dx/ds$, and $K(s)$ is a periodic function satisfying the relation

$$K(s) = K(s + L)$$  \hspace{1cm} (11)

where $L$ is the circumference of the ring. The solution of the deviation, $x$, is found to be

$$x = \sqrt{e_s \beta_s(s)} \cos(\phi(s) + \phi_0)$$  \hspace{1cm} (12)

where

$$\phi(s) = \int_0^s \frac{ds}{\beta_s(s)}.$$  \hspace{1cm} (13)

As an essential step towards further discussion on the motions under nonlinear perturbation forces, we introduce action-angle variables and the Hamiltonian expressed in these new variables:

$$\Psi = \int_0^s \frac{ds}{\beta_s(s)} + \phi_0$$  \hspace{1cm} (14)

$$J = \frac{e_s}{2} = \frac{1}{2\beta_s(s)} \left( x^2 + \left( \beta_s(s)x - \frac{\beta' s}{2} \right)^2 \right)$$  \hspace{1cm} (15)

$$H(J, \Psi) = \frac{J}{\beta_s(s)}$$  \hspace{1cm} (16)

Since $H(J, \Psi) = J/\beta_s(s)$ is still a function of the independent variable, $s$, we will make another canonical transformation to freeze the new Hamiltonian:

$$\Psi_1 = \Psi + \frac{2\pi v}{L} - \int_0^s \frac{ds'}{\beta_s(s')}$$  \hspace{1cm} (17)

$$J_1 = J$$  \hspace{1cm} (18)

$$H_1 = \frac{2\pi v}{L} J_1.$$  \hspace{1cm} (19)

Before going on further, let us remember the relation between the last action-angle variables and the particle deviation $x$:

$$x = \sqrt{2J_1 \beta_s(s)} \cos \left( \Psi_1 - \frac{2\pi v}{L} s + \int_0^s \frac{ds'}{\beta_s(s')} \right).$$  \hspace{1cm} (20)

Being well prepared, we start our journey to find out the limitations of the nonlinear forces on the stability of the particle’s motion. To facilitate the analytical treatment of this complicated problem we consider at this stage only sextupoles and octupoles (no skew terms) and assume that the contributions from the sextupoles and octupoles in a ring can be made equivalent to a point sextupole and a point octupole. The perturbed one-dimensional Hamiltonian can thus be expressed:

$$H = \frac{p^2}{2} + \frac{K(s)}{2} x^2 + \frac{1}{3!B_0} \frac{\partial^2 B_0}{\partial x^2} x^3 L \sum_{k = -\infty}^\infty \delta(s - kL)$$

$$+ \frac{1}{4!B_0} \frac{\partial^3 B_0}{\partial x^3} x^4 L \sum_{k = -\infty}^\infty \delta(s - kL).$$  \hspace{1cm} (21)

Representing Eq. (21) by action-angle variables ($J_1$ and $\Psi_1$), and using

$$B_2 = B_0(1 + xb_1 + x^2b_2 + x^3b_3)$$  \hspace{1cm} (22)

one has

$$H = \frac{2\pi v}{L} J_1$$

$$+ \frac{(2J_1 \beta_s(s))^{3/2}}{3\rho} b_2 L \cos^3 \Psi_1 \sum_{k = -\infty}^\infty \delta(s - kL)$$

$$+ \frac{(J_1 \beta_s(s_2))^2}{\rho} b_3 L \cos^4 \Psi_1 \sum_{k = -\infty}^\infty \delta(s - kL).$$  \hspace{1cm} (23)
where \( s_1 \) and \( s_2 \) are just used to differentiate the locations of the sextupole and the octupole perturbations. By virtue of Hamiltonian one gets the differential equations for \( \Psi_1 \) and \( J_1 \):

\[
\frac{dJ_1}{ds} = -\frac{\partial H_1}{\partial \Psi_1},
\]

\[
\frac{d\Psi_1}{ds} = \frac{\partial H_1}{\partial J_1},
\]

\[
\frac{dJ_1}{ds} = -\frac{(2J_1^2 s_1)^{3/2}}{3 \rho} b_2 L \frac{d\cos^3 \Psi_1}{d \Psi_1} \left[ \sum_{k=-\infty}^{\infty} \delta(s - kL) \right]
- \frac{(J_1 \beta_x(s_2))^2}{\rho} b_3 L \frac{d\cos^4 \Psi_1}{d \Psi_1} \left[ \sum_{k=-\infty}^{\infty} \delta(s - kL) \right] + \frac{2 \beta_x(s_2)^2}{\rho} J_1 b_3 L \frac{d\cos^3 \Psi_1}{d \Psi_1} \sum_{k=-\infty}^{\infty} \delta(s - kL).
\]

(24) (25) (26) (27)

We now change this differential equations to the difference equations which are suitable to analyze the possibilities of the onset of stochasticity [8,9]. Since the perturbations have a natural periodicity of \( L \) we will sample the dynamic quantities at a sequence of \( s_i \) with constant interval \( L \) assuming that the characteristic time between two consecutive adiabatic invariance breakdown intervals is shorter than \( L/c \). The differential equations in Eqs. (26) and (27) are reduced to

\[
\overline{J_1} = \overline{J_1}(\Psi_1, J_1)
\]

(28)

\[
\overline{\Psi_1} = \overline{\Psi_1}(\Psi_1, J_1)
\]

(29)

where the overbar stands for the next sampled value after the corresponding unbared previous value

\[
\overline{J_1} = J_1 - \frac{(2J_1 \beta_x(s_1))^{3/2}}{3 \rho} b_2 L \frac{d\cos^3 \Psi_1}{d \Psi_1}
- \frac{(J_1 \beta_x(s_2))^2}{\rho} b_3 L \frac{d\cos^4 \Psi_1}{d \Psi_1}
+ \frac{2 \beta_x(s_2)^2}{\rho} J_1 b_3 L \frac{d\cos^3 \Psi_1}{d \Psi_1}.
\]

(30) (31)

Eqs. (30) and (31) are the basic difference equations to study the nonlinear resonance and the onset of stochasticities considering sextupole and octupole perturbations. By using trigonometric relation

\[
\cos^m \theta \cos n \theta = 2^{-m} \sum_{r=0}^{m} \frac{m!}{(m-r)!} \cos(m+n+2r)\theta
\]

(32)

one has

\[
\cos^3 \theta = \frac{2}{3^3} (\cos 3 \theta + 3 \cos \theta)
\]

(33)

\[
\cos^4 \theta = \frac{1}{2^4} \left[ 2 \cos 4 \theta + 8 \cos 2 \theta + \frac{4!}{(4/2)!} \right]
\]

(34)

If the tune \( \nu \) is far from the resonance lines \( \nu = m/n \), where \( m \) and \( n \) are integers, the invariant tori of the unperturbed motion are preserved under the presence of the small perturbations by virtue of the Kolmogorov–Arnold–Moser (KAM) theorem. If, however, \( \nu \) is close to the above-mentioned resonance line, under some conditions the KAM invariant tori can be broken.

Consider first the case where there is only one sextupole located at \( s = s_1 \) with \( \beta_x(s_1) \). Taking the third-order resonance, \( m/3 \), for example, we keep only the sinusoidal function with phase \( 3 \Psi_1 \) in Eq. (30) and the dominant phase independent nonlinear term in Eq. (31), and as a result, Eqs. (30) and (31) become

\[
\overline{J_1} = J_1 + A \sin 3 \Psi_1
\]

(35)

\[
\overline{\Psi_1} = \Psi_1 + BJ_1
\]

(36)
with
\[ A = \frac{(2J_1 \beta_x(s_1))^{3/2}}{4} \left( \frac{b_2 L}{\rho} \right) \]  \hspace{1cm} (37)

\[ B = \sqrt{2} \beta_x(s_1)^{3/2} J_1^{-1/2} \left( \frac{b_2 L}{\rho} \right) \]  \hspace{1cm} (38)

where we have dropped the constant phase in Eq. (31) and take the maximum value of \( \cos^3 \Psi \), 1. It is helpful to transform Eqs. (37) and (38) into the form of the so-called *standard mapping* \([9]\) expressed as

\[ I = I + K_0 \sin \theta \]  \hspace{1cm} (39)

\[ \bar{\theta} = \theta + I \]  \hspace{1cm} (40)

with \( \theta = 3 \Psi \), \( I = 3BJ_1 \) and \( K_0 = 3AB \). By virtue of the Chirikov criterion \([9]\) it is known that when \( |K_0| \geq 0.97164 \) \([10]\) resonance overlapping occurs which results in particles’ stochastic motions and diffusion processes. Therefore,

\[ |K_0| \leq 1 \]  \hspace{1cm} (41)

can be taken as a natural criterion for the determination of the dynamic aperture of the machine. Substituting Eqs. (37) and (38) into Eq. (41), one gets

\[ |K_0| = 3J_1 \beta_x(s_1)^3 \left( \frac{b_2 |L|}{\rho} \right)^2 \leq 1 \]  \hspace{1cm} (42)

and consequently, one finds maximum \( J_1 \) corresponding to an \( m/3 \) resonance

\[ J_1 \leq J_{\text{max,ext}} = \frac{1}{3 \beta_x(s_1)^3} \left( \frac{\rho}{|b_2| |L|} \right)^2 . \]  \hspace{1cm} (43)

The dynamic aperture of the machine is therefore

\[ A_{\text{dyna,ext}} = \sqrt{2J_{\text{max,ext}}} \beta_x(s) \]

\[ = \sqrt{\frac{2 \beta_x(s)}{3 \beta_x(s_1)^{3/2}}} \left( \frac{\rho}{|b_2| |L|} \right) . \]  \hspace{1cm} (44)

Eq. (44) gives the dynamic aperture of a sextuple strength determined case. The reader can confirm that if we keep \( \sin \Psi \) term instead of \( \sin 3 \Psi \) in Eq. (35), one arrives at the same expression for \( A_{\text{dyna,ext}} \) as expressed in Eq. (44).

Secondly, we consider the case of single octupole located at \( s = s_2 \) with \( \beta_x(s_2) \). Taking the fourth-order resonance, \( m/4 \), for example, we keep only the sinusoidal function with phase \( 4\Psi \) in Eq. (30) and the dominant phase independent nonlinear term in Eq. (31), and as a result, we have Eqs. (30) and (31) reduced to

\[ J_1 = J_1 + A \sin 4\Psi \]  \hspace{1cm} (45)

\[ \Psi_1 = \Psi_1 + BJ_1 \]  \hspace{1cm} (46)

with

\[ A = \frac{(J_1 \beta_x(s_2))^2}{2} \left( \frac{b_3 L}{\rho} \right) \]  \hspace{1cm} (47)

\[ B = 2\beta_x(s_2)^2 \left( \frac{b_3 L}{\rho} \right) \]  \hspace{1cm} (48)

where we have dropped the constant phase in Eq. (31) and take the maximum value of \( \cos^4 \Psi \), 1. By using Chirikov criterion, one gets

\[ J_1 \leq J_{\text{max,oct}} = \frac{1}{2 \beta_x(s_2)^2} \left( \frac{\rho}{|b_3| |L|} \right) \]  \hspace{1cm} (49)

and the corresponding dynamic aperture

\[ A_{\text{dyna,oct}} = \sqrt{2J_{\text{max,oct}}} \beta_x(s) = \frac{\sqrt{\beta_x(s)}}{\beta_x(s_2)} \sqrt{\frac{\rho}{|b_3| |L|}} . \]  \hspace{1cm} (50)

Thirdly, without repeating, we give directly the dynamic aperture due to a decapole located at \( s = s_3 \):

\[ A_{\text{dyna,deca}} = \sqrt{2\beta_x(s)} \left( \frac{1}{5\beta_x(s_3)^5} \right)^{1/6} \left( \frac{\rho}{|b_4| |L|} \right)^{1/3} \]  \hspace{1cm} (51)

where \( b_4 \) is the coefficient of the decapole strength.

Finally, we give the general expression of the dynamic aperture in the horizontal plane (\( z = 0 \) of
a single $2m$ ($m \geq 3$) pole component:
\[ A_{\text{dyna},2m} = \frac{\sqrt{2}\beta_x(s)}{\sqrt{m!p_{m}^m(s(2m))}} \left( \frac{1}{\rho} \right)^{1/(m-2)} \times \left( \frac{\rho}{b_{m-1}} \right)^{1/(m-2)} \]
where $s(2m)$ is the location of this multipole. Eq. (52) gives us useful scaling laws, such as $A_{\text{dyna},2m} \propto (\rho/b_{m-1}|L|)^{1/(m-2)}$, and $A_{\text{dyna},2m} \propto (1/\beta_x(s(2m)))^{1/2(m-2)}$.

If there is more than one nonlinear component, how can one estimate their collective effect? Fortunately, one can distinguish two cases:

(1) If the components are independent, i.e. there are no special phase and amplitude relations between them, the total dynamic aperture can be calculated as
\[ A_{\text{dyna,total}} = \frac{1}{\sqrt{\sum 1/A^2_{\text{dyna,ext},i} + \sum 1/A^2_{\text{dyna,oct},j} + \sum 1/A^2_{\text{dyna,deca},k} + \cdots}}. \]

(2) If the nonlinear components are dependent, i.e. there are special phase and amplitude relations between them (for example, in reality, one use some additional sextupoles to cancel the nonlinear effects of the sextupoles used to make chromaticity corrections), there is no general formula as Eq. (53) to apply.

In the above discussion we have restricted us to the case where particles are moving in the horizontal plane, and the one-dimensional dynamic aperture formulae expressed in Eqs. (44), (50), (51) and (53), are the maximum stable horizontal excursion ranges with the vertical displacement $y = 0$. In the following we will show briefly how to estimate the dynamic aperture in two dimensions when there is coupling between the horizontal and vertical planes. Now we consider the case where only one sextupole is located at $s = s_1$, and we have the corresponding Hamiltonian expressed as follows:
\[ H = \frac{p_x^2}{2} + \frac{K_x(s)}{2} x^2 + \frac{p_y^2}{2} + \frac{K_y(s)}{2} y^2 + \frac{1}{3!\rho} \frac{\partial^2 B_z}{\partial x^2} (x^3 - 3xy^2)L \sum_{k = -\infty}^{\infty} \delta(s - kL). \]

Generally speaking, there exists no universal criterion to determine the start up of stochastic motions in 2D. Fortunately, in our specific case, we find out the similarity between the Hamiltonian expressed in Eq. (54) and that of the Hénon and Heiles problem which has been much studied in literature [11]. The Hénon and Heiles problem's Hamiltonian is given by
\[ H_{\text{HH}} = \frac{1}{2} \left( x^2 + y^2 + p_x^2 + p_y^2 + 2y^2x - \frac{2}{3}x^3 \right). \]

When $H_{\text{HH}} > \frac{1}{2}$ the motion becomes unstable. The intuition we get from this conclusion is that there should exist a similar criterion for our problem, i.e. to have stable 2D motion one should have $H \leq H_{\text{max}}$. Note that $K_x(s)$ and $K_y(s)$ in Eq. (54) are equal to unity in the Hénon and Heiles problem's Hamiltonian. The previous one-dimensional result helps us now to find $H_{\text{max}}$. When $y = 0$ one has $H_{\text{max}} \propto A^2_{\text{dyna,ext},x}$, since $x \leq A_{\text{dyna,ext},x}$. When $y \neq 0$, the crossing terms in Eqs. (54) and (55) will play the role of exchanging energy between the two planes, and for a given set of $x$ and $y$ the total energy of the coupled system cannot exceed $H_{\text{max}}$. If we define $A_{\text{dyna,ext},y}$ is the dynamic aperture in $y$-plane, one has
\[ \beta_x(s_1)A^2_{\text{dyna,ext},x} = \beta_y(s_1)A^2_{\text{dyna,ext},y} + \beta_x(s_1)x^2. \]

or
\[ A_{\text{dyna,ext},x} = \frac{\beta_x(s_1)}{\beta_y(s_1)} (A^2_{\text{dyna,ext},x} - x^2). \]

where $\beta_y(s_1)$ is the vertical beta function where the sextupole is located and $A_{\text{dyna,ext},x}$ is given by Eq. (44). Different from Eq. (52), the derivation of Eq. (57) is quite intuitive, hinted by the Hénon and Heiles problem which has been studied numerically instead of analytically in literature. From
Eq. (57) one understands that the difference between $A_{\text{dyna,sext,y}}^{\text{max}}$ and $A_{\text{dyna,sext,x}}^{\text{max}}$ comes from $\sqrt{\beta_y(s_i)/\beta_x(s_i)}$. If there are many sextupoles in a ring one usually has $A_{\text{dyna,sext,y}}^{\text{max}} \approx A_{\text{dyna,sext,x}}^{\text{max}}$ since $\beta_y(s_i)$ will not be always larger or smaller than $\beta_x(s_i)$.

4. Comparison with simulation results

To verify the validity of Eqs. (44), (50), (53), and (57), we compare the dynamic apertures of some special cases by using these analytical formulae with a computer code called BETA [12]. Taking the lattice of Super-ACO as an example, we show the schematic layout of the machine in Fig. 1. The horizontal beta function distribution and the working point in the third-order tune diagram are given in Figs. 2 and 3, respectively. From Fig. 2 one finds that the horizontal beta function at the beginning and the end of the one-turn mapping is 5.6 m. In the following numerical simulations the dynamic apertures correspond to $\beta_x(s) = \beta_x(0) = 5.6$ m and it will also be used in the analytical formulae. Defining the sextupole, octupole, and decapole strengths $S = b_2 L/\rho$ (1/m$^2$), $O = b_3 L/\rho$ (1/m$^3$), $D = b_4 L/\rho$ (1/m$^4$), respectively, we make now a rather systematic comparison:

1. A sextupole is located at $s = s_1$ with $S(s_1) = 1$ and $\beta_x(s_1) = 13.6$ m, and its influence on the horizontal dynamic aperture is illustrated in Figs. 4 and 5. From Eq. (44) one gets analytically that $A_{\text{dyna,sext}} = 0.0385$ m compared with the numerical value of 0.04 m.

2. An octupole is located at $s = s_1$ with $O(s_1) = 10$ and $\beta_x(s_1) = 13.6$ m, and its influence on the horizontal dynamic aperture is illustrated in Figs. 6 and 7. From Eq. (50) one gets analytically...
that $A_{\text{dyna, oct}} = 0.055$ m compared with the numerical value of 0.054 m.

(3) The validity of Eq. (51) has been checked also. If a decapole with strength $D = 1000$ is located at $s = s_1$, the dynamic aperture in horizontal plane is shown in Figs. 8 and 9. From Eq. (51) one gets $A_{\text{dyna, dec}} = 0.022$ m compared with the numerical value of 0.024 m.

(4) A sextupole of $S = 2$ and an octupole of $O = 62$ are located at $s = s_1$ and $\beta_s(s_1) = 13.6$ m, and their combined influence on the horizontal dynamic aperture is shown in Figs. 10 and 11. From Eq. (53) one gets $A_{\text{dyna, total}} = 0.0145$ m compared with the numerical value of 0.016 m.

(5) A sextupole of $S = 2$ and an octupole of $O = 62$ are located at $s = s_1$, $\beta_s(s_1) = 13.6$ m, and $s = s_2$, $\beta_s(s_2) = 15.18$ m, respectively, and their combined influence on the horizontal dynamic aperture is shown in Figs. 12 and 13. From Eq. (53)
one gets $A_{\text{dyna,total}} = 0.0138$ m compared with the numerical value of 0.0135 m.

(6) Four sextupoles of $S = 2$ are located at $s = s_1, s_2, s_3, s_4$ with $\beta_x(s_1) = 13.6$ m, $\beta_x(s_2) = 15.18$ m, $\beta_x(s_3) = 7.8$ m, and $\beta_x(s_4) = 6.8$ m, respectively, and their combined influence on the horizontal dynamic aperture is given in Figs. 14 and 15. From Eq. (53) one obtained the analytical value $A_{\text{dyna,total}} = 0.012$ m.

(7) We show how the dynamic apertures depend on the strengths of sextupole and octupole. Fig. 16 shows the comparison between the analytical (solid line) and the numerical (dotted) results for a sextupole located at $s = s_1$ in the machine shown in Fig. 2. Obviously, $A_{\text{dyna,sex}}$ scales with $1/S$. Fig. 17 gives the similar comparison for an octupole located at $s = s_2$, and confirms that $A_{\text{dyna,oct}}$ scales with $1/\sqrt{S}$. 

---

Fig. 8. The dynamic aperture plot ($D(s_1) = 1000$ and $\beta_x(s_1) = 13.6$ m).

Fig. 9. The horizontal phase space ($D(s_1) = 1000$ and $\beta_x(s_1) = 13.6$ m).

Fig. 10. The dynamic aperture plot ($S(s_1) = 2$, $O(s_1) = 62$, and $\beta_x(s_1) = 13.6$ m).

Fig. 11. The horizontal phase space ($S(s_1) = 2$, $O(s_1) = 62$, and $\beta_x(s_1) = 13.6$ m).
Fig. 12. The dynamic aperture plot \(S(s_1) = 2, O(s_2) = 62, \beta_x(s_1) = 13.6 \text{ m}, \text{ and } \beta_x(s_2) = 15.18 \text{ m}).\)

(8) Now we change the tune of the machine a little bit (from \(v_x = 1.7 \text{ to } v_x = 1.565\)), and the corresponding horizontal beta function distribution and the third-order tune diagram are shown in Figs. 18 and 19. It is known that in this case \(\beta_x(0) = 5.1 \text{ m}\). A sextupole of \(S = 2\) is located at \(s = s_1\) with \(\beta_x(s_1) = 12.42 \text{ m}, \text{ and its influence on the dynamic aperture is shown in Figs. 20 and 21. From Eq. (44) one finds } A_{\text{dyn, sext}} = 0.021 \text{ m compared with the numerical value of } 0.02 \text{ m.}\)

(9) Finally, a 2D dynamic aperture is calculated numerically and analytically. If a sextupole of \(S = 2\) is located at \(s_2\) in the same lattice as in case (1) with \(\beta_x = 15.18 \text{ m} \text{ and } \beta_y = 4.26 \text{ m}, \text{ the 2D dynamic aperture is calculated by using BETA and Eq. (57)
as shown in Figs. 22 and 23, respectively. The peak analytical dynamic apertures in horizontal and vertical planes are 0.0163 and 0.031 m, compared with the numerical results of 0.017 and 0.034 m, respectively.

Fig. 16. The dynamic aperture of Super-ACO vs $S (S = b_2 L/r)$ at $s_1$.

Fig. 17. The dynamic aperture of Super-ACO vs $O (O = b_3 L/r)$ at $s_2$.

Fig. 18. The horizontal beta function distribution of modified Super-ACO ($b_x(0) = 5.1$ m).

Fig. 19. The tune diagram of the third order of modified Super-ACO, where the cross indicates the working point of the machine.

To make the comparison much more clear we illustrate the machine parameters in Table 1 and the comparison results in Table 2.

The agreement between the analytical and the numerical simulation results is quite good. The fact that the analytically estimated 2D dynamic aperture agrees well with that calculated by the numerical method shows that the method we have used to treat the two coupled nonlinear oscillators is a reasonable heuristic procedure.
Fig. 20. The dynamic aperture plot ($S(s_1) = 2$ and $\beta_x(s_1) = 12.42$ m).

Fig. 21. The horizontal phase space ($S(s_1) = 2$ and $\beta_x(s_1) = 12.42$ m).

Table 1
Summary of parameters

<table>
<thead>
<tr>
<th>Case</th>
<th>Multipole strength</th>
<th>Beta function (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$S(s_1) = 2$ (1/m^2)</td>
<td>$\beta_x(s_1) = 13.6$</td>
</tr>
<tr>
<td>2</td>
<td>$O(s_1) = 10$ (1/m^2)</td>
<td>$\beta_x(s_1) = 13.6$</td>
</tr>
<tr>
<td>3</td>
<td>$D(s_1) = 1000$ (1/m^4)</td>
<td>$\beta_x(s_1) = 13.6$</td>
</tr>
<tr>
<td>4</td>
<td>$S(s_1) = 2$ (1/m^2), $O(s_1) = 62$ (1/m^2)</td>
<td>$\beta_x(s_1) = 13.6$</td>
</tr>
<tr>
<td>5</td>
<td>$S(s_1) = 2$ (1/m^2), $O(s_1) = 62$ (1/m^2)</td>
<td>$\beta_x(s_1) = 13.6, \beta_y(s_1) = 15.18$</td>
</tr>
<tr>
<td>6</td>
<td>$S(s_1, 2, 3, 4) = 2$ (1/m^2)</td>
<td>$\beta_x(s_1, 2, 3, 4) = 13.6, 15.18, 7.8, 6.8$</td>
</tr>
<tr>
<td>8</td>
<td>$S(s_1) = 2$ (1/m^2)</td>
<td>$\beta_x(s_1) = 12.42, \beta_x(0) = 5.1$</td>
</tr>
<tr>
<td>9</td>
<td>$S(s_1) = 2$ (1/m^2)</td>
<td>$\beta_x(s_1) = 15.18$</td>
</tr>
</tbody>
</table>

Fig. 22. The 2D dynamic aperture of Super-ACO with $S = 2$ located at $s_2$ with $\beta_x(s_2) = 15.18$ m and $\beta_y(s_2) = 4.26$ m.

Fig. 23. The analytical estimation of the 2D dynamic aperture of Super-ACO with $S = 2$ located at $s_2$ with $\beta_x(s_2) = 15.8$ m and $\beta_y(s_2) = 4.26$ m.

Table 2
Summary of comparison results

<table>
<thead>
<tr>
<th>Case</th>
<th>$A_{\text{dyn},\text{analy.}}$ (m)</th>
<th>$A_{\text{dyn},\text{numer.}}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0385</td>
<td>0.04</td>
</tr>
<tr>
<td>2</td>
<td>0.055</td>
<td>0.054</td>
</tr>
<tr>
<td>3</td>
<td>0.022</td>
<td>0.024</td>
</tr>
<tr>
<td>4</td>
<td>0.0145</td>
<td>0.016</td>
</tr>
<tr>
<td>5</td>
<td>0.0138</td>
<td>0.0135</td>
</tr>
<tr>
<td>6</td>
<td>0.012</td>
<td>0.0135</td>
</tr>
<tr>
<td>7</td>
<td>0.021</td>
<td>0.02</td>
</tr>
<tr>
<td>9</td>
<td>$A_x = 0.0163$, $A_y = 0.017$, $A_z = 0.031$</td>
<td>$A_x = 0.034$, $A_y = 0.034$</td>
</tr>
</tbody>
</table>
5. Conclusion

We have derived the analytical formulae for the dynamic apertures in circular accelerators due to single sextupole, single octupole, single decapole (single $2m$ pole in general), and the combination of many independent multipoles. The analytical results have been systematically compared with the numerical results and the agreement is quite satisfactory. These formulae are very useful both for the physical insight and in the practical machine design and operation. One application of these formulae is to estimate analytically the beam–beam interaction determined dynamic aperture in a circular collider.
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