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Motivation for precise time measurements 
@ HL-LHC: expect <μ> = 200 and instantaneous luminosity 7.5 1034

• Pileup mitigation main focus for the physic program at HL-LHC: 
• Track-HS vertex association: Powerful pile-up rejection
• ITK provides tracking for |η| < 4  

• Average vertex density @ <μ> = 200 1.8 vtx/mm  
• z0 resolution increases with η and several vertices can be merged 

➡Degradation of performance at large η 
• HGTD goal is to extend pile-up rejection in the fwd region adding 

timing information
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Motivation for HGTD
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Main HL-LHC challenge: pile-up !

- e.g. instantaneous luminosity 7.5 1034, 
200 PU with 45 mm RMS in z 

- Much effort going to maintain excellent 
Run-1 performance in these more 
challenging conditions 

Charged particle tracking is the key 

- ITK provides tracking for |η| <  4 

Powerful pile-up rejection possible when track 
can resolve individual vertices in z 

- Expect average PU line density to be around 
1.5 collisions/mm, with large uncertainties 

- Typical z0 resolution from ITK is far better 
than this, for central tracks 

- But z0 resolution degrades farther forward

η
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2 Detector requirements ATLAS DRAFT
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Figure 2.3: Visualisation in the z–t plane of an event with a hard scatter (red ellipse) with about 200
pileup interactions (blue ellipses) superimposed. The dashed vertical lines represent the positions
of reconstructed vertices.

2.2 Time resolution506

The goal of the detector design is to provide the best possible time resolution in order to507

effectively suppress the effects of pileup in the forward region. A time resolution of 30 ps508

per track has been shown to be achievable in test beam studies and would provide a factor509

of 6 improvement in the track-to-vertex association. This per-track resolution is therefore510

established as a requirement for the detector design.511

The main contributions to the time resolution of a detector element are:

s2
total = s2

L + s2
elec + s2

clock (2.1)

where s2
L are Landau fluctuations in the deposited charge as the charged particle traverses512

the sensor, s2
elec are the contributions from the readout electronics, and s2

clock is the clock513

contribution. Beam tests and sensor simulations show that thinner silicon reduces the con-514

tribution from Landau fluctuations. With a 50 µm thick LGAD sensor, this contribution515

amounts to approximately 25 ps. With fast detector signals and a high signal-to-noise ratio,516

the contribution from the electronics can be kept to approximately 25 ps. This is achievable517

only if applying corrections for the time walk induced by different signal amplitudes, using518

small bins in the time-to-digital conversion and applying precise in-situ inter-calibration.519

The details of the design of the readout electronics to achieve this are described in Sec-520

tion 4.4. The clock contribution is required to be below 10 ps; its distribution is discussed521

in more detail in Section 4.4.13.522

6 2018-05-30 – 14:05

Capability to exploit time spread of additional pp interactions ~175 ps RMS 
With 30ps per track resolution PU reduction by a factor of 175/30 ~ 6
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Motivation for precise time measurements 

Tuesday, 22 January 2019 HGTD Software, Performance and Physics 2

ATLAS COLLABORATION

Overview on HGTD
● Mitigate pileup by exploiting that beam 
spot has time dimension, spread 200 ps�

○ Two end-cap disks at z=±3.5 m
 Si-based Low Gain Avalanche Diode 
technology

 1.301.3mm2 pixels

○ 1t= 30 ps/track in acceptance:

 120 mm< R <640 mm  2.4<|9|<4.0�

● Potential to help tracking using time in
○ Vertex reconstruction and jet-to-vertex 
association
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TDR
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Detector 
performance

Physics objects 
performance Physics

Physics/Performance plan towards the TDR

Full plan designed jointly with physics upgrade and tracking groups
Discussion with physics upgrade has been critical to understand how to best use 
HGTD for jets and b-tagging

Many thanks to Simone Pagan Griso and Markus Elsing for critical input and ideas

https://cds.cern.ch/record/2665613/files/ATL-COM-UPGRADE-2019-003.pdf

https://cds.cern.ch/record/2665613/files/ATL-COM-UPGRADE-2019-003.pdf
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“Current” Strategy 

Detector 
performance

Physics objects 
performance Physics

PU suppression
Missing ET
b-tagging
Lepton isolation

Current studies make use of parameterizations for track-time 
assignment efficiency/purity, and t0 efficiency/misidentification

Use AOD with time assigned to vertices and tracks
(already done for leptons)

Detector 
performance

Emulation of  Detector 
performance 
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Object performances 
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ATLAS DRAFT 3.1 Performance for object reconstruction

Figure 3.5 shows the rejection1 of pileup jets as a function of the efficiency for selecting753

hard-scatter jets using the RpT discriminant for jets with low and high pT in dijet events754

with hµi = 200 without and with the HGTD for the different timing resolution scenarios.755

A significant improvement in performance of up to a factor of 4 higher pileup-jet rejection756

at constant efficiency is achieved with the use of timing information. This study was done757

using the smearing functions to simulate the HGTD performance and taking into account758

the matching efficiency.759
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(b) Jets with pT > 50 GeV.

Figure 3.5: Pileup-jet rejection as a function of hard-scatter jet efficiency in the 2.4 < |h| < 4.0 region,
for the ITk-only and ITk + HGTD scenarios with different time resolutions.

It is possible to use a pT and |h| dependent requirement on RpT to define different working760

points at fixed efficiencies on hard-scatter and pileup jets. Figure 3.6 shows the hard-scatter761

jet efficiency for a fixed pileup jet efficiency, ePU , of 2% (i.e. a rejection factor of 50), as a762

function of |h| of the jet. The HGTD recovers the 10-30% drop in efficiency observed in the763

forward region, allowing to maintain similar pileup jet suppression performance as in the764

central barrel over a large part of its acceptance. Due to the width of the jets, the HGTD765

improves the efficiency also for jets at slightly lower |h| than its geometrical acceptance.766

The effect is more evident for high-|h| and low-pT jets.767

3.1.3 Tagging of heavy-flavour jets768

The efficient identification of b-jets and high rejection of light-quark jets is of central import-769

ance in the HL-LHC physics program. Tagging b-jets is particularly sensitive to pileup-track770

contamination. This is due to the fact that b-tagging algorithms consider tracks with large771

impact parameters (in both the transverse and longitudinal directions) from the decay of772

1 Throughout this document, the rejection is defined as the inverse of the mis-tag efficiency.
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(b) Jets with pT > 50 GeV.

Figure 3.6: Hard-scatter jet efficiency versus |h| for a 2% pileup-jet efficiency using pT and |h| re-
quirements on the RpT discriminant, in dijet events.

displaced vertices. With a larger z0 window, tracks from nearby pileup interactions are773

more likely to be selected, leading to an increased rate of misidentified light-quark jets.774

Using simulated tt̄ events at hµi = 200 and the fast HGTD simulation described above, the775

impact of the HGTD on the performance of a multivariate b-tagging algorithm is studied776

for forward jets (|h| > 2.4). Figure 3.7(a) shows the light-jet rejection versus b-tagging effi-777

ciency for the MV1 b-tagging algorithm. The addition of the HGTD removes the majority778

of pileup tracks from the track selection. As a result, the performance of the b-tagger is sig-779

nificantly improved. For a b-tagging efficiency of 70% and 85%, the corresponding light-jet780

rejection for MV1 is increased by approximate factors of 1.5 and 1.2, respectively. These781

factors could be greater for processes where more b-jets are expected in the forward region.782

Figure 3.7(b) shows the light-jet mis-tag efficiency for a 70% b-tagging efficiency working783

point as a function of jet |h|. In both figures, the performance is shown for the ITk-only784

scenario as well as three scenarios with HGTD timing performance representing different785

stages of the HL-LHC program. It can be seen that all timing scenarios yield significant786

improvements in the performance, even in the Worst Case scenario. Importantly, significant787

improvements are observed also after the full radiation damage expected during HL-LHC788

operation.789

3.1.4 Lepton isolation790

In this section, studies of how the electron isolation efficiency is improved with HGTD are791

presented based on the full simulation of the HGTD. The HGTD can be used to assign a time792

to leptons in the forward region. This information can be exploited to reject tracks which793

come from other interactions but are spatially close to the energy deposits in the calorimeter794

18 2018-05-30 – 14:05

Recover forward efficiency for fixed PU 
jet rejection (50)

Factor of 4 higher pileup-jet 
rejection at constant efficiency is 
achieved with the use of timing 

information.

3 Physics motivation ATLAS DRAFT

primary hard-scatter interaction. These pileup jets can be produced as the result of a hard721

QCD process from a pileup vertex, or by random combinations of particles from multiple722

vertices. At low jet pT, the latter mechanism is dominant, whereas at high jet pT, the major-723

ity of pileup jets are QCD jets.724

Pileup jets can reduce the precision of Standard Model measurements and the sensitivity to725

discover new physics. For example, additional jets can increase the amount of background726

events passing a selection, as well as reduce the efficacy of kinematic variables or discrimin-727

ants to separate signals from backgrounds. Hence, the efficient identification and rejection728

of pileup jets is essential to enhance the physics potential of the HL-LHC.729

The key element to suppress pileup jets is the accurate association of jets with tracks and
primary vertices. A simple but powerful discriminant for pileup-jet suppression is the RpT

jet variable, defined as the scalar sum of the pT of all tracks that are inside the jet cone and
originate from the hard-scatter vertex PV0, divided by the fully calibrated jet pT , i.e.

RpT =
Sptrk

T (PV0)

pjet
T

.

The tracks used to calculate RpT fulfil the quality requirements defined in Ref. [5] and are730

required to have pT > 1 GeV. The distance between the hard-scatter vertex and the longit-731

udinal impact parameter of the tracks used in the RpT calculation is required to be within732

1 mm and 4 mm, depending on the |h| of the track.733

Hard-scatter and pileup jets for simulated events are defined by their matching to truth jets,734

which are reconstructed from stable and interacting final state particles coming from the735

hard interaction. The matching criteria are defined in Ref. [6]. Reconstructed hard-scatter736

jets are required to be within DR =
p
(Dh)2 + (Df)2 < 0.3 of a truth jet with pT > 10 GeV.737

The pileup jets must be at least DR > 0.6 away from any truth jet with pT > 4 GeV. The738

performance has been studied using a mixture of full reconstruction (for tracks and jets)739

and fast simulation (for the HGTD).740

At moderate levels of pileup, where track impact parameter measurements can be used741

to assign tracks to vertices with relatively little ambiguity, small values of RpT correspond742

to jets which have a small fraction of charged-particle pT originating from the hard-scatter743

vertex PV0. These jets are therefore likely to be pileup jets. However, at high pileup condi-744

tions, and particularly in the forward region, the power of this discriminant is reduced. The745

effect can be mitigated by including timing information from the HGTD, removing tracks746

outside a 2st window around the time of the hard-scatter vertex, as shown in Figure 3.4(c).747

This figure shows an example event where a jet originating from a pileup interaction (in748

blue) is misidentified as a hard-scatter jet when only using tracking information. All tracks749

from the pileup jet are compatible with the hard-scatter vertex within the z0 resolution. The750

use of timing information in the RpT discriminant can suppress this pileup jets, improving751

the overall performance of pileup-jet suppression.752

16 2018-05-30 – 14:05
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ATLAS DRAFT 3.1 Performance for object reconstruction
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Figure 3.7: (a) Light-jet rejection versus b-tagging efficiency for the MV1 tagger and (b) Light-jet mis-
tag efficiency for a 70% b-tagging efficiency working point as a function of jet |h|. The study uses
tt̄ events at hµi = 200 and shows the achieved performance for different time resolution scenarios.
The ratio plots at the bottom show the relative performance achieved with the HGTD with respect
to the ITk-only scenario.

and/or the track associated to the lepton. The timing information can reject additional795

tracks from interactions close in z, according to Eq. (3.1) but separated in time from the796

hard-scatter vertex, as in Eq. (3.2). The isolation efficiency is defined as the probability that797

no track with pT > 1 GeV is reconstructed within DR < 0.2 of the electron track.798

The isolation efficiency is shown in Figure 3.8 as a function of the local vertex density for the799

ITk-only scenario and three HGTD timing resolution scenarios. While the efficiency drops800

strongly with the increase of the pileup density when using only the ITk, the addition of801

the HGTD timing information reduces this drop, keeping an efficiency above 90% even802

at high pileup density, i.e. with up to three additional vertices around the hard-scatter803

vertex. For an average pileup density of the order of 1.8 vertices/mm the electron isolation804

efficiency is improved by about 14%. Even in the Final timing scenario, the resolution is805

sufficient to achieve an isolation efficiency essentially independent of the pileup density at806

the end of the HL-LHC. The performance in the forward region reaches a level similar to807

that in the central region. The improvement of the performance is essentially independent808

of the timing scenario, rendering further improvements to the resolution past 30 ps/track809

unjustified for this usage.810

In addition to these studies of lepton isolation improvements2, the impact of the HGTD811

2 If a high-h muon-tagger were to be added to the Phase-II upgrade program for ATLAS, the HGTD would be
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using the ITk and ITk + HGTD for different timing resolutions.

on the rejection of jets mis-identified as electrons is being studied, along with potential812

optimisations of the isolation criteria natively exploiting the timing information from the813

HGTD.814

3.2 Luminosity measurement815

Precise luminosity determination will be a critical component of the precision measure-816

ments that make up cornerstones of the HL-LHC physics program. For example, achieving817

O(1%) accuracy on certain measurements of Higgs boson production and its couplings can818

be limited by the luminosity uncertainty. It is therefore important to be able to determine819

the luminosity at least as accurately as done in Run I [7] and II of the LHC, and this will be a820

challenge at the harsh environment at the HL-LHC. The increased pileup leads to increased821

detector occupancies, posing serious problems for the technologies used traditionally for822

luminometers.823

As a fast high-granularity detector in the forward region, the HGTD provides unique cap-824

abilities for measuring the luminosity at the HL-LHC. With detector signal durations in the825

few-ns range, the charged-particle multiplicities within the acceptance can be determined826

accurately for each individual bunch crossing separately. The high granularity gives a low827

occupancy, and therefore excellent linearity between the average number of hits and the828

average number of simultaneous pp interactions over the full range of luminosity expected829

at the HL-LHC.830

The instantaneous luminosity can vary between each Bunch Crossing ID (BCID) in the831

LHC. For the best precision of the total delivered luminosity, accurate measurements of832

able to provide similar isolation efficiency improvements for muons in the forward region.

20 2018-05-30 – 14:05

Also the performance of the b-
tagger is significantly improved. 

For a b-tagging efficiency of 70% 
and 85%, the corresponding light-
jet rejection for MV1 is increased 
by approximate factors of 1.5 and 

1.2, respectively.

pileup density of the order of 1.8 
vertices/mm the electron isolation 

efficiency is improved by about 14%
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ATLAS DRAFT 3.5 Outlook and path towards TDR
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Figure 3.13: Distribution of DAFB as a function of mass for the CC, CF and FF channels. The filled
bands correspond to the experimental sensitivity with and without the HGTD. The solid red lines
correspond to a variations of sin2 qeff corresponding to 40 ⇥ 10�5. The dashed blue lines illustrate
the total error from CT14 NNLO PDF. Overlaid green line shows the particle-level AFB distribution.
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Figure 3.11: Contributing diagrams to tH production with the top-Yukawa coupling (left) and the W
to Higgs-boson coupling (right). In both cases, a forward jet is expected, with additionally a gluon
splitting to bb̄ pair producing a b-jet in the forward region in 25% of the events.
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Figure 3.12: Distribution of |h| for the most forward light jet in the three b-tag category for tH with
H ! bb̄ and the backgrounds from tt̄ and tt̄H production.

jets can be found in Figure 3.12. A forward b-jet in the HGTD acceptance is present in 25%1033

of the events. The relative gain from the improved light-jet rejection due to the HGTD is1034

estimated using the MV1 algorithm with a working point of 70% efficiency for b-jets. Us-1035

ing a log-likelihood ratio (LLR) binned in h of the light forward jet, the sensitivity to tH is1036

improved by 11% as shown in Table 3.5.

Scenario Signal significance
ITk 1.28s
ITk + HGTD 1.42s

Table 3.5: Expected (statistical only) signal significance of tH ! bb̄ using ITk or ITk + HGTD.

1037

3.4.3 Measurement of sin2 qeff1038

In the Standard Model (SM), the Z boson couplings differ for left- and right-handed fermi-1039

ons due to the mixing between the neutral states associated to the U(1) and SU(2) gauge1040

28 2018-05-30 – 14:05
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Signal unc.
Full 1/2 None

Dµ 0.16 0.13 0.13

Table 3.2: The expected Dµ without the HGTD is shown considering the same, half, and none of
the theoretical systematic uncertainties on the VBF and ggF Higgs-boson production taken from
Ref. [11].

Dµ % Improvement
ITk only 0.130 -
ITk + HGTD (2.4 < |h| < 4.0) 0.123 5%

Table 3.3: The relative improvement in Dµ for different h-coverage scenarios of timing measure-
ments with 30 ps resolution.

a factor of 3 leads to an improvement of the analysis sensitivity. A full |h| > 0 timing992

acceptance improves the Dµ by around 7% whereas for the nominal HGTD acceptance,993

|h| > 2.4, the improvement is around 5%.994

A multivariate analysis is also performed using a BDT including VBF topology variables.995

In addition, the lepton centrality and the Â m`j variables from Ref. [12] are included in the996

training, which is done before the ptot
T < 20 GeV selection is applied4. After the training, the997

mjj > 500 GeV is applied. The output of the BDT distribution is divided in bins with around998

80 signal events per bin, which was found to be optimal. The resulting BDT distribution999

after including the HGTD is shown in Figure 3.10. The pileup jet efficiency of 2% is found1000

to give the smallest uncertainty on the Higgs production signal strength.1001

0.4− 0.2− 0 0.2 0.4
BDT Output
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1000

2000
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WW Z+jets

tt Single Top

W+jets dd WZ/ZZ

ggH VBF H

SM (stat)

ATLAS Simulation Preliminary
-1=14 TeV, 3.0 abs

ATLAS Simulation Preliminary
-1=14 TeV, 3.0 abs

Figure 3.10: BDT score distribution when incorporating the HGTD.

4 The ptot
T variable is defined as the magnitude of the vectorial sum pl1

T + pl1
T + Emiss

T + Â pjets
T

26 2018-05-30 – 14:05

VBF H→WW 

tH→bb 
3 Physics motivation ATLAS DRAFT

Figure 3.11: Contributing diagrams to tH production with the top-Yukawa coupling (left) and the W
to Higgs-boson coupling (right). In both cases, a forward jet is expected, with additionally a gluon
splitting to bb̄ pair producing a b-jet in the forward region in 25% of the events.
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Figure 3.12: Distribution of |h| for the most forward light jet in the three b-tag category for tH with
H ! bb̄ and the backgrounds from tt̄ and tt̄H production.

jets can be found in Figure 3.12. A forward b-jet in the HGTD acceptance is present in 25%1033

of the events. The relative gain from the improved light-jet rejection due to the HGTD is1034

estimated using the MV1 algorithm with a working point of 70% efficiency for b-jets. Us-1035

ing a log-likelihood ratio (LLR) binned in h of the light forward jet, the sensitivity to tH is1036

improved by 11% as shown in Table 3.5.

Scenario Signal significance
ITk 1.28s
ITk + HGTD 1.42s

Table 3.5: Expected (statistical only) signal significance of tH ! bb̄ using ITk or ITk + HGTD.

1037

3.4.3 Measurement of sin2 qeff1038

In the Standard Model (SM), the Z boson couplings differ for left- and right-handed fermi-1039

ons due to the mixing between the neutral states associated to the U(1) and SU(2) gauge1040

28 2018-05-30 – 14:05

AFB and sin2θW extraction

Single-object performance gains will benefit 
physics across ATLAS 
Typically see order 10% improvement - HL-LHC 
A 10% improvement corresponds to stat 
improvement from about one more year of HL-
LHC running 
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How to improve the Strategy? 

Detector 
performance

Physics objects 
performance Physics

PU suppression
Missing ET
b-tagging
Lepton isolation

Current studies make use of parameterizations for track-time 
assignment efficiency/purity, and t0 efficiency/misidentification

Use AOD with time assigned to vertices and tracks
(already done for leptons)

Detector 
performance
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Detector simulation & performance

Detector 
performance

Physics objects 
performance Physics

Track-time assignment:
Improve efficiency, purity

Fully integrate tracking 
and LAr simulation chains,  
in release 20.20.X

Fix scenarios for time 
resolution: impact of 
material and radiation

Add time to tracks in xAOD

Plan towards the TDR

Corentin Allaire, Alex Leopold, Noemi Calace, Nora Pettersson
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Simulation
The simulation studies for the 
digitization and clustering step of 
the HGTD have been studies using 
two independent methods:  

A. Using calorimeter hits which 
model the pulse shape in the 
sensor including noise effects 
and have an accurate timing 
performance for the sensors.  

B. Using silicon pixel hits which 
contain a pixel digitization 
and clustering model as well as 
the truth association for hit 
information. 

 11

• Simulation emulator based on LArHits: 
•  https://gitlab.cern.ch/atlas-hgtd/hgtd-simulation 

• Simulation in ATHENA SIHits done and available since December in 
20.20.14.1  

• https://svnweb.cern.ch/trac/atlasoff/browser/LArCalorimeter/LArG4/HGTDG4SD
• https://svnweb.cern.ch/trac/atlasoff/browser/LArCalorimeter/LArG4/HGTDG4SD/tags/HGTDG4SD-00-01-02?order=name

The baseline of 1.3 mm × 1.3 mm is used for the padsize. 

https://gitlab.cern.ch/atlas-hgtd/hgtd-simulation
https://svnweb.cern.ch/trac/atlasoff/browser/LArCalorimeter/LArG4/HGTDG4SD
https://svnweb.cern.ch/trac/atlasoff/browser/LArCalorimeter/LArG4/HGTDG4SD/tags/HGTDG4SD-00-01-02?order=name
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LArHits simulation
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3 Performance and Physics Benchmarks ATLAS DRAFT

Figure 3.3: The simulation of the HGTD sensor is shown separated into the active area, the guard
ring and the inter–pad deadzones using the simulation of single muons.

the same 5 ps time bin. To allow for maximum flexibility at the analysis stage, the hits are534

then copied down to the format used for the analysis. The timing information is stored after535

subtracting a global offset of 11.6 ns, corresponding to the time of flight from the nominal536

interaction point to the center of the HGTD.537

The hits are decoded at analysis level. Their position is calculated and corrected based on a538

lookup table containing the nominal position of each sensor. In Fig. 3.4 the hits in the HGTD539

are shown in the transverse plane for the two cooling plates with modules on the front and540

back for positive z. The position of the modules can be identified. The displacement of541

modules mounted on the back of a cooling plate with respect to those mounted on the front542

of each cooling plate is shown. The transition around 320 mm from an overlap of 80% to543

20% is visible as decreased density of sensors. The mirror symmetry between the first and544

second cooling disk as well as the rotation of 15° of each of the cooling disks is observed.545

The simulation provides the energy deposit in the sensitive layer of the HGTD as single546

energy deposit for each particle traversing it. The simulation of the non-uniform distribu-547

tion of the charges in the sensitive volume as well as the effect of the electronics chain (time548

walk, jitter) are taken into accçount at analysis level. For each hit a pulse is simulated to549

compute the time and energy in each pad. Data derived from the 2016 HGTD test beam550

were used to derive the pulse shape. A convolution of a Gaussian with a Landau distri-551

bution was found to give the best description of the pulse shape. The non-uniform energy552

deposit is modeled via the width of the Gaussian. The signal time is defined on its leading553

edge, therefore the variation models adequately the induced timing uncertainty. Fig. 3.5554

shows the nominal shape and the effect of two hits in the same pad, separated by 300 ps.555

For each hit, a pulse is simulated with 200 points of a step size of 5 ps where the width of556

18 22nd May 2019 – 08:42

The active area of each pad is associated with a unique identifier. In 
the digitization step  for ⟨μ⟩ = 200, the hits from the different 

interactions are summed in energy if they are in the same 5 ps time 
bin. To allow for maximum flexibility at the analysis stage, the hits are  

then copied down to the format used for the analysis. The timing 
information is stored after subtracting a global offset of 11.6 ns, 

corresponding to the time of flight from the nominal  interaction point to 
the center of the HGTD.  

The hits are decoded at analysis level. Their position is calculated and 
corrected based on a lookup table containing the nominal position of 

each sensor.
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ATLAS DRAFT 3.1 Simulation

(a) First cooling plate front (b) First cooling plate back

(c) Second cooling plate front (d) Second cooling plate back

Figure 3.4: The simulation of the hits in the transverse plane is shown for the four layers. Only the
hits in active area are shown. The position of the modules, the mirror symmetry between the first
and second cooling plate as well as the rotation are clearly visible.

22nd May 2019 – 08:42 19

The hits in the HGTD are shown in 
the transverse plane 

The position of the modules can be 
identified. 

LArHits Simulation
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LArHits simulation
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ATLAS Internal
VBFinv_mu=200_ITkLayout

1) 

2) HS track: tracks linking to truth particles of the HS vertex,  
barcode < 200k, status=1, charged

Hit-track matching

Alexander	Leopold  3

simplified approach 

• collect all hits within 1.4 mm radius in each layer 
• find hit combination, with times within a ±2.5 σt 

window (σt =25ps), taking the hit closest to the 
IP as the reference 

• take combination with most hits and smallest 
sum squared1) as the track’s time 

⤖ due to spatial cut of 1.4mm, removed check to see if 
hits line up 
⤖ for higher efficiency, also accept cases where only 1 
hit in all layers is found!

S =
X

i

(~xi,hit � ~xi,extrap)
2

<latexit sha1_base64="m2wd1gYVWdef3i3KjABZN6Ito/0=">AAACKXicbVDLSgNBEJz1GeMr6tHLYBAiaNgNgnoQol48KhoVsnGZnXTMkNkHM71iWPZ7vPgrXjz4uvojTuIeNLGgoajqprvLj6XQaNsf1sTk1PTMbGGuOL+wuLRcWlm90lGiODR4JCN14zMNUoTQQIESbmIFLPAlXPu9k4F/fQ9Kiyi8xH4MrYDdhaIjOEMjeaWjC3pIXZ0EnqAV9x54+pB5qdh2ER4w7QrMMrpDxwxTisVZtnVb80plu2oPQceJk5MyyXHmlV7cdsSTAELkkmnddOwYWylTKLiErOgmGmLGe+wOmoaGLADdSoevZnTTKG3aiZSpEOlQ/T2RskDrfuCbzoBhV496A/E/r5lgZ7+VijBOEEL+s6iTSIoRHeRG20IBR9k3hHElzK2Ud5liHE26RROCM/ryOGnUqgdV+3y3XD/O0yiQdbJBKsQhe6ROTskZaRBOHskzeSVv1pP1Yr1bnz+tE1Y+s0b+wPr6BrJRp7Y=</latexit><latexit sha1_base64="m2wd1gYVWdef3i3KjABZN6Ito/0=">AAACKXicbVDLSgNBEJz1GeMr6tHLYBAiaNgNgnoQol48KhoVsnGZnXTMkNkHM71iWPZ7vPgrXjz4uvojTuIeNLGgoajqprvLj6XQaNsf1sTk1PTMbGGuOL+wuLRcWlm90lGiODR4JCN14zMNUoTQQIESbmIFLPAlXPu9k4F/fQ9Kiyi8xH4MrYDdhaIjOEMjeaWjC3pIXZ0EnqAV9x54+pB5qdh2ER4w7QrMMrpDxwxTisVZtnVb80plu2oPQceJk5MyyXHmlV7cdsSTAELkkmnddOwYWylTKLiErOgmGmLGe+wOmoaGLADdSoevZnTTKG3aiZSpEOlQ/T2RskDrfuCbzoBhV496A/E/r5lgZ7+VijBOEEL+s6iTSIoRHeRG20IBR9k3hHElzK2Ud5liHE26RROCM/ryOGnUqgdV+3y3XD/O0yiQdbJBKsQhe6ROTskZaRBOHskzeSVv1pP1Yr1bnz+tE1Y+s0b+wPr6BrJRp7Y=</latexit><latexit sha1_base64="m2wd1gYVWdef3i3KjABZN6Ito/0=">AAACKXicbVDLSgNBEJz1GeMr6tHLYBAiaNgNgnoQol48KhoVsnGZnXTMkNkHM71iWPZ7vPgrXjz4uvojTuIeNLGgoajqprvLj6XQaNsf1sTk1PTMbGGuOL+wuLRcWlm90lGiODR4JCN14zMNUoTQQIESbmIFLPAlXPu9k4F/fQ9Kiyi8xH4MrYDdhaIjOEMjeaWjC3pIXZ0EnqAV9x54+pB5qdh2ER4w7QrMMrpDxwxTisVZtnVb80plu2oPQceJk5MyyXHmlV7cdsSTAELkkmnddOwYWylTKLiErOgmGmLGe+wOmoaGLADdSoevZnTTKG3aiZSpEOlQ/T2RskDrfuCbzoBhV496A/E/r5lgZ7+VijBOEEL+s6iTSIoRHeRG20IBR9k3hHElzK2Ud5liHE26RROCM/ryOGnUqgdV+3y3XD/O0yiQdbJBKsQhe6ROTskZaRBOHskzeSVv1pP1Yr1bnz+tE1Y+s0b+wPr6BrJRp7Y=</latexit>
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LArHits Simulation
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SIHits Simulation

Tuesday, 22 January 2019 HGTD Software, Performance and Physics 5

ATLAS COLLABORATION

Basic performance to evaluate
● Attaching HGTD hits to a track

○ Resolve multiple vertices = Exploiting timing information 
● Attaching HGTD hits to a track after EM and/or hadronic interactions

○ Associate the children to the right time bin after the interaction

Inner 
Detector

HGTD

PP1

Tuesday, 22 January 2019 HGTD Software, Performance and Physics 4

ATLAS COLLABORATION

Basic performance to evaluate
● Attaching HGTD hits to a track

○ Resolve multiple vertices = Exploiting timing information 

Inner 
Detector

HGTD

PP1
Tuesday, 22 January 2019 HGTD Software, Performance and Physics 4

ATLAS COLLABORATION

Basic performance to evaluate
● Attaching HGTD hits to a track

○ Resolve multiple vertices = Exploiting timing information 

Inner 
Detector

HGTD

PP1

A)

B)

interesting talk

SIHits Simulation

https://indico.cern.ch/event/788980/contributions/3285483/attachments/1782760/2901142/HGTD_190122.pdf#search=calace%20AND%20cerntaxonomy%3A%22Indico%2FExperiments%2FATLAS%20Meetings%2FLiquid%20Argon%20Calorimeter%2FUpgrades%2FHigh%20Granularity%20Timing%20Detector%22
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Hits information available

Tuesday, 22 January 2019 HGTD Software, Performance and Physics 7

ATLAS COLLABORATION

HGTD hits formation
● Track reconstruction using HGTD requires few important and unavoidable 
steps:

○ Simulation � Implemented in 
20.20.14.1 (Dec 2018)

 When the HGTD geometry is built, 
we need to associate to each silicon 
element its own SiDetectorElement 
object

□ Treated as a pixel module we need to 
propagate pixel basics: pixel Id helper, 
pixel manager, Lorentz angle svc, etc.

□ Define the diode map that will be used 
later on in digitization

 Allow the HGTDG4SD to fill a new 
SiHitCollection with HGTD SiHits

□ G4 truth stored

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

ATLAS DRAFT 3.2 Detector performance

Figure 3.10: The average number of hits as a function of the position in the HGTD is shown for the
baseline layout. The overlap is 80% at r < 320 mm and 20% at larger radii.

The average number of hits is shown as a function of the radial distance from the beam axis703

in Fig. 3.11. The overlap of 20% between the modules at r > 320 mm leads to an average704

number of hits of 1.9. The overlap 80% for r < 320 mm results in an average hit multiplicity705

of 2.7 in this region in agreement with the requirements listed in Tab. 2.1.706

In Fig. 3.12 the two dimensional distribution shows the number of hits as function of |h|.707

The profile of the histogram shows that the number of hits exceeds the number of hits ex-708

pected by the study of the detector optimization with muons. The muons, as shown in709

Fig. 3.12(a), only interact electromagnetically leading to a low multiplity with an approx-710

imately Gaussian distribution. For pions, generated with flat distribution in transverse711

momentum between 1 GeV and 5 GeV, Fig. 3.12(b), the hit multiplicity has long tails due to712

hadronic interactions. When restricting the hits to those within 1.4 mm of the extrapolated713

hit position, a similar behavior in h dependence and magnitude is observed for muons and714

pions. This shows that interactions in front of the HGTD are likely, creating showers, as715

shown by the profile histogram in Fig. 3.12(b) for a distance of 3.5 mm, leading to a number716

of hits larger than expected for a single hit per sensor layer.717

The time structure of the hits in the first and last layer is shown in Fig. 3.13 for the Initial718

timing scenario. The structure is similar in all layers. The hits originating from primary719

and secondary particles are in time for the bulk of the hits. However the secondaries create720

22nd May 2019 – 08:42 27

SIHits Simulation
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Tracks extrapolationTime Association Strategy 

Starting point: Extrapolate from last hit on track to HGTD layer 0  
 
Then, for each layer:  
1.  Look for surfaces near the extrapolated crossing point 

•  Pick up all surfaces in a ~5x5cm region around the crossing 
•  Currently optimised for efficiency rather than speed  

2.  Look for the cluster best matching the track 
•  Candidates: All clusters on surfaces selected in 1.)  
•  For each cluster: Use KalmanUpdator to attempt to add measurement to track  
•  Keep the one cluster with the best incremental chi²  

3.  Keep cluster if satisfactory fit outcome  
•  Cutting at chi²/n.d.f < 5  

4.  In case of successful extension: Use updated track parameters from Kalman forward 
filter for extrapolation to next layer  

Result: Set of 4 outcomes (either one cluster or failure) for the 4 layers.  

3 VMM CAIRO 

SIHits Simulation
summary talk

https://indico.cern.ch/event/805267/contributions/3385286/attachments/1826892/2990205/TrackingVertexingHGTD_April9th2019_VMMCAIRO.pdf
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Information available for the analysis Information Collected for Later Analysis 

Result of this procedure:  
Decorated to xAOD::TrackParticles for analysis in InDetPhysValMonitoring  
 
Stored information: 
Track quality based on presence/absence of hits on last Pixel/Strip layer 
True production time from truth particle's production vertex  
Reco track time based on chi² weighted average of cluster times on track  

•  Also available: Version with arithmetic mean  
•  Also storing RMS of times of associated clusters – sensitive to PU contamination! 
•  See below for def of cluster time!  

Information per layer:  
•  Presence/absence of associated cluster 
•  Cluster time – Defined as time measured in HGTD corrected for time of flight from track origin 

(0,0,z_0) 
•  Incremental chi² 
•  Location in x,y,z,R 
•  Truth classification of cluster – see extra slides  
•  Information on existence of a cluster on the layer from the track regardless of association outcome  

-  Using truth – see extra slides  
4 VMM CAIRO 

track association code 

vertex code

summary talk

SIHits Simulation

https://svnweb.cern.ch/trac/atlasoff/browser/InnerDetector/InDetValidation/InDetPhysValMonitoring/branches/InDetPhysValMonitoring-00-04-59-branch/src/InDetPerfPlot_trackTiming.cxx?order=date&desc=1
https://svnweb.cern.ch/trac/atlasoff/browser/InnerDetector/InDetValidation/InDetPhysValMonitoring/branches/InDetPhysValMonitoring-00-04-59-branch/src/InDetPerfPlot_VertexDetailed.cxx?order=date&desc=1
https://indico.cern.ch/event/805267/contributions/3385286/attachments/1826892/2990205/TrackingVertexingHGTD_April9th2019_VMMCAIRO.pdf
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Detector performances

Tuesday, 5 March 2019 HGTD Software, Performance and Physics 2

ATLAS COLLABORATION

Time distribution: Primaries vs Secondaries

● Distribution of the (ToA - t0) on the first and last HGTD layer for primary and secondary 
particles produced in single pion events with pT=20 GeV. While primaries stay within [ - 1, 1] 
ns, a very pronounced tail is shown for secondaries. The latter indeed can arrive late with 
respect to the primary particles. 

○ [ToA: Time of Arrival; t0: expected ToA for particles propagating on a straight line from the centre 
of the detector]

SIHits Simulation
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Detector performances II

Tuesday, 5 March 2019 HGTD Software, Performance and Physics 3

ATLAS COLLABORATION

Contributions to fired pads w/ pileup

● Distribution of the number of fired pads as a 
function of the radius of the sensor in ttbar 
events with 200 overlaid pile-up events. The 
breakdown shows the contributions of pads 
fired by primaries or secondaries and pile-up 
particles. Pads fired by primary particles 
correspond to 0.2 % of the of the fired pads.

● Percentage of pads fired by secondaries and 
pile-up particles shadowing a primary particle 
with respect to the number of pads receiving 
contribution from primary particles as a 
function of the radius of the sensor. 

SIHits Simulation
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Detector performances III
Fraction of tracks within the HGTD acceptance that have at least 1 or 2 matched timing hits 
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3 Performance and Physics Benchmarks ATLAS DRAFT
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(b) Purity

Figure 3.17: The performance of the track extension to the HGTD is shown as function of h for tt̄
with hµi = 200.

Track Timing Association840

841

Associating a timing measurement to tracks reconstructed with the ITk using the HGTD842

hits was studied using single-pion samples (hµi = 0, generated with a flat distribution in h843

and f) and a physics sample with VBF-produced H ! Z(nn)Z(nn) at hµi = 200, both with844

full simulation of the HGTD.845

The association of time information to a track depends on the precision of the track extra-846

polation. A track traverses the material in the ITk and the material between the ITk and847

the HGTD. Therefore the association is performed by extrapolating the tracks to the HGTD848

using the last measured point in the ITk as this method leads to a smaller error on the ex-849

trapolated position in the HGTD with respect to the extrapolation from the perigee. Only850

tracks that are reconstructed with a pT greater the 1 GeV are extrapolated. Furthermore the851

extrapolation has to be within the acceptance of the HGTD, i.e., in radius between 120 mm852

and 640 mm. The timing scenario Initial has been used for the study.853

The single muon sample at hµi = 0 is used in a first step to check the performance of the854

time association as function of the number of hits. In Fig. 3.18(a), the difference between855

the reconstructed and the expected time is shown. The distributions are Gaussian with a856

resolution compatible with the simulated resolution, shown in Fig. 3.6(a), divided by the857

square root of the number of associated hits.858

In the analysis of the single pion sample, only primary tracks are accepted by using the859

associated truth particle. If several hits are found in the pads that are within 1.4 mm of the860

track extrapolation, only the closest one is used. Fig. 3.18(b) shows the difference of the861

reconstructed track time and the expected time. The Gaussian core follows the expected862

scaling with the number of hits, as for the muons. The tails are increased with respect to863

34 22nd May 2019 – 08:42

interesting talk

Track Time Resolution 

•  Reconstructed times weighted by the χ2 of the hits 

11 VMM CAIRO 

•  Time resolution shows a dependence on the number of 
correctly or wrongly assigned hits 

Reconstructed times weighted by the χ2 of the hits 
Time resolution shows a dependence on the number of 

correctly or wrongly assigned hits 

SIHits Simulation

https://indico.cern.ch/event/800429/contributions/3342275/attachments/1806363/2948176/20190305_TrackTimeExtension.pdf
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Time Association
Efficiency of having at least one time associated with a track  
 Efficiency of having at least one time associated with a track 
with the reconstructed time of the track within 2σ of the truth 

time  
The efficiency increase with Pt

We are now using the last point of the track to do the extrapolation 
Decrease the DeltaR between the track and the hits for low Pt  

For Pions and Muons we now associate the closest hit in a window of 1.4 mm  
Decrease the mismatching 
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3 Performance and Physics Benchmarks ATLAS DRAFT

200 mm.878

While the geometrical acceptance is optimised to compensate for inactive zones in one layer879

with an active zone in another layer, the difference between track extrapolation and hit in880

different layers is strongly correlated. As an example, the correlation of the first layer with881

the last layer for the difference between hit and extrapolated position is more than 70%.882

The second set of points in Fig. 3.18(c) is the efficiency to associate a time within 2streco of883

the expected truth time. The ratio between the two efficiencies is about 0.95, independent884

of h and pT.885
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Figure 3.19: The reconstructed time resolution and efficiencies for associating time to tracks is shown
for pions in a VBF sample.

With a pile-up of hµi = 200, the analysis of the track timing association is complicated by886

the presence of pileup. Time measurements in the HGTD have to be associated to tracks887

from the hard scatter while keeping the association of pile-up hits to a minimum. Therefore888

additional criteria are applied in the time association algorithm. If only one hit is found in889

the acceptance window, the time of the hit is kept as track time. If multiple hit candidates890

are identified, the hits are additionally required to be compatible in time with each other,891

i.e., within 2.5s of the hit timing resolution around the time of the hit in the layer closest to892

the interaction point.893

The least squares method is used to choose from all possible combination candidates.894

S = Â
i
(~xhiti �~xextrapolationi

)2 (3.2)

~xhiti is the hit candidate in the layer i, ~xextrapolationi
is the position given by the track extra-895

polation in the same layer. The hit combination with the lowest value of S is chosen, and896

the mean time of the collected hits is assigned to the track.897
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ATLAS DRAFT 3.2 Detector performance

The result of the algorithm is shown in Fig. 3.19(a). The difference between the recon-898

structed time and the expected time is well-described by a Gaussian core. The resolution899

improves as in the hµi = 0 case with the square root of the number of hits. The tails are900

slightly asymmetric due to secondaries contributing to the reconstructed time. Since the al-901

gorithm can pickup up hits which are due to pileup, the tails increase. These tails decrease902

as function of the number of hits as the additional requirements on the timing consistency903

of the chosen hits are stronger than, e.g., in the case of one hit where no constraints can be904

applied.905

The efficiency for correctly assigning a time to a track in a high–pile-up environment is906

shown in Fig. 3.19(b) as a function of track pT. The contribution of tracks with only one907

hit associated in the HGTD to the total efficiency is about 18%. The dependence of the908

efficiency with pT is similar to that obtained with single-pion samples, reaching a plateau909

of 83%. The efficiency increase due to pileup hits being associated with the track is com-910

pensated by the additional association criteria. In total the efficiency is lower. Requiring911

a reconstructed time compatible with the expected time within two standard deviations912

reduces the efficiency by about 5%.913

This study is a first step in the development of the association of the track information914

with timing information in the HGTD. The main inefficiency, of not finding a hit within915

the window, has been identified as interactions in the material in front of the HGTD. More916

sophisticated pattern recognition algorithms are being studied to improve this efficiency.917

3.2.3 Determination of the time of the primary vertex918

Once time measurements are associated to reconstructed tracks a time can be associated to919

the reconstructed vertices. For a precise knowledge of the time of the hard scatter vertex it920

is essential to remove tracks that are out of time with respect to the vertex.921

First a study was performed only using the tracking information. For each reconstructed922

vertex, tracks with associated times differing by less than 50 ps are clustered together iter-923

atively. If several clusters are reconstructed for a vertex, the one with the highest Â p2
T is924

assigned to the vertex. Fig. 3.20 shows the reconstructed vertex time as function of the true925

vertex time. Spurious measurements off-diagonal are due to splitting and merging effects926

and may be improved by including the time measurements in the vertex finding and fitting927

procedure.928

Next the time vertex efficiency was studied for tracks associated to a jet in order to determ-929

ine the time and the resolution of the hard scatter vertex. Th restriction of the tracks to these930

tracks from all possible tracks improves the determination of the primary t0. Studies have931

shown that the pile-up track contamination of hard scatter truth matched jets represent on932

average, depending on h, less than 30% of the tracks associated to a jet. The track-time clus-933

tering takes advantage of this, searching for the largest cluster in the set of times associated934

to the tracks in the jet in order to reject the pileup.935
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3 Performance and Physics Benchmarks ATLAS DRAFT

200 mm.878

While the geometrical acceptance is optimised to compensate for inactive zones in one layer879

with an active zone in another layer, the difference between track extrapolation and hit in880

different layers is strongly correlated. As an example, the correlation of the first layer with881

the last layer for the difference between hit and extrapolated position is more than 70%.882

The second set of points in Fig. 3.18(c) is the efficiency to associate a time within 2streco of883

the expected truth time. The ratio between the two efficiencies is about 0.95, independent884

of h and pT.885
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Figure 3.19: The reconstructed time resolution and efficiencies for associating time to tracks is shown
for pions in a VBF sample.

With a pile-up of hµi = 200, the analysis of the track timing association is complicated by886

the presence of pileup. Time measurements in the HGTD have to be associated to tracks887

from the hard scatter while keeping the association of pile-up hits to a minimum. Therefore888

additional criteria are applied in the time association algorithm. If only one hit is found in889

the acceptance window, the time of the hit is kept as track time. If multiple hit candidates890

are identified, the hits are additionally required to be compatible in time with each other,891

i.e., within 2.5s of the hit timing resolution around the time of the hit in the layer closest to892

the interaction point.893

The least squares method is used to choose from all possible combination candidates.894

S = Â
i
(~xhiti �~xextrapolationi

)2 (3.2)

~xhiti is the hit candidate in the layer i, ~xextrapolationi
is the position given by the track extra-895

polation in the same layer. The hit combination with the lowest value of S is chosen, and896

the mean time of the collected hits is assigned to the track.897
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Detector 
performance

Physics objects 
performance Physics

Plan towards the TDR

Alexander Leopold, Valentina Cairo, Nora Pettersson, Sabrina Sacerdoti

t0 reconstruction, 
vertexing, track-to-
vertex association

Investigate new methods for global t0
reconstruction
- based on jets
- based on the underlying event
- based on vertexing
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PU jetHS jet

• In the forward region, where the z0 resolution is larger than the typical separation 
between vertices, the association of tracks to primary vertices becomes ambiguous 
• Use time information to resolve ambiguities
• Improve PU jet suppression, jet reconstruction, b-tagging, missing ET, lepton isolation

Tracks, vertices, and time
See Valentina’s, 
Nora’s talk for details
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Cluster - vertex matching
Clustering tracks to get vertex time 

13 VMM CAIRO 

•  Cluster time in each vertex depending on their own time: 
•  Group tracks together if Δt < 0.05 ns 

•  About 2 sigma of the time resolution of the tracks 
•  Choose the best time-cluster based on the highest ΣpT

2 

•  Of course other strategies can/should be investigated 

Vertex Timing 

•  Divide up for HS and PU vertices 

14 VMM CAIRO 

intresting talk

Vertex Timing 

•  Divide up for HS and PU vertices 

14 VMM CAIRO 

SIHits Simulation

https://indico.cern.ch/event/805267/contributions/3385286/attachments/1826892/2990205/TrackingVertexingHGTD_April9th2019_VMMCAIRO.pdf
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Vertex timing performances 
Vertex Timing Efficiency 

18 VMM CAIRO 

•  Fraction of vertices within a time window of 0.1 ns of the true 
interaction time as a function of the local pile-up density(*) 

(*) number of generated vertices per unit length within a symmetrical ±2 mm longitudinal window.  

•  Clear dependence on PU density for the HS efficiency 

The Money Plot 

19 VMM CAIRO 

Fraction of vertices within a 
time window of 0.1ns of the 

true interaction time as a 
function of the local pile-up 

density(*)  
(*) number of generated 

vertices per unit length within 
a symmetrical ±2 mm 
longitudinal window. 

SIHits Simulation
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Vertex timing
How to use the vertex time info? 

20 VMM CAIRO 

One of the goals would be to use this information to discriminate the HS 
vertex from pile-up ! Non-trivial problem 

How do we know 
which jet is 
associated to a 
certain time? 
Which of the two 
is a HS jet? 
Track-only info 
may not be 
enough 

If the resolution 
is good enough 
to reconstruct 
two separate 
vertices, the info 
on vertexz helps 

Different picture in terms of z and similar picture in terms of time 

Thanks Simone for the useful discussions on this! " 
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HGTD acceptancesTrack time vs z per event 

23 VMM CAIRO 
Vtxz – Trkz0 (mm) 

Tr
ac

k 
tim

e 
(n

s)
 

PU tracks 
HS tracks 

Only one PU 
track, merged 
with the HS,  

which falls in the 
HGTD 

acceptance! 

ttbar 
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ObservationSummary 

25 VMM CAIRO 

•  Tracks have been decorated with a timing information and, at 
the analysis level, they can be clustered to get a time 
associated to the vertex 
•  Track selection, clustering, etc can still be optimised 

•  How to actually use the vertex time is the real challenge! 
•  Many different scenarios 

•  Time to step back before moving on 
•  Need to understand how relevant the various cases are, i.e. how 

frequent is a certain signature in a certain physics process? Thus, 
which aspect of the problem gets high priority/attention? 

•  Will tackle this in the next months! 
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Detector 
performance

Physics objects 
performance Physics

VBF/VBS (pileup suppression)
tH (b-tagging)
Weak mixing angle (lepton 
isolation)

Re-evaluate smearing 
functions with the new 
reconstructed chain and
detector performance 
algorithms

Deeper understanding of 
how (forward) PU impacts 
physics final states and 
how to use HGTD (global 
vs local t0)

New challenge ?
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VBF (H> !!) event topology

• Signal: 
• 2 tag jets with large invariant 

mass

tag jet

tag jet

• Background: 
• Z+2 jets with large invariant 

mass: 
• very low rate
• Z+1jet + forward PU becomes an 

important background

PU jet

Z+ 1 jet
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PU jetHS jet

Example 1

2 forward jets within HGTD acceptance
VBF background event

• HGTD can require time 
coincidence between jets:
• Independent 

determination of jet 
times

• No need for global t0

Small fraction of background 
events with 2 forward jets
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Event level pile-up suppression studies

Intro

Alexander	Leopold  2

simple approach to separate HS/HS events from 
HS/PU events 

based on leading ghost associated tracks of jets 
that pass a Δz(pT, η) cut relative to the primary 
vertex 

look for time difference between those tracks

HSPU

HSHS
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t0 (from jet) including 1 hit case

Alexander	Leopold  6

accepting 1-hit track times 
improves the efficiency of 
the jet-time algorithm, 
while having only a small 
impact on the impurities 

plot on top left: 
fraction of leading jets in HGTD that give a 
t0 

plot on top right: 
fraction of subleading jets in HGTD that 
give a t0, if leading is not in HGTD
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LArHits Simulation

https://indico.cern.ch/event/805267/contributions/3385305/attachments/1826902/2990225/20190409_aleopold.pdf
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why PU jets don’t contribute to t0

Alexander	Leopold  7

only a very small fraction of the PU jets has a time 
associated (~5%) 

reason: the number of ghost associated tracks 
that survive the Δz(pT, η) cut is very low in PU 
jets 

jet time reconstructed by clustering the accepted 
ghost associated tracks (=their times) and using 
the biggest cluster 

↠ comparing with RpT distribution, this makes 
sense!

0.94623

0.0537697

false true

PU jet has time

0

0.2

0.4

0.6

0.8

1

1.2

fra
ct

io
n 

of
 P

U
 je

ts

ATLAS Internal
>=200, ITkLayoutµVBFinv, <

0.157523

0.842477

false true

HS jet has time

0

0.2

0.4

0.6

0.8

1

1.2

fra
ct

io
n 

of
 H

S 
je

ts

ATLAS Internal
>=200, ITkLayoutµVBFinv, <

0 5 10 15 20 25 30 35 40
N ghost tracks (HS jet)

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18
0.2

fra
ct

io
n 

of
 je

ts

ATLAS Internal
>=200, ITkLayoutµVBFinv, <

0 5 10 15 20 25 30 35 40
N ghost tracks (PU jet)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

fra
ct

io
n 

of
 je

ts

ATLAS Internal
>=200, ITkLayoutµVBFinv, <

RpT =

P
k p

track
T,k (PV0)

pjetT
<latexit sha1_base64="fZC7l2JB0KyIGI/dUm/9mYSFbfg=">AAACH3icbVBNSwMxEM3W7/pV9eglWAQFKbsiVA+C6MVjlVYL7bpk06yNze6GZFYoYX+KF/+KFw8q4q3/xvTjoNUHA4/3ZpiZF0rBNbjuwCnMzM7NLywuFZdXVtfWSxubNzrNFGUNmopUNUOimeAJawAHwZpSMRKHgt2GvYuhf/vIlOZpUoe+ZH5M7hMecUrASkGpeh0YWc/xKW5HilDT1lkc9LAMTP2gl98ZsGIv36vdBO5+bmRQvzMPDPI8KJXdijsC/ku8CSmjCWpB6avdSWkWswSoIFq3PFeCb4gCTgXLi+1MM2l3kXvWsjQhMdO+GT2Y412rdHCUKlsJ4JH6c8KQWOt+HNrOmEBXT3tD8T+vlUF07BueyAxYQseLokxgSPEwLdzhilEQfUsIVdzeimmX2EzAZlq0IXjTL/8ljcPKScW9OiqfnU/SWETbaAftIQ9V0Rm6RDXUQBQ9oRf0ht6dZ+fV+XA+x60FZzKzhX7BGXwDhUKjcA==</latexit><latexit sha1_base64="fZC7l2JB0KyIGI/dUm/9mYSFbfg=">AAACH3icbVBNSwMxEM3W7/pV9eglWAQFKbsiVA+C6MVjlVYL7bpk06yNze6GZFYoYX+KF/+KFw8q4q3/xvTjoNUHA4/3ZpiZF0rBNbjuwCnMzM7NLywuFZdXVtfWSxubNzrNFGUNmopUNUOimeAJawAHwZpSMRKHgt2GvYuhf/vIlOZpUoe+ZH5M7hMecUrASkGpeh0YWc/xKW5HilDT1lkc9LAMTP2gl98ZsGIv36vdBO5+bmRQvzMPDPI8KJXdijsC/ku8CSmjCWpB6avdSWkWswSoIFq3PFeCb4gCTgXLi+1MM2l3kXvWsjQhMdO+GT2Y412rdHCUKlsJ4JH6c8KQWOt+HNrOmEBXT3tD8T+vlUF07BueyAxYQseLokxgSPEwLdzhilEQfUsIVdzeimmX2EzAZlq0IXjTL/8ljcPKScW9OiqfnU/SWETbaAftIQ9V0Rm6RDXUQBQ9oRf0ht6dZ+fV+XA+x60FZzKzhX7BGXwDhUKjcA==</latexit><latexit sha1_base64="fZC7l2JB0KyIGI/dUm/9mYSFbfg=">AAACH3icbVBNSwMxEM3W7/pV9eglWAQFKbsiVA+C6MVjlVYL7bpk06yNze6GZFYoYX+KF/+KFw8q4q3/xvTjoNUHA4/3ZpiZF0rBNbjuwCnMzM7NLywuFZdXVtfWSxubNzrNFGUNmopUNUOimeAJawAHwZpSMRKHgt2GvYuhf/vIlOZpUoe+ZH5M7hMecUrASkGpeh0YWc/xKW5HilDT1lkc9LAMTP2gl98ZsGIv36vdBO5+bmRQvzMPDPI8KJXdijsC/ku8CSmjCWpB6avdSWkWswSoIFq3PFeCb4gCTgXLi+1MM2l3kXvWsjQhMdO+GT2Y412rdHCUKlsJ4JH6c8KQWOt+HNrOmEBXT3tD8T+vlUF07BueyAxYQseLokxgSPEwLdzhilEQfUsIVdzeimmX2EzAZlq0IXjTL/8ljcPKScW9OiqfnU/SWETbaAftIQ9V0Rm6RDXUQBQ9oRf0ht6dZ+fV+XA+x60FZzKzhX7BGXwDhUKjcA==</latexit>

LArHits Simulation



L. Aperio Bella  35

Jet-time reco. performance

Alexander	Leopold  11

Which of the jet-associated tracks should one use?  
- removing ghost tracks that can’t be associated to the PV, only ~5% of PU jets get a time assigned 
- using all ghost tracks, higher impurities on the jet time is seen
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Performance
Performance

Alexander	Leopold  4

• select events (VBF mu200 sample) with 2 back-to-back jets, both in HGTD acceptance 
• get time of leading track in each jet 
• if Δt<cut, accept event as HS/HS, else reject as HS/PU 
• if either of the two leading tracks has no time assigned, event is accepted 
➡  compared performance (ROC curve) to RPT approach
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PU tracks 
from different
nearby vertices

PU jet

HS jet: 
central

Example 2a

1 forward jets within HGTD acceptance
VBF background event

• Global t0 required to 
associate forward jet tracks 
to HS vertex time
• challenging if HS activity 

is mostly central  

• Self-tagging approach: 
HGTD can require time 
coincidence between 
tracks within the forward jet:
• No need for global t0
• Reduced applicability: 

stochastic PU jets only

Underlying event tracks 
at small eta
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Self-tagging idea
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QCD jet

PU jet

HS jet: 
central

Example 2b

1 forward jets within HGTD acceptance
VBF background event

• Global t0 required to 
associate forward jet tracks 
to HS vertex time
• challenging if HS activity 

is mostly central  

• Self-tagging approach not 
applicable

Underlying event tracks 
at small eta
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QCD jet

PU jet

HS jet

Example 2b (fJVT)
• Global t0 required to 

associate forward jet tracks 
to HS vertex time
• challenging if HS activity 

is mostly central  

• Self-tagging approach not 
applicable

• Note that fJVT may work 
well in this case! à Needs to 
be studied! 

back-to-back
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Physics analysis under discussion

Physics (I)

HGTD can reduce the impact of (forward) pileup on physics analyses at 
various levels depending on the physics objects and the reliance on global t0: 

• Physics analysis with forward leptons are well understood
• Weak mixing angle

• Physics analysis with forward b-jets (tH)
• Need to establish the performance of the “self-tagging” approach, and continue to 

develop global t0 reconstruction algorithms (Chiara, Alex, Valentina, Nora, Sabrina) 
• Need to understand the impact of b-tagging performance (light-jet rejection) and 

how it is impacted with pileup (truth-level study) (Spyros)
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Physics analysis under discussion II
Physics (II)

• HGTD can reduce the impact of (forward) pileup on physics analyses at various 
levels depending on the physics objects and the reliance on global t0:

• VBF/VBS:
• Better understanding of contribution of stochastic/QCD PU jets, and establish self-tagging 

PU suppression (Marianna)
• Need improved, truth-level, understanding of the impact of forward pileup in analysis 

sensitivity (physics upgrade group, Simone, Corinne, Ben, Pilar, …)

• Luminosity
• Key in Higgs precision measurements. HGTD can provide high precision, independent, 

offline luminosity, as well as bunch-by-bunch online luminosity. Address extremely useful 
comments from luminosity experts 

• Long lived particles:
• Need to study impact of acceptance, use of timing information, and complementarity with 

ITk.  
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Road map
Summary/Plan

• Physics and performance plan towards the TDR consists of three main
components, which will be pursued in parallel 

1. Detector performance 
• Integration of HGTD simulation with ITk in R20.20.X: track-assignment algorithm
• Fix scenarios: material, radiation, time resolution. 
• t0 reconstruction algorithms
• vertexing + underlying event t0 reconstruction
• Deliverable: assign times to tracks and vertices in AOD

• Completely based on full simulation and using the more performance algorithms
• Jointly with tracking and physics upgrade group
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Road map
Summary/Plan

• Physics and performance plan towards the TDR consists of three main
components, which will be pursued in parallel 

2. Performance
• Use AOD time information as input

• No parameterizations
• Study impact of t0 reconstruction on PU jet suppression and b-tagging
• Establish self-tagging approach for b-tagging and pileup jet suppression
• Develop new smearing functions
• Jointly with physics upgrade group
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Road map
Summary/Plan

• Physics and performance plan towards the TDR consists of three main
components, which will be pursued in parallel 

3. Physics studies
• Deeper understanding of impact of PU in VBF/VBS analysis, and b-tagging in tH
• What final states require global t0, what self-tagging? Develop optimized strategy to 

apply HGTD in physics and feedback into performance algorithms (smearing functions)
• Application of smearing functions as a next step
• Jointly with physics upgrade group
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The challenges towards TDR
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Tuesday, 22 January 2019 HGTD Software, Performance and Physics 9

ATLAS COLLABORATION

Digitization = From SiHits to RDOs
● A diode map is associated to the detector element and is used to translate 
the charge deposited in the active area to fired pixel

○ Using the same PixelDigitizationTool as defined for the pixel endcap modules
○ Lorentz angle is set to 0.

● LGAD sensor (20.5040 mm2)
○ 1.301.3mm2  pixels = 15x30 pixels
○ Active: 50 Om

● During digitization, the time information is 
carried on only for the first hit on each diode 
= shadowing ePect :(

● Technically, time is stored instead of the 
charge in the charge deposits in the SDO map SiHit Loc x [mm]

Si
H
it
 L
oc
 y
 [
m
m
]

Pixel phi index

P
ix
el
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x color means 

number of hits
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3 Performance and Physics Benchmarks ATLAS DRAFT
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Figure 3.5: The simulated shape in time of the signal in a pad of the HGTD is shown for (a) a normal
hit and (b) a double hit, separated by 300 ps.

Gaussian contribution is driven by the desired timing resolution of the sensor. The maximal557

amplitude of the pulse is the deposited energy. The time corresponding to the first point of558

the pulse is chosen to be the time of the hit. Additionally a Gaussian noise with of 1.5% of559

the energy of a MIP (0.2 keV) is added to the amplitude in each time bin.560

For each pad, the pulses are then summed together. A pseudo constant fraction discrim-561

inator (CFD) algorithm defines the time as the time of the first point with an energy above562

50% of the maximum amplitude. Therefore the time of a pad is offset by 0.405 ns.563

The contribution of electronic noise to the timing resolution is taken into account as a func-564

tion of the position of the sensor and the accumulated integrated luminosity with a Gaus-565

sian smearing. The dose received by the sensor as a function of its radius was computed566

using FLUKA, then data from test bench measurements of sensors define the corresponding567

gain for the sensor. The gain is transformed into the timing resolution using measurements568

with ALTIROC0. This procedure results in a Gaussian smearing of minimum 10 ps and569

maximum 60 ps.570

Timing Resolution Scenarios571

Four timing performance scenarios are defined: Initial, two Intermediate scenarios and Final572

corresponding to integrated luminosities of 0 fb−1, 2000 fb−1, 2001 fb−1 and 4000 fb−1 which573

are shown in Fig. 3.6. The scenarios correspond to the performance expected at the begin-574

ning, after half of the expected integrated luminosity, after half of the expected integrated575

luminosity after replacement of the inner part of the HGTD and at the end of the HL-LHC576

data taking. Two additional scenarios for 1000 fb−1 and 4000 fb−1 are also shown to illus-577

trate the change of the resolution as the integrated luminosity increases. Maintaining this578

performance as the clock is distributed across the detector will require intercalibrating the579

reference t0, discussed in Sec. 10.2.580

20 22nd May 2019 – 08:42
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LArHit simulation emulator
 The simulation provides the energy deposit in the sensitive layer of the HGTD as single  energy deposit for each particle traversing it. The simulation of 
the non-uniform distribution of the charges in the sensitive volume as well as the effect of the electronics chain (time  walk, jitter) are taken into 
accçount at analysis level. For each hit a pulse is simulated to compute the time and energy in each pad. Data derived from the 2016 HGTD test beam 
were used to derive the pulse shape. A convolution of a Gaussian with a Landau distribution was found to give the best description of the pulse shape. 
The non-uniform energy  deposit is modeled via the width of the Gaussian. The signal time is defined on its leading edge, therefore the variation models 
adequately the induced timing uncertainty. Fig. 3.5  shows the nominal shape and the effect of two hits in the same pad, separated by 300 ps.

interest talk

For each hit, a pulse is simulated with 200 points of a step size of 5 ps where the width of Gaussian contribution is driven by the desired timing 
resolution of the sensor. The maximal  amplitude of the pulse is the deposited energy. The time corresponding to the first point of  the pulse is 
chosen to be the time of the hit. Additionally a Gaussian noise with of 1.5% of the energy of a MIP (0.2 keV) is added to the amplitude in each 
time bin.  
For each pad, the pulses are then summed together. A pseudo constant fraction discriminator (CFD) algorithm defines the time as the time of the 
first point with an energy above  50% of the maximum amplitude. Therefore the time of a pad is offset by 0.405 ns.  
 The contribution of electronic noise to the timing resolution is taken into account as a function of the position of the sensor and the accumulated 
integrated luminosity with a Gaussian smearing. The dose received by the sensor as a function of its radius was computed using FLUKA, then data 
from test bench measurements of sensors define the corresponding  gain for the sensor. The gain is transformed into the timing resolution using 
measurements with ALTIROC0. This procedure results in a Gaussian smearing of minimum 10 ps and maximum 60 ps. 

https://indico.cern.ch/event/579135/contributions/2367917/attachments/1372414/2082217/CERN_16_11.pdf#search=Corentin%20Allaire%20AND%20cerntaxonomy%3A%22Indico%2FExperiments%2FATLAS%20Meetings%2FLiquid%20Argon%20Calorimeter%2FUpgrades%2FHigh%20Granularity%20Timing%20Detector%22
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Comparison last-hit vs. perigee

Alexander	Leopold  5
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2 Detector requirements439

The space available to install new detectors in front of the ATLAS endcap calorimeters is440

limited and this constrains the location and acceptance of the HGTD. The minimal inner441

radius of the HGTD cannot be less than 110 mm, so as to allow the endcap cryostat to move442

over a pump located on the beam pipe when opening and closing the detector. The outer443

radius of the vessel is limited to 1000 mm, and it needs to house the detector electronics,444

moderator and space for routing services to the outside. Taking these constraints into ac-445

count, the radial extent of the active area is 120 mm to 640 mm, yielding an acceptance in446

pseudorapidity from 2.4 to 4.0. The envelope in z for the full detector including supports447

and front and rear covers is 75 mm. In addition, to protect the ITk and the HGTD from back-448

scattered neutrons, 50 mm of moderator material will be installed in front of the endcap449

calorimeters, as in the current ATLAS detector. The detector will be located at z = ±3.5 m,450

in the place that is currently occupied by the Minimum-Bias Trigger Scintillators (MBTS),451

just outside the ITk volume and in front of the endcap and forward calorimeters, as shown452

in Figure 2.1 and Table 2.1.453

Figure 2.1: A photo of the current ATLAS layout (opened for maintenance), showing the gap
between the ATLAS endcap calorimeter on the left and the tracking detectors on the right, where
the HGTD will be installed. Currently the space is occupied by the MBTS (white disk, in front of the
endcap calorimeter).

A silicon-based timing detector technology is preferred due to the space limitations. The454

sensors must be thin and configurable in arrays. In close collaboration with RD50 [2] and455

manufacturers, an extensive R&D program is progressing quickly towards sensors that456

3

2 Detector requirements ATLAS DRAFT

Pseudorapidity coverage 2.4 < |h| < 4.0
Thickness in z 75 mm (+50 mm moderator)
Position of active layers in z 3435 mm < z < 3485 mm
Radial extension:

Total 110 mm < R < 1000 mm
Active area 120 mm < R < 640 mm

Time resolution per track 30 ps
Number of hits per track:

2.4 < |h| < 3.1 2
3.1 < |h| < 4.0 3

Pixel size 1.3 ⇥ 1.3 mm2

Number of channels 3.54M
Active area 6.3 m2

Table 2.1: Main parameters of the HGTD.

provide the required timing resolution in harsh radiation environments. Low Gain Ava-457

lanche Detector (LGAD) [3] pixels of 1.3 ⇥ 1.3 mm2 with an active thickness of 50 µm fulfil458

these requirements. This pixel size ensures occupancies below 10% at the highest expec-459

ted levels of pileup, small dead areas between pixels, and low sensor capacitance which is460

important for the time resolution. A custom application-specific integrated circuit (ASIC),461

which will be bump-bonded to the sensors, is being developed to meet the requirements462

on time resolution and radiation hardness. The ASIC will also provide functionality to463

count the number of hits registered in the sensor and transmit this at 40 MHz to allow464

unbiased, bunch-by-bunch measurements of the luminosity and the implementation of a465

minimum-bias trigger. After optimising the layout for timing performance and cost, the466

detector design described in this document will give an average of three (two) hits per track467

at R < 320 mm (R > 320 mm). A detailed description of the detector layout is presented in468

Section 4.469

2.1 Beam conditions at the HL-LHC470

The beam-spot characteristics of the HL-LHC have not yet been determined. At present,471

the longitudinal beam-spot size (Gaussian width) is expected to be between 30 to 60 mm,472

while the width in time could be between 175 and 260 ps. The case considered in the studies473

presented here is the nominal one, with Gaussian spreads in z and time of 45 mm and 175 ps474

respectively.475

The spatial pileup line density, i.e. the number of collisions per length unit in the z direction476

during one bunch crossing, is a key quantity for evaluating the performance of ATLAS477

with and without the HGTD. For an average of 200 collisions per bunch crossing, denoted478

hµi = 200, an average pileup density of 1.8 collisions/mm is expected. This average masks479

the effect of the local variations illustrated in Figure 2.2. The local pileup vertex density is480

4 2018-05-30 – 14:05

Technology and layout: 
• Low Gain Avalanche Detectors (LGADs): pixel detector with coarse spatial resolution (→high granularity, 1.3x1.3 mm2 for 

occupancy < 10%) but precision timing (30 ps)  
• 2 double-sided planar layers in each endcap ( to optimise the number of hits per track )  
• overlapping sensors for each layer (to deal with worsening time resolution after large irradiation to the small radius sensors 

overlap is much larger (80%) in the inner region.) 
• specially-designed ASIC ALTIROC front-end ( to reduce electronic noise of time resolution )

Design requirements: excellent time resolution, radiation-hard, low 
occupancy, modular shape given the quite constrained by the 
space available and the physics goal:

ATLAS DRAFT 4.2 Module and layer design and assembly

4.2 Module and layer design and assembly1288

The HGTD detector concept is based on individual planar layers of LGAD sensors to be1289

fixed in front of both endcap calorimeter cryostats with active elements between 3435 and1290

3485 mm in z. Each layer is an independent object built on a cooling plate support disk1291

(discussed in Section 5), allowing for a modular design. On both sides of this cooling1292

plate, individual identical modules of 20 ⇥ 40 mm2 consisting of LGAD sensors, ASIC and1293

flex circuits will be installed. A schematic drawing of the detector is shown in Figure 4.7.1294

Groups of up to 19 modules constitute readout rows (see Section 4) which can be of differ-1295

ent lengths. The longest readout row is 546 mm and defines the most difficult constraints1296

for the mechanical assembly and the most stringent requirements for the flex cable charac-1297

teristics. The module design is described in the next section, including the ASIC to sensor1298

connection through bump-bonding and the design of the flex cable used to transmit the1299

data to the peripheral on-detector electronics. In the two following sections the general1300

detector layout with sensors, modules, layers and support structures is presented.

Figure 4.7: Illustration of the HGTD, showing the peripheral on-detector electronics in green and
the layout of the readout rows, containing modules mounted on the inner half-disk support plates
at R < 320 mm (dark blue), and on staves at larger radii (light blue).

1301

2018-05-30 – 14:05 41
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Detector 
performance

Physics objects 
performance Physics

PU suppression
Missing ET
b-tagging
Lepton isolation

Consider main physics 
topologies and 
global/local t0 information
(“self-tagging”)

PU tracks 
From different
interactions

+
Self-tagging

High b-tag weight
Low b-tag weight

Need to study and establish the self-
tagging approach with full simulation
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Event displays for t0 determination

Alexander	Leopold  13

for the HS/PU case where one of the two jets is in the barrel region, an independent vertex time t0 determination is necessary 
↠ we don’t want to compare the jet with itself 

Sel. of events with 2 jets, 1barrel&1fwd  
 
use tracks outside of the jet: 
pT>1.0GeV, pass Δz(pT, η) 
marker size ∝pT 
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