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H.E.S.S. Collaboration: Observations of RX J1713.7�3946

Fig. 1: H.E.S.S. gamma-ray excess count images of RX J1713.7�3946, corrected for the reconstruction acceptance. On the left, the
image is made from all events above the analysis energy threshold of 250 GeV. On the right, an additional energy requirement of
E > 2 TeV is applied to improve the angular resolution. Both images are smoothed with a two-dimensional Gaussian of width 0.03�,
i.e. smaller than the 68% containment radius of the PSF of the two images (0.048� and 0.036�, respectively). The PSFs are indicated
by the white circles in the bottom left corner of the images. The linear colour scale is in units of excess counts per area, integrated
in a circle of radius 0.03�, and adapted to the width of the Gaussian function used for the image smoothing.

paigns are given in Table 1. Only observations passing data qual-
ity selection criteria are used, guaranteeing optimal atmospheric
conditions and correct camera and telescope tracking behaviour.
This procedure yields a total dead-time corrected exposure time
of 164 hours for the source morphology studies. For the spectral
studies of the SNR, a smaller data set of 116 hours is used as
explained below.

The data analysis is performed with an air-shower template
technique (de Naurois & Rolland 2009), which is called the pri-
mary analysis chain below. This reconstruction method is based
on simulated gamma-ray image templates that are fit to the mea-
sured images to derive the gamma-ray properties. Goodness-of-
fit selection criteria are applied to reject background events that
are not likely to be from gamma rays. All results shown here
were cross-checked using an independent calibration and data
analysis chain (Ohm et al. 2009; Parsons & Hinton 2014).

3. Morphology studies

The new H.E.S.S. image of RX J1713.7�3946 is shown in Fig. 1:
on the left, the complete data set above an energy threshold of
250 GeV (about 31,000 gamma-ray excess events from the SNR
region) and, on the right, only data above energies of 2 TeV.
For both images an analysis optimised for angular resolution
is used (the hires analysis in de Naurois & Rolland 2009) for
the reconstruction of the gamma-ray directions, placing tighter
constraints on the quality of the reconstructed event geometry at
the expense of gamma-ray e�ciency. This increased energy re-
quirement (E > 2 TeV) leads to a superior angular resolution
of 0.036� (68% containment radius of the point-spread func-
tion; PSF) compared to 0.048� for the complete data set with
E > 250 GeV. These PSF radii are obtained from simulations
of the H.E.S.S. PSF for this data set, where the PSF is broad-
ened by 20% to account for systematic di↵erences found in
comparisons of simulations with data for extragalactic point-like

sources such as PKS 2155–304 (Abramowski et al. 2010). This
broadening is carried out by smoothing the PSF with a Gaussian
such that the 68% containment radius increases by 20%. To in-
vestigate the morphology of the SNR, a gamma-ray excess im-
age is produced employing the ring background model (Berge
et al. 2007), excluding all known gamma-ray emitting source
regions found in the latest H.E.S.S. Galactic Plane Survey cata-
logue (H.E.S.S. Collaboration et al. 2016b) from the background
ring.

The overall good correlation between the gamma-ray and X-
ray image of RX J1713.7�3946, which was previously found
by H.E.S.S. (Aharonian et al. 2006b), is again clearly visi-
ble in Fig. 2 (top left) from the hard X-ray contours (XMM-

Newton data, 1–10 keV, described further below) overlaid on
the H.E.S.S. gamma-ray excess image. For a quantitative com-
parison that also allows us to determine the radial extent of the
SNR shell both in gamma rays and X-rays, radial profiles are
extracted from five regions across the SNR as indicated in the
top left plot in Fig. 2. To determine the optimum central posi-
tion for such profiles, a three-dimensional spherical shell model,
matched to the morphology of RX J1713.7�3946, is fit to the
H.E.S.S. image. This toy model of a thick shell fits five parame-
ters to the data as follows: the normalisation, the x and y coordi-
nates of the centre, and the inner and outer radius of the thick
shell. The resulting centre point is R.A.: 17h13m25.2s, Dec.:
�39d46m15.6s. As seen from the figure, regions 1 and 2 cover
the fainter parts of RX J1713.7�3946, while regions 3 and 4 con-
tain the brightest parts of the SNR shell, closer to the Galactic
plane, including the prominent X-ray hotspots and the densest
molecular clouds (Maxted et al. 2013; Fukui et al. 2012). Region
5 covers the direction along the Galactic plane to the north of
RX J1713.7�3946.
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The H.E.S.S. Collaboration: RX J0852.0�4622: Morphology Studies and Resolved Spectroscopy

Fig. 1. Left: Exposure-corrected excess map for RX J0852.0�4622. The data have been binned in bins of 0.01� on each coordinate and smoothed
with a Gaussian function of width 0.08�. The white dashed line shows the position of the Galactic plane; the inset shows the PSF of the analysis
at the same scale for comparison. Right: Same as in the left panel, but additionally the boundary of the ON region is shown as a white circle and
the significance contours at 3, 5, 7, 9 and 11� are shown in black, with increasing line width for increasing significance.

Fig. 2. Left: Smoothed and exposure-corrected excess map, like in Fig. 1. The white annulus denotes the region used for extraction of the azimuthal
profile; the white vertical line denotes the origin of the azimuthal angle (North), which increases in the anti-clockwise direction. The green star
marks the position of PSR J0855�4644. The white dotted-dashed line marks a point-like region around the position of the southern enhancement.
Right: The azimuthal profile extracted from the annulus in the skymap on the left panel is shown. For better visibility, two periods separated by a
dashed gray line are shown. The azimuthal position of PSR J0855�4644 and the center of the region around the southern enhancement are marked
respectively by green and black vertical dashed lines.

model formula parameters
PL d�/dE = �0(E/E0)�� �0, �

CPL d�/dE = �0(E/E0)���� log(E/E0) �0, �, �
ECPL d�/dE = �0(E/E0)�� exp(�E/Ecut) �0, �, 1/Ecut

Table 2. Spectrum models. For each model, the formula and the fit pa-
rameters are shown. The models are power law (PL), curved power law
(CPL, also known as logarithmic parabola) and power law with expo-
nential cut-o↵ (ECPL).

Both alternative models are allowed to fall back into the PL dur-
ing the fit, fulfilling the nested hypotheses requirement for the
test.

The results of the likelihood ratio tests are shown in the right
section of Table 3. The PL model is rejected at the 7.3� level by
the CPL model, and with 7.7� by the ECPL model. This demon-
strates that a curved spectrum is clearly preferred over a plain
PL, implying that an intrinsic curvature exists in the spectrum
of RX J0852.0�4622. Since the ECPL model shows the highest
significance, it will be used in the following as the model de-
scribing the data best. More complex models (power law with
sub or super exponential cut-o↵) have been tested as well but are
not significantly better than any of the two curved models with 3
parameters.

The H.E.S.S. spectrum of RX J0852.0�4622 is shown in
Fig. 3 together with the Fermi-LAT spectrum from Tanaka
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1. Introduction

Supernova remnants (SNR) are prime candidates to be sources
of Galactic cosmic rays. The detection of very-high-energy �-ray
(VHE; E>100 GeV) and nonthermal X-ray emission from SNRs
has shown that they do in fact accelerate particles to energies
above 100 TeV (see, e.g., Hinton & Hofmann 2009; Aharonian
2013).

RCW 86 (also known as G315.4-2.3 or MSH 14-63) is lo-
cated at a distance of (2.5 ± 0.5) kpc (Helder et al. 2013). It
is almost circular in shape with a diameter of about 40’ clearly
showing a shell-like structure in the optical (Smith 1997), radio
(Kesteven & Caswell 1987), infrared (Williams et al. 2011) and
X-ray (Pisarski et al. 1984) regimes. The source has been de-
tected in �-rays (Aharonian et al. 2009; Yuan et al. 2014), but a
shell-like structure was not resolved. RCW 86 is a young SNR,
which is about 1800 years old, based on the probable connec-
tion to the historical supernova SN 185 recorded by Chinese as-
tronomers in 185 AD (Stephenson & Green 2002; Smith 1997;
Dickel et al. 2001; Vink et al. 2006). The nature of the RCW 86
supernova (SN) progenitor was under intense discussion in the
context of its young age and its unusually large size with a ra-
dius of R ⇡ 15d2.5 pc (d2.5: the distance to RCW 86 in units
of 2.5 kpc). Williams et al. (2011) comprehensively studied all
arguments about the type of the progenitor of RCW 86 and con-
ducted hydrodynamic simulations to explain the observed char-
acteristics. They concluded that RCW 86 is likely the remnant
of a Type Ia supernova. The explosion was o↵-center in a low-
density cavity carved by the progenitor system (see also Vink
et al. 1997; Broersen et al. 2014).

The physical conditions vary within the volume of RCW 86.
While slow shocks have been measured (⇠600 – 800 kms�1;
Long & Blair 1990; Ghavamian et al. 2001) in the southwest
(SW) and northwest (NW) regions along with relatively high
post-shock gas densities (⇠2 cm�3; Williams et al. 2011), X-
ray measurements by Helder et al. (2009) indicate high veloc-
ities of 6000 ± 2800 kms�1 in the northeast (NE) whereas op-
tical measurements of specific knots in this region by Helder
et al. (2013) show large variations in proper motions between
700 – 2000 kms�1 and low densities of ⇠0.1 – 0.3 cm�3 (see
Yamaguchi et al. 2011). In the SW, NE, and to a lesser extent in
the NW region, nonthermal X-ray emission is detected (Bamba
et al. 2000; Vink et al. 1997, 2006; Williams et al. 2011). Near
a region of Fe-K-line emission in the SW, there is nonthermal
emission possibly synchrotron radiation from electrons acceler-
ated at the reverse shock (Rho et al. 2002).

Here, we present a new analysis of very high-energy �-
ray data of RCW 86 taken with the High Energy Stereoscopic
System (H.E.S.S.). When the discovery of RCW 86 was pub-
lished by the H.E.S.S. collaboration, the morphology in the TeV
��ray regime could not be resolved owing to limited statistics
(Aharonian et al. 2009). The new analysis benefits from sig-
nificantly improved statistics and addresses whether RCW 86
has a shell structure in the VHE �-ray regime. In addition, the
larger data set allows for a broadband modeling of the spectral
energy distribution with both a leptonic and an hadronic one-
zone model. We restricted ourselves to two simple models since
it is unreasonable to use more intricate models with additional
parameters that cannot be determined owing to limited statistics.

2. H.E.S.S. observations and analysis method

The High Energy Stereoscopic System is located in the Khomas
Highland of Namibia at a height of about 1800 m above sea level.

Fig. 1. VHE ��ray emission of RCW 86. The sky map is ex-
tracted with faint analysis cuts and smoothed with a Gaussian
filter with �smooth = 0.�06 to reduce the e↵ect of statistical fluctu-
ations. Black contours correspond to 3, 5, 7� significance. The
white dotted circle depicts the integration region chosen for the
spectral analysis. The dashed cyan sector shows the position an-
gle range of the radial profile in Fig. 3. The two green sectors
(solid lines) give the extraction regions for spectra of the SW
and NE regions discussed in Sect. 3.

In its first phase, the system consisted of four identical imaging
Cherenkov telescopes, each with a mirror area of 107 m2 and a
large field of view of 5� (Bernlöhr et al. 2003). The data pre-
sented in this paper were taken during this phase.

In 2009 the H.E.S.S. Collaboration announced the discov-
ery of RCW 86 in the VHE regime (Aharonian et al. 2009). The
source morphology of RCW 86 was thoroughly studied, but the
existing data did not su�ce to settle the question of whether the
VHE emission originates from a shell or from a spherical region.
Between 2007 and 2011, observations of the neighboring source
HESS J1458�608 (de Los Reyes Lopez 2011) and the scan of
the Galactic plane have added additional observation time to the
data set, which now amounts to ⇠ 57 h. The zenith angles of
these observations range from 36� to 53� and have a mean value
of 40�. The data were recorded with pointing o↵sets between
0.5� and 2.5�, average 1.1�, from the RCW 86 position. The sen-
sitivity and angular resolution were improved compared to the
former publication (Aharonian et al. 2009), using an advanced
analysis method (for further detail, see de Naurois & Rolland
2009) instead of the formerly used standard Hillas-parameter-
based analysis. Standard cuts were used for spectral analysis and
faint source cuts for morphological analysis. The faint source
cuts have an improved angular resolution at the expense of lower
statistics and a higher energy threshold of about 100 GeV (for the
cut definition, see de Naurois & Rolland 2009). The results we
present are consistent with the results of a multivariate analysis
technique (Ohm et al. 2009), using an independent calibration
scheme.

HESS J1731-347
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H.E.S.S. Collaboration: A search for new SNRs in the Galactic plane with H.E.S.S.

Fig. 1. TeV surface brightness maps of HESS J1534�571,
HESS J1614�518, and HESS J1912+101 in Galactic coordinates.
The maps were calculated with a correlation radius of 0.1°. An
additional Gaussian smoothing with � = 0.01° was applied to remove
artifacts. The surface brightness is expressed in units of counts above
1 TeV, assuming a power law with index �ref . The inlets show the
point spread function of the specific observations after applying
the same correlation radius and smoothing, respectively. Top panel:
HESS J1534�571, assumed �ref = 2.3. The green ellipse denotes the
outer boundary of the radio SNR G323.7�1.0 from Green et al. (2014).
Contours are 3, 4, 5, 6 � significance contours (correlation radius
0.1°). Middle panel: HESS J1614�518, assumed �ref = 2.4. The green
circle denotes the position and extent of 3FGL J1615.3�5146e from
Acero et al. (2015). Contours are 5, 7, 9, 11 � significance contours
(correlation radius 0.1°). Bottom panel: HESS J1912�101, assumed
�ref = 2.7. Contours are 3, 4, 5, 6, 7 � significance contours (correlation
radius 0.1°).

provided that the integration region is large compared to the psf.
The surface brightness maps were checked for each of the three
sources by comparing the integral flux from the maps with the
respective result of the spectral analysis.

In Fig. 1, the TeV surface brightness maps of
HESS J1534�571, HESS J1614�518, and HESS J1912+101 are
shown using an energy threshold set to 1 TeV8. The assumed
spectral indices for HESS J1614�518 and HESS J1912+101 were
fixed independently of the spectral results discussed below
and were taken from previous publications (�ref = 2.4 and 2.7;
Aharonian et al. 2006b, 2008b). For HESS J1534�571, a typical
value for Galactic sources, �ref = 2.3, was assumed. In fact, the
assumed spectral index does not influence the appearance of the
map. The reference flux, which is calculated based on the spec-
tral index, only affects the overall scale of the displayed surface
brightness (less than 5% for �� = 0.2; H.E.S.S. Collaboration
2018f). Radial and azimuthal profile representations of these
surface brightness maps including the morphological fit results
can be found in Appendix A.

2.5. Energy spectra

TeV energy spectra for each of the new shells were derived
using a forward-folding technique. Data were selected and ana-
lyzed according to the description in Sect. 2.2.2. On-source
events are extracted from circular regions centered on the best-
fit position and with radius Rout + R68% to ensure full enclosure
(R68% ⇠ 0.07° is the 68% containment radius of the psf). Source,
background, and effective area spectra with equidistant binning
in log-space are derived runwise and are summed up. Power-law
models

dN�
dE
= N0

 
E
E0

!��
(5)

are convolved with the effective area and fit to the data. The
lower fit boundary results from the image amplitude cut and
corresponding energy bias cut. The upper fit boundary is dom-
inated by the energy bias cut. The value E0 is the decorrelation
energy of the fit, i.e., the energy where the correlation between
the errors of � and N0 is minimal. All spectral parameters are
listed in Table 4.

To display unfolded spectra, bins are background-subtracted
and merged to have at least 2� per bin, and spectra are
divided by correspondingly binned effective areas. In Fig. 2,
unfolded spectra and residuals between data and the power-law
fits are shown. All three spectra are statistically compatible with
power laws. Nevertheless, the spectra of the primary analysis of
HESS J1534�571 and HESS J1912+101 as presented in Fig. 2
also show indications for curvature. A power-law model with
exponential cutoff indeed better fits the data than a simple power
law at the 3-4� level. However, the curvatures of the spectra
(in particular of HESS J1912+101) are less pronounced in the
cross-check analysis and are not significantly preferred there.
The systematic errors that have been discussed in Sect. 2.2.2 not
only lead to an error of the fitted power-law index value, but also
to a distortion of the spectral shape. With the current spectral
analysis, a more detailed description beyond a power law is not
justified.

8 Per construction, the surface brightness maps contain the information
from the entire energy range after event selection (cf. Sect. 2.2.2). The
displayed energy range can be freely chosen.
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Fig. 1. TeV surface brightness maps of HESS J1534�571,
HESS J1614�518, and HESS J1912+101 in Galactic coordinates.
The maps were calculated with a correlation radius of 0.1°. An
additional Gaussian smoothing with � = 0.01° was applied to remove
artifacts. The surface brightness is expressed in units of counts above
1 TeV, assuming a power law with index �ref . The inlets show the
point spread function of the specific observations after applying
the same correlation radius and smoothing, respectively. Top panel:
HESS J1534�571, assumed �ref = 2.3. The green ellipse denotes the
outer boundary of the radio SNR G323.7�1.0 from Green et al. (2014).
Contours are 3, 4, 5, 6 � significance contours (correlation radius
0.1°). Middle panel: HESS J1614�518, assumed �ref = 2.4. The green
circle denotes the position and extent of 3FGL J1615.3�5146e from
Acero et al. (2015). Contours are 5, 7, 9, 11 � significance contours
(correlation radius 0.1°). Bottom panel: HESS J1912�101, assumed
�ref = 2.7. Contours are 3, 4, 5, 6, 7 � significance contours (correlation
radius 0.1°).

provided that the integration region is large compared to the psf.
The surface brightness maps were checked for each of the three
sources by comparing the integral flux from the maps with the
respective result of the spectral analysis.

In Fig. 1, the TeV surface brightness maps of
HESS J1534�571, HESS J1614�518, and HESS J1912+101 are
shown using an energy threshold set to 1 TeV8. The assumed
spectral indices for HESS J1614�518 and HESS J1912+101 were
fixed independently of the spectral results discussed below
and were taken from previous publications (�ref = 2.4 and 2.7;
Aharonian et al. 2006b, 2008b). For HESS J1534�571, a typical
value for Galactic sources, �ref = 2.3, was assumed. In fact, the
assumed spectral index does not influence the appearance of the
map. The reference flux, which is calculated based on the spec-
tral index, only affects the overall scale of the displayed surface
brightness (less than 5% for �� = 0.2; H.E.S.S. Collaboration
2018f). Radial and azimuthal profile representations of these
surface brightness maps including the morphological fit results
can be found in Appendix A.

2.5. Energy spectra

TeV energy spectra for each of the new shells were derived
using a forward-folding technique. Data were selected and ana-
lyzed according to the description in Sect. 2.2.2. On-source
events are extracted from circular regions centered on the best-
fit position and with radius Rout + R68% to ensure full enclosure
(R68% ⇠ 0.07° is the 68% containment radius of the psf). Source,
background, and effective area spectra with equidistant binning
in log-space are derived runwise and are summed up. Power-law
models

dN�
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= N0

 
E
E0

!��
(5)

are convolved with the effective area and fit to the data. The
lower fit boundary results from the image amplitude cut and
corresponding energy bias cut. The upper fit boundary is dom-
inated by the energy bias cut. The value E0 is the decorrelation
energy of the fit, i.e., the energy where the correlation between
the errors of � and N0 is minimal. All spectral parameters are
listed in Table 4.

To display unfolded spectra, bins are background-subtracted
and merged to have at least 2� per bin, and spectra are
divided by correspondingly binned effective areas. In Fig. 2,
unfolded spectra and residuals between data and the power-law
fits are shown. All three spectra are statistically compatible with
power laws. Nevertheless, the spectra of the primary analysis of
HESS J1534�571 and HESS J1912+101 as presented in Fig. 2
also show indications for curvature. A power-law model with
exponential cutoff indeed better fits the data than a simple power
law at the 3-4� level. However, the curvatures of the spectra
(in particular of HESS J1912+101) are less pronounced in the
cross-check analysis and are not significantly preferred there.
The systematic errors that have been discussed in Sect. 2.2.2 not
only lead to an error of the fitted power-law index value, but also
to a distortion of the spectral shape. With the current spectral
analysis, a more detailed description beyond a power law is not
justified.

8 Per construction, the surface brightness maps contain the information
from the entire energy range after event selection (cf. Sect. 2.2.2). The
displayed energy range can be freely chosen.
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SNR origin ?



Structure of a Supernova Remnant
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Diffusive Shock Acceleration

• Fermi acceleration process

4Credit: Damiano Caprioli, ICRC 2015 Dhybrid code (Gargaté et al. 2007), DC & Spitkovsky 2014 

Magnetic field
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Explore CRs properties via their radiations
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Interactive SED explorer with naima:
http://mybinder.org/repo/facero/OHP-2016-material/SNR/explore-SED

d = 1 kpc 

Protons: Ecut,p= 1 PeV rho= 1 cm-3  Wp=1050 ergs Γ=2   
Εlectrons: Ecut,e= 30 TeV  B= 50 μG We=1047 ergs Γ=2  

LHAASO curves 
 from White Paper

http://www.apple.fr


Explore CRs properties via their radiations
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d = 3 kpc 

LHAASO curves 
 from White PaperInteractive SED explorer with naima:

http://mybinder.org/repo/facero/OHP-2016-material/SNR/explore-SED

Protons: Ecut,p= 1 PeV rho= 1 cm-3  Wp=1050 ergs Γ=2   
Εlectrons: Ecut,e= 30 TeV  B= 50 μG We=1047 ergs Γ=2  

http://www.apple.fr


Explore CRs properties via their radiations
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d = 8 kpc 

LHAASO curves 
 from White PaperInteractive SED explorer with naima:

http://mybinder.org/repo/facero/OHP-2016-material/SNR/explore-SED

Protons: Ecut,p= 1 PeV rho= 1 cm-3  Wp=1050 ergs Γ=2   
Εlectrons: Ecut,e= 30 TeV  B= 50 μG We=1047 ergs Γ=2  

http://www.apple.fr


High energy radiation

S. Federici et al.: Analysis of GeV-band gamma-ray emission from SNR RX J1713.7-3946

Fig. 3. Map of the test statistic (TS) for a point-like source in the
region around RX J1713.7–3946. The black cross denotes the
best-fit centroid of a disk model and the yellow circle indicates
the energy-averaged 68% confinement region of the point-spread
function. Red circles indicate the position of the second Fermi-
LAT catalog sources in the background model. Shown in white
are contours of gamma-ray excess counts based on H.E.S.S. ob-
servations, the levels are 25, 50, and 75.

emission, because a true point source would appear with local-
ization uncertainty corresponding to the energy-averaged width
of the point-spread function (PSF, indicated in Fig. 3 by the yel-
low circle) divided by the detection significance, i.e. with . 0.2�
in diameter. Particularly interesting is the local enhancement of
the signal in the northwest region of the shell with TS > 49,
which matches well the excess-event density seen with H.E.S.S.,
here indicated with white intensity contours with levels 25, 50,
and 75.

To find the best position of the source and hence minimize
the systematic uncertainties, we then modeled RX J1713.7–3946
as a uniform disk with a radius of 0.5� instead of a point-like
source. The best-fit centroid for the disk model is indicated in
Fig 3 and located at ↵ = 258.32� and � = �39.71� in J2000 with
an error radius of 0.02� at the 68% confidence level, which is
about 0.07� o↵ the nominal coordinates of the source in direction
of the Galactic plane. All the following analyses are performed
using spatial templates centered at this best-fit position.

To investigate the spatial morphology of the emission as-
sociated with RX J1713.7–3946 a number of spatial templates
are tested. Five templates are uniform disks with radii ranging
from 0.5� to 0.7� in steps of 0.05�. An additional template is
designed to reflect the TeV-band intensity distribution observed
with the H.E.S.S. telescope. In Fig. 4 we show all these spatial
templates after being convolved with the Fermi-LAT PSF. Due
to the broadening of the PSF at low energies the detailed shape
and size of the six templates can only be distinguished at high
energies. Table 1 summarizes the best-fit parameters in the like-
lihood analysis of each template, performed in the energy range
from 500 MeV to 300 GeV by optimizing a spectral model of

Fig. 4. Spatial templates used to model the emission associated
with RX J1713.7–3946. The templates are convolved with the
Fermi-LAT PSF and are shown for three di↵erent energies.

the form
dN
dE
= N0

 
E
E0

!��
, (3)

where N0 is the prefactor, E0 the energy scale, and � is the spec-
tral index.

All models yield a high test statistic (150  TS  163),
about 3 times that achieved in a point-source fit, implying that
the emission is well resolved by the LAT as an extended re-
gion. For uniform-disk templates TS slowly decreases beyond
a radius of 0.55�, indicating that this value marks the extent of
GeV-scale emission from RX J1713.7–3946. The H.E.S.S. tem-
plate fits best, and the TS value for the uniform disk of radius
0.55� is also acceptable (�TS = 2). As the H.E.S.S. template
does not fit significantly better than the disk of radius 0.5� that
we used to find the centroid position, we see no reason to devi-
ate from the sequence of analysis steps defined a priori, namely
first finding the centroid position and then determining the best-
fitting template. We thus use the H.E.S.S. template, centered at
↵ = 258.32� and � = �39.71� in J2000, in the following spectral
analysis. In the end, the vagaries in choosing the spatial template
and centroid position contribute to the systematic-uncertainty
margin that we shall discuss below.

Table 1. Morphological analysis of the �-ray emission associ-
ated with RX J1713.7–3946.

Morphology Fluxa Photon index TS
Disk r = 0.50� 4.982 ± 0.916 1.508 ± 0.075 160
Disk r = 0.55� 5.122 ± 0.941 1.509 ± 0.075 161
Disk r = 0.60� 5.449 ± 1.069 1.513 ± 0.075 159
Disk r = 0.65� 5.547 ± 1.052 1.514 ± 0.075 156
Disk r = 0.70� 5.908 ± 1.216 1.521 ± 0.076 150
H.E.S.S. 5.522 ± 1.075 1.528 ± 0.074 163

(a) The integral flux from RX J1713.7–3946 is calculated over the
energy range 500 MeV – 300 GeV and it is given in units of 10�9

photons cm�2 s�1.

2.4. Energy spectrum of RX J1713.7–3946

As first step toward measuring the spectrum of �-ray emission
from the SNR, we perform a global likelihood analysis using the
H.E.S.S. template as spatial model for RX J1713.7–3946. The fit
yields a � = 1.53 ± 0.07 and the measured integral photon flux
above 500 MeV is F = (5.52 ± 1.07) ⇥ 10�9 photons cm�2 s�1.

In order to obtain a spectral energy distribution (SED) for the
SNR, the entire energy range is divided into 9 logarithmically

4

H.E.S.S. Collaboration: Observations of RX J1713.7�3946

Fig. 1: H.E.S.S. gamma-ray excess count images of RX J1713.7�3946, corrected for the reconstruction acceptance. On the left, the
image is made from all events above the analysis energy threshold of 250 GeV. On the right, an additional energy requirement of
E > 2 TeV is applied to improve the angular resolution. Both images are smoothed with a two-dimensional Gaussian of width 0.03�,
i.e. smaller than the 68% containment radius of the PSF of the two images (0.048� and 0.036�, respectively). The PSFs are indicated
by the white circles in the bottom left corner of the images. The linear colour scale is in units of excess counts per area, integrated
in a circle of radius 0.03�, and adapted to the width of the Gaussian function used for the image smoothing.

paigns are given in Table 1. Only observations passing data qual-
ity selection criteria are used, guaranteeing optimal atmospheric
conditions and correct camera and telescope tracking behaviour.
This procedure yields a total dead-time corrected exposure time
of 164 hours for the source morphology studies. For the spectral
studies of the SNR, a smaller data set of 116 hours is used as
explained below.

The data analysis is performed with an air-shower template
technique (de Naurois & Rolland 2009), which is called the pri-
mary analysis chain below. This reconstruction method is based
on simulated gamma-ray image templates that are fit to the mea-
sured images to derive the gamma-ray properties. Goodness-of-
fit selection criteria are applied to reject background events that
are not likely to be from gamma rays. All results shown here
were cross-checked using an independent calibration and data
analysis chain (Ohm et al. 2009; Parsons & Hinton 2014).

3. Morphology studies

The new H.E.S.S. image of RX J1713.7�3946 is shown in Fig. 1:
on the left, the complete data set above an energy threshold of
250 GeV (about 31,000 gamma-ray excess events from the SNR
region) and, on the right, only data above energies of 2 TeV.
For both images an analysis optimised for angular resolution
is used (the hires analysis in de Naurois & Rolland 2009) for
the reconstruction of the gamma-ray directions, placing tighter
constraints on the quality of the reconstructed event geometry at
the expense of gamma-ray e�ciency. This increased energy re-
quirement (E > 2 TeV) leads to a superior angular resolution
of 0.036� (68% containment radius of the point-spread func-
tion; PSF) compared to 0.048� for the complete data set with
E > 250 GeV. These PSF radii are obtained from simulations
of the H.E.S.S. PSF for this data set, where the PSF is broad-
ened by 20% to account for systematic di↵erences found in
comparisons of simulations with data for extragalactic point-like

sources such as PKS 2155–304 (Abramowski et al. 2010). This
broadening is carried out by smoothing the PSF with a Gaussian
such that the 68% containment radius increases by 20%. To in-
vestigate the morphology of the SNR, a gamma-ray excess im-
age is produced employing the ring background model (Berge
et al. 2007), excluding all known gamma-ray emitting source
regions found in the latest H.E.S.S. Galactic Plane Survey cata-
logue (H.E.S.S. Collaboration et al. 2016b) from the background
ring.

The overall good correlation between the gamma-ray and X-
ray image of RX J1713.7�3946, which was previously found
by H.E.S.S. (Aharonian et al. 2006b), is again clearly visi-
ble in Fig. 2 (top left) from the hard X-ray contours (XMM-

Newton data, 1–10 keV, described further below) overlaid on
the H.E.S.S. gamma-ray excess image. For a quantitative com-
parison that also allows us to determine the radial extent of the
SNR shell both in gamma rays and X-rays, radial profiles are
extracted from five regions across the SNR as indicated in the
top left plot in Fig. 2. To determine the optimum central posi-
tion for such profiles, a three-dimensional spherical shell model,
matched to the morphology of RX J1713.7�3946, is fit to the
H.E.S.S. image. This toy model of a thick shell fits five parame-
ters to the data as follows: the normalisation, the x and y coordi-
nates of the centre, and the inner and outer radius of the thick
shell. The resulting centre point is R.A.: 17h13m25.2s, Dec.:
�39d46m15.6s. As seen from the figure, regions 1 and 2 cover
the fainter parts of RX J1713.7�3946, while regions 3 and 4 con-
tain the brightest parts of the SNR shell, closer to the Galactic
plane, including the prominent X-ray hotspots and the densest
molecular clouds (Maxted et al. 2013; Fukui et al. 2012). Region
5 covers the direction along the Galactic plane to the north of
RX J1713.7�3946.

3
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What if we had (TeV) gamma-ray eyes

(c) F. Acero & H. Gast for the HESS collaboration
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Two families of gamma-ray SNRs
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GeV/TeV populations

• Middle-aged interacting GeV bright SNRs (hadronic emission) 
• Young TeV bright shell SNRs
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indices (except for RX J0852.0−4622) are compatible with a
test-particle leptonic-dominated scenario where the electron
slope is se = 2.0, which translates into a photon spectral index of
1.5. For RX J0852.0−4622, the slightly higher HE photon index
(1.85 ± 0.06stat ± 0.18syst, Tanaka et al. 2011) could be due to a
deviation from the test particle case, a mix of hadronic and lep-
tonic contributions or a possible contamination from the pulsar
wind nebula seen around PSR J0855−4644 (Acero et al. 2013)
that is located right on the southeastern part of the SNR shell.

Theoretical possibilities for explaining a hard spectral in-
dex (ΓHE < 2.0) within a hadronic scenario include back reac-
tion effects (Berezhko & Völk 2006; Zirakashvili & Aharonian
2010) or shock-cloud interaction (Inoue et al. 2012; Gabici &
Aharonian 2014). However, in young SNRs where the hadronic
hypothesis is preferred, the measured spectral indices are softer
than or equal to 2.0 as in Cassiopeia A (2.0 ± 0.1stat ± 0.1syst,
Abdo et al. 2010) and Tycho (2.3 ± 0.2stat ± 0.1syst, Giordano
et al. 2012).

This similarity of hard photon spectral indices in our SNR
sample tends to point toward a common leptonic-dominated sce-
nario for the HE and VHE γ-ray emission. We note that while
this is probably true when looking at the spectrum averaged on
the whole SNR, there could be some smaller subregions (e.g.,
dense clumps) where the hadronic mechanism could signifi-
cantly contribute to the local γ-ray emission.

Based on the model parameters compiled from the leptonic
model fits in the literature, the SEDs in HE and VHE γ-rays in
luminosity space of the five shell SNRs are presented in Fig. 3. In
addition to a similar HE spectral index, this comparison plot re-
veals a striking similarity in terms of peak luminosity and spec-
tral shape for the SNRs considered in this sample. This simi-
larity is highlighted when compared with the SED of the SNR
W44 where the evidence of hadronic emission is secure (de-
tection of the π◦ decay feature, the smoking-gun evidence of
hadronic emission, in the <100 MeV energy range: Ackermann
et al. 2013). The γ-ray luminosity of SN 1006 in Fig. 3 is lower
than for other SNRs. This is probably related to the SNR bipolar
morphology and the reduced surface for efficient particle accel-
eration. If we correct for this effect by a renormalization factor
of 0.2 as discussed in Berezhko et al. (2009), the peak luminosity
is comparable to other SNRs.

This similar γ-ray luminosity in Fig. 3 was not a priori ex-
pected given the fact that our sample is composed of different
types of SN explosion and ages ranging from 1 to 6 kyr (see
Table 2). Nevertheless, the sources in our sample share an impor-
tant characteristic that could explain part of this γ-ray similarity.
This characteristic is that the SNRs have evolved for most of
their life in a low-density ambient medium (see Table 2), which
allowed them to maintain a high shock velocity over a long pe-
riod of time and therefore efficiently accelerate particles to high
energies. In this low-density ambient medium, the γ-ray emis-
sion is dominated by the leptonic mechanism in which the main
source of the photon field, the CMB, is common to all the SNRs.
We note that this low-density argument is likely an oversimpli-
fication in the case of RCW 86. This object probably exploded
in a low-density cavity blown by the wind of a single degen-
erate system, and only recently have parts of the shock started
to interact with the border of the cavity (Williams et al. 2011;
Broersen et al. 2014). As a result, the thermal X-rays (tracing the
shocked ISM) and the non-thermal X-ray emission (tracing the
high-energy particles) do not stem exactly from the same region.
A similar caveat applies in the case of RX J1713.7−3946 and
HESS J1731−347, which are surrounded by molecular clouds
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Fig. 3. Intrinsic spectral energy distribution for all the members of the
TeV shell SNR club in the GeV-TeV energy range. For the sake of com-
parison, the SED from the SNR W44 (age ∼20 kyr), where the evidence
of hadronic emission is secure, is shown by the dashed line. The corre-
sponding parameters used to produce this figure are shown in Table 2
except for W44 where the broken power-law model from Ackermann
et al. (2013) is used.

(Fukui et al. 2012; Fukuda et al. 2014) with possible interactions
in some regions of RX J1713.7−3946.

It is surprising that RCW 86, where part of the shock
emits thermal X-rays that trace ambient medium densi-
ties of ∼0.5 cm−3, shows a similar HE spectral index to
RX J1713.7−3946 where no thermal X-ray emission has been
detected so far and where the density upper limit is very con-
straining (<0.02 cm−3, Cassam-Chenaï et al. 2004). Because of
the density difference, we could have expected a higher fraction
of hadronic emission in RCW 86 and thus a steeper spectral in-
dex at HE. We emphasize that this possible hadronic contribution
on small scales is at the sensitivity and angular resolution limit
of current-generation instruments. We particularly anticipate the
next generation of Cherenkov telescope CTA to carry out spa-
tially resolved spectroscopy on a wide energy range to test those
predictions.

4. Summary and conclusion

Using six years of P7REP data of the Fermi-LAT telescope, we
have studied the HE counterparts of the SNRs HESS J1731−347
and SN 1006. Although both objects are not detected at those
energies, we report new upper limits that can rule out, at a
confidence level >5σ, a standard hadronic emission scenario
(sp = 2.0) as the main mechanism for HE and VHE γ-ray emis-
sion. Given that there is no hint of detection in those six years of
data, we do not expect a detection with Fermi-LAT in the years
to come.

With this study, we now have a complete view of HE and
VHE emission of the five TeV shell SNRs. All objects show
hard spectral indices at HE (1.4 < Γ < 1.8) that can simply
be explained in a standard leptonic dominated scenario. While
the SNRs are from different types of SNe (core collapse and
Type Ia), have ages ranging from 1 to 6 kyrs, and are evolving in
different ambient media, they all show a surprisingly similar HE
and VHE luminosity.
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4.3. Evolution or Environment

Because young SNRs tend to have harder spectral indices than interacting SNRs (Section

4.2), in this section we explicitly examine the evolution of GeV index with age of the SNR.

We take SNR ages from the literature and plot the 1 � 100 GeV photon index versus age in

Figure 16. For our uniform sample of all GeV SNR candidates, young SNRs tend to have

harder GeV photon indices than interacting SNRs, which are likely middle aged, though the

scatter in age for the two classes is one to two orders of magnitude. There are two marginal

candidates with faint fluxes and no determined ages that provide exceptions to this trend

(see Figure 8). The candidate interacting SNR has a very hard index and the candidate

young SNR has a particularly soft index. Due to the lack of MW information, these two

marginal candidates (G304.6+0.1 and G32.4+0.1) cannot always be shown on the following

plots, but should be borne in mind.
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Fig. 16.— Age versus GeV spectral index. For those with ages in the literature, the young

(blue) SNR candidates are separated in this phase space from the identified interacting

candidates (red). The ticks on the right show indices for GeV candidates without well-

established ages. Symbols, colors, and error bars are as in Figure 8.

The general trend of younger SNRs having harder indices may be due to the decrease of

Older SNRs appear to have softer indices 
than young SNRs. This could be due to: 

-Change of dominant emission mechanism 
-Different zones properties 
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Variety of spectral shapes 
 (see Paolo Lipari presentation)



Young SNRs: Tycho & CasA

• Youngest SNRs have a steep TeV index. Not the best PeVatrons. Why ?
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Fig. 5.— Fermi and VERITAS SEDs with theo-
retical models. Filled red squares show the Fermi
results and filled red circles show the VERITAS re-
sults from this study. The models discussed in the
text appear as the solid red line (prefered model A
from Slane et al. (2014)), the magenta short bro-
ken dashed line (Berezhko et al. 2013), the blue
large broken dashed line (Zhang et al. 2013), the
green dashed line (Morlino & Caprioli 2012), the
cyan dotted line (the leptonic model from Atoyan
& Dermer (2012)), and the brown double-broken
dashed line (Morlino & Blasi (2016) with a neutral
fraction of 0.6).

ent environments and to be shocked at di↵erent
times. Their best-fit model suggested that the
GeV–TeV gamma-ray emission is dominated by a
hadronic component.

All of the models described above were devel-
oped to explain the previously published GeV–
TeV gamma-ray emission. The updated fluxes of
TeV gamma-ray emission found in this paper for
energies higher than 400 GeV are inconsistent with
all these models. The models may need to be re-
calculated to fit the updated gamma-ray spectra.

The spectral index of 2.9 measured in the en-
ergy range of VERITAS (E>400 GeV) is some-
what softer than that measured in Fermi ’s en-
ergy range (E<500 GeV). This may indicate a
cut-o↵ of the gamma-ray spectrum around a few
TeV or lower. To test a possible spectral in-
dex change in the GeV–TeV gamma-ray range,
we performed a goodness of fit test of the com-
bined dataset of Fermi and VERITAS with a sin-
gle power-law dN/dE = N0(E/1 TeV)�� and a

Fig. 6.— Fermi and VERITAS SEDs overlaid
with combined fit results. Flux errors calculated
from the error propagation of the fitting function
are drawn as a 1� statistical error band in red
lines.The Fermi-VERITAS combined fit results
with a single power-law fit and a single power-law
with a cut-o↵ are shown with a black solid line
and a gray short dashed line.

power-law with an exponential cut-o↵ dN/dE =
N0(E/1 TeV)��e�E/Ecut . Figure 6 and Table 1
show the results. Both spectral forms are consis-
tent within 2�, although we note that the statis-
tical uncertainties are large.

Recently, Morlino & Blasi (2016) tried to ex-
plain the updated VERITAS spectrum by assum-
ing that the gamma-ray emission is dominated
by the dense northeastern region of the remnant.
They took into account the presence of neutral hy-
drogen close to the shock, giving rise to Balmer-
dominated shocks. They suggested that steep
spectra such as those seen in Tycho occur due
to the presence of charge-exchange reactions re-
sulting from neutral hydrogen entering the shock
front, and that a high neutral hydrogen fraction
(> 70%) could give spectra as steep as those seen
in Tycho. This would primarily occur in dense re-
gions where the neutral hydrogen fraction is high-
est and velocities lower. This model can provide
low maximum energies, but these spectra would
only arise in the denser regions, and not the rem-
nant as a whole.

Previous measurements from VERITAS re-
ported a possible slight displacement of the emis-
sion toward the northeastern region of the rem-
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Tycho: Veritas+17

4 MAGIC Collaboration

gion around the position of Cas A1. We selected events
with energy between 60MeV and 500GeV and applied the
usual filters and corrections recommended by the Fermi-
LAT collaboration (removing intervals when the rocking
angle of the LAT was greater than 52◦ or when parts of
the region-of-interest, ROI, were observed at zenith angles
larger than 90◦, as well as enabling the energy dispersion).
In order to derive the energy spectrum we applied a max-
imum likelihood estimation analysis in 12 independent en-
ergy bins from 60MeV to 500GeV, modelling the Galactic
and isotropic diffuse emission using the templates provided
by the Fermi-LAT collaboration2. During the broad-band
fit, all sources in the third Fermi catalog (3FGL) within the
ROI were included. A source located ∼3.7◦ away from Cas A
at (l,b)=(113.6◦,1.1◦) was added during the fitting process
to account for a significant residual excess (with TS= 45.08).
The spectral parameters of the background sources were
fixed to those previously found, except for the sources within
5◦ of the candidate location and the normalisation of the
two diffuse background components. Following the results
obtained by Yuan et al. (2013) we used a smoothly broken
power-law function to fit the broadband spectrum of Cas A
(dN/dE = No( E

Eo
)Γ1(1 + ( E

Eb
)(Γ1−Γ2)/β)−β) with the pa-

rameter β fixed to 1 and the energy break to Eb=1.7 GeV.
Eo is the normalisation energy, fixed to 1 GeV. The data set
was reduced and analysed using Fermipy3, a set of python
tools which automatise the Pass 8 analysis. We analysed the
four EDISP event types separately and combined them later
by means of a joint likelihood fit. The SED was obtained by
fitting the source normalisation factor in each energy bin in-
dependently using a power-law spectrum with a fixed spec-
tral index of 2. For each spectral point we required at least a
TS of 4, otherwise upper limits at the 95% confidence level
were computed.

3 RESULTS

Figure 1 shows the reconstructed SED obtained with the
MAGIC telescopes (black solid points). Red solid line is the
curve obtained that best fits the MAGIC data assuming a
power-law with an exponential cut-off (EPWL):

dN
dE

= N0

(

E
E0

)

−Γ

exp

(

−
E
Ec

)

(1)

with a normalisation constant N0 = (1.1± 0.1stat ± 0.2sys)×
10−11 TeV−1cm−2s−1 at a normalisation energy
E0 = 433 GeV, a spectral index Γ = 2.4 ± 0.1stat ± 0.2sys
and a cut-off energy Ec = 3.5

(

+1.6
−1.0

)

stat

(

+0.8
−0.9

)

sys
TeV. The

spectral parameters of the tested models θ = {N0,Γ, Ec}
are obtained via a maximum likelihood approach. The data
inputs are the numbers of recorded events (after background
suppression cuts) in each bin of estimated energy Ei

est, both
around the source direction (NON

i ) and in the three OFF
regions (NOFF

i ). An additional set of nuisance parameters
µi for modelling the background are also optimized in the

1 The analysis on a 30◦×30◦ region yields compatible results.
2 gll iem v06.fits and iso P8R2 ULTRACLEANVETO V6 v06.txt,
http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone
3 http://fermipy.readthedocs.org/en/latest/

likelihood calculation. In each step of the maximisation
procedure the expected number of gammas in a given bin
of estimated energy (Eest) is calculated by folding the
gamma spectrum with the MAGIC telescopes response
(energy-dependent effective area and energy migration
matrix). The background nuisance parameters and the
statistical uncertainties in the telescopes response are
treated as explained in (Rolke et al. 2005).

The probability of the EPWL fit is 0.42. We tested the
model against the null hypothesis of no cut-off, which is
described with a pure power-law (PWL). The probability of
the PWL fit is 6× 10−4. A likelihood ratio test between the
two tested models favours the one that includes a cut-off at
∼ 3.5 TeV with 4.6σ significance.

Figure 2 compares the fit residuals for the two tested
models: PWL and EPWL. The residuals are here defined as
Nobs

ON/Nexp
ON −1, where Nobs

ON is the number of observed events
(including background) in the ON region and Nexp

ON is the
number of events predicted by the fit in the same region. All
the bins in estimated energy which contain events are used
in the fits, but only those with a 2σ significance gamma-ray
excess are shown as SED points in upper panel of Fig. 1.

The systematic uncertainty due to an eventual mis-
match on the absolute energy scale between MAGIC data
and MC simulations was constrained to be below 15% in
Aleksić et al. (2016). By conservatively modifying the ab-
solute calibration of the telescopes by ±15%, and re-doing
the whole analysis, we can evaluate the effect of this sys-
tematic uncertainty in the estimated source spectrum. This
does not produce a simple shift of the spectrum along the
energy axis, but changes also its hardness. Even in the un-
likely scenario in which, through the 158 h of observations,
the average Cherenkov light yield was overestimated by 15%
relative to the MC, by applying the corresponding correction
the resulting spectrum is still better fit by an EPWL at the
level of 3.1σ. In the also unlikely scenario in which the light
yield was underestimated, the EPWL is preferred over the
PWL at the 6.5σ level. The systematic uncertainties in the
flux normalization and spectral index were retrieved from
the publication reporting the performance of the MAGIC
telescopes during moonlight (MAGIC Collaboration 2017).
The systematic errors in the cut-off energy were estimated
from the values of Ec obtained when modifying the absolute
light scale by ±15%.

For the Fermi-LAT analysis, a broken power-
law function with normalisation No = (8.0 ± 0.4) ×
10−12 TeV−1cm−2s−1, indices Γ1 = 0.90 ± 0.08 and
Γ2 = 2.37± 0.04 is obtained and showed in Fig. 1, blue solid
squares. The light gray shaded area shows the statistical er-
rors of the obtained broken power-law fit whereas the dark
one marks the uncertainty coming from the imperfectness
in the Galactic diffuse emission modelling, dominating the
Cas A flux uncertainties at low energies. The later were ob-
tained by modifying the galactic diffuse flux by ±6%. Note
that the systematic error due to the diffuse background is
greatly reduced above 300 MeV.

4 DISCUSSION

MAGIC observations of the youngest GeV- and TeV-bright
known SNR have allowed us to obtain the most precise spec-

MNRAS 000, 2–8 (2017)
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Figure 1. Spectral energy distribution measured by the MAGIC
telescopes (black dots) and Fermi (blue squares). The red solid
line shows the result of fitting the MAGIC spectrum with Eq. 1.
The black solid line is the broken power-law fit applied to the
Fermi spectrum.
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Figure 2. Relative fit residuals for the two tested models fit-
ting the MAGIC spectrum: power-law with exponential cut-off
(EPWL, upper panel) and power law (PWL, lower panel). The
error bars are calculated such that they correspond to the total
contribution of each estimated energy bin to the final likelihood
of the fit.

trum of Cas A to date, extending previous results obtained
with Cherenkov instruments up to ∼10 TeV. In the MAGIC
energy range, the spectrum is best-fit with a power-law with
exponential cut-off function with index ∼2.4 and an energy
cut-off at Ec ∼3.5 TeV. These findings provide a crucial
insight into the acceleration processes in one of the most
prominent non-thermal objects in our Galaxy.

We also analysed more than 8 years of LAT data and
obtained a spectrum that confirms the one by Yuan et al.
(2013). Below ∼1 GeV Cas A shows a hard spectrum with
index ∼0.9. Above a few GeV, the spectrum measured with
Fermi-LAT falls quickly with a photon index of ∼2.37,
which is compatible within errors with the one measured
using the MAGIC telescopes.

To investigate the underlying population of particles,
we have used the radiative code and Markov Chain Monte

Carlo fitting routines of naima4 (Zabalza 2015), deriving
the present-age particle distribution. The code uses the
parametrisation of neutral pion decay by Kafexhiu et al.
(2014), the parametrization of synchrotron radiation by
Aharonian et al. (2010) and the analytical approximations
to IC up-scattering of blackbody radiation and non-thermal
bremsstrahlung developed by Khangulyan et al. (2014) and
Baring et al. (1999), respectively.

We first considered the possibility that the gamma-ray
emission was originated by an electron population, described
with a power-law with an exponential cut-off function, pro-
ducing Bremsstrahlung and IC radiation in the gamma-ray
range, and synchrotron radiation at lower energies. The pho-
ton fields that contribute to the inverse Compton compo-
nent are the ubiquitous 2.7 K cosmic microwave background
(CMB) and the large far infrared (FIR) field measured in
Cas A, with a value of ∼2 eV/cm3 at 100 keV. Fixing the
photon field to this value, we can obtain the highest pos-
sible density of electrons allowed by the VHE flux. Then
we can constrain the maximum magnetic field for which the
synchrotron radiation produced by the derived population
does not exceed the radio and X-ray measurements5. The
multi-wavelength SED is shown in Fig. 3, with the radio
emission displayed in purple dots (Lastochkin et al. 1963;
Medd & Ramana 1965; Allen & Barrett 1967; Parker 1968;
Braude et al. 1969; Hales et al. 1995; Planck Collaboration
2014), soft SUZAKU X-rays are marked in red (Maeda et al.
2009) and hard INTEGRAL X-rays in blue (Wang & Li
2016). In the gamma-ray regime, the LAT points are shown
in cyan and the MAGIC ones in green. The MAGIC points
can be described by an electron population with amplitude
at 1 TeV of 2·1034eV−1, spectral index 2.4 and cut-off en-
ergy at 8 TeV up-scattering the FIR (brown dash-dot line)
and the CMB photons (green dashed line). The comparison
with the low energy part of the SED constraints the mag-
netic field to B!180 µG. The resulting emission from the
leptonic model is shown in Fig. 3. A relatively low magnetic
field and a large photon field could be fulfilled in a reverse
shock evolving in a thin and clumpy ejecta medium which
provides a moderate amplification of the magnetic field and
large photon fields in the clumps which are observed as opti-
cal knots. The same population of electrons would unavoid-
ably produce Bremsstrahlung radiation below a few GeV
(see green dotted line in Fig. 36). The emission observed
with Fermi LAT at the lowest energies constrain the den-
sity to n∼1 cm−3, still compatible with the smooth ejecta
density (Micelotta et al. 2016). The model is generally com-
patible with the X-ray points and with MAGIC spectrum
above a few TeV, it is consistent with the radio measure-
ments, but fails to reproduce the γ-ray spectrum between 1
GeV and 1 TeV, being a factor 2-3 below the measured LAT
spectrum. In addition, to accommodate a magnetic field of
the order of ∼1 mG, as reported in Uchiyama & Aharonian
(2008), the amplitude of the electron spectrum would need

4 https://github.com/zblz/naima
5 This constraint is due to the fact that, as reported in section 1,
several emission regions, likely associated to different particle pop-
ulations, were identified at those wavelengths.
6 Note that the structure in the spectral shape around 2 MeV
is due to the transition between the two asymptotic regimes de-
scribed in Baring et al. (1999), used in the naima code.
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CasA: MAGIC+17

• Particle spectral index is not 2.0  ! 
• Emission dominated by shock interacting with a massive clump ? 
• High density and high speed are not easily compatible

4 MAGIC Collaboration

gion around the position of Cas A1. We selected events
with energy between 60MeV and 500GeV and applied the
usual filters and corrections recommended by the Fermi-
LAT collaboration (removing intervals when the rocking
angle of the LAT was greater than 52◦ or when parts of
the region-of-interest, ROI, were observed at zenith angles
larger than 90◦, as well as enabling the energy dispersion).
In order to derive the energy spectrum we applied a max-
imum likelihood estimation analysis in 12 independent en-
ergy bins from 60MeV to 500GeV, modelling the Galactic
and isotropic diffuse emission using the templates provided
by the Fermi-LAT collaboration2. During the broad-band
fit, all sources in the third Fermi catalog (3FGL) within the
ROI were included. A source located ∼3.7◦ away from Cas A
at (l,b)=(113.6◦,1.1◦) was added during the fitting process
to account for a significant residual excess (with TS= 45.08).
The spectral parameters of the background sources were
fixed to those previously found, except for the sources within
5◦ of the candidate location and the normalisation of the
two diffuse background components. Following the results
obtained by Yuan et al. (2013) we used a smoothly broken
power-law function to fit the broadband spectrum of Cas A
(dN/dE = No( E

Eo
)Γ1(1 + ( E

Eb
)(Γ1−Γ2)/β)−β) with the pa-

rameter β fixed to 1 and the energy break to Eb=1.7 GeV.
Eo is the normalisation energy, fixed to 1 GeV. The data set
was reduced and analysed using Fermipy3, a set of python
tools which automatise the Pass 8 analysis. We analysed the
four EDISP event types separately and combined them later
by means of a joint likelihood fit. The SED was obtained by
fitting the source normalisation factor in each energy bin in-
dependently using a power-law spectrum with a fixed spec-
tral index of 2. For each spectral point we required at least a
TS of 4, otherwise upper limits at the 95% confidence level
were computed.

3 RESULTS

Figure 1 shows the reconstructed SED obtained with the
MAGIC telescopes (black solid points). Red solid line is the
curve obtained that best fits the MAGIC data assuming a
power-law with an exponential cut-off (EPWL):

dN
dE

= N0

(

E
E0

)

−Γ

exp

(

−
E
Ec

)

(1)

with a normalisation constant N0 = (1.1± 0.1stat ± 0.2sys)×
10−11 TeV−1cm−2s−1 at a normalisation energy
E0 = 433 GeV, a spectral index Γ = 2.4 ± 0.1stat ± 0.2sys
and a cut-off energy Ec = 3.5

(

+1.6
−1.0

)

stat

(

+0.8
−0.9

)

sys
TeV. The

spectral parameters of the tested models θ = {N0,Γ, Ec}
are obtained via a maximum likelihood approach. The data
inputs are the numbers of recorded events (after background
suppression cuts) in each bin of estimated energy Ei

est, both
around the source direction (NON

i ) and in the three OFF
regions (NOFF

i ). An additional set of nuisance parameters
µi for modelling the background are also optimized in the

1 The analysis on a 30◦×30◦ region yields compatible results.
2 gll iem v06.fits and iso P8R2 ULTRACLEANVETO V6 v06.txt,
http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone
3 http://fermipy.readthedocs.org/en/latest/

likelihood calculation. In each step of the maximisation
procedure the expected number of gammas in a given bin
of estimated energy (Eest) is calculated by folding the
gamma spectrum with the MAGIC telescopes response
(energy-dependent effective area and energy migration
matrix). The background nuisance parameters and the
statistical uncertainties in the telescopes response are
treated as explained in (Rolke et al. 2005).

The probability of the EPWL fit is 0.42. We tested the
model against the null hypothesis of no cut-off, which is
described with a pure power-law (PWL). The probability of
the PWL fit is 6× 10−4. A likelihood ratio test between the
two tested models favours the one that includes a cut-off at
∼ 3.5 TeV with 4.6σ significance.

Figure 2 compares the fit residuals for the two tested
models: PWL and EPWL. The residuals are here defined as
Nobs

ON/Nexp
ON −1, where Nobs

ON is the number of observed events
(including background) in the ON region and Nexp

ON is the
number of events predicted by the fit in the same region. All
the bins in estimated energy which contain events are used
in the fits, but only those with a 2σ significance gamma-ray
excess are shown as SED points in upper panel of Fig. 1.

The systematic uncertainty due to an eventual mis-
match on the absolute energy scale between MAGIC data
and MC simulations was constrained to be below 15% in
Aleksić et al. (2016). By conservatively modifying the ab-
solute calibration of the telescopes by ±15%, and re-doing
the whole analysis, we can evaluate the effect of this sys-
tematic uncertainty in the estimated source spectrum. This
does not produce a simple shift of the spectrum along the
energy axis, but changes also its hardness. Even in the un-
likely scenario in which, through the 158 h of observations,
the average Cherenkov light yield was overestimated by 15%
relative to the MC, by applying the corresponding correction
the resulting spectrum is still better fit by an EPWL at the
level of 3.1σ. In the also unlikely scenario in which the light
yield was underestimated, the EPWL is preferred over the
PWL at the 6.5σ level. The systematic uncertainties in the
flux normalization and spectral index were retrieved from
the publication reporting the performance of the MAGIC
telescopes during moonlight (MAGIC Collaboration 2017).
The systematic errors in the cut-off energy were estimated
from the values of Ec obtained when modifying the absolute
light scale by ±15%.

For the Fermi-LAT analysis, a broken power-
law function with normalisation No = (8.0 ± 0.4) ×
10−12 TeV−1cm−2s−1, indices Γ1 = 0.90 ± 0.08 and
Γ2 = 2.37± 0.04 is obtained and showed in Fig. 1, blue solid
squares. The light gray shaded area shows the statistical er-
rors of the obtained broken power-law fit whereas the dark
one marks the uncertainty coming from the imperfectness
in the Galactic diffuse emission modelling, dominating the
Cas A flux uncertainties at low energies. The later were ob-
tained by modifying the galactic diffuse flux by ±6%. Note
that the systematic error due to the diffuse background is
greatly reduced above 300 MeV.

4 DISCUSSION

MAGIC observations of the youngest GeV- and TeV-bright
known SNR have allowed us to obtain the most precise spec-
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Figure 9. Schematic view of wind bubble expanding in a cloudy ISM. Diffuse
intercloud gas is swept by the stellar wind, while dense cloud cores and clumps
can survive in the wind. Density in the wind bubble is much smaller than the
intercloud gas density that is determined by the evaporation of the wind shell
by thermal conduction.

The requirement for the density of the diffuse gas can be
achieved if the progenitor of RX J1713.7−3946 is a massive
star as is widely believed (Slane et al. 1999). This is because the
stellar wind from the massive star would sweep up preexisting
intercloud gas rarefying the intercloud gas significantly, while
dense clumps are not swept off owing to their high density
(e.g., Gritschneder et al. 2009). The situation is illustrated
schematically in Figure 9. According to Weaver et al. (1977),
who studied the expansion of a bubble formed by stellar wind
from O-type stars, the resulting gas density in the wind bubble
is n ∼ 0.01 cm−3 (see, e.g., Figure 3 of Weaver et al. 1977).
Note that the density in the wind bubble is not determined by the
density of wind gas but by the evaporation of the wind shell into
the cavity. The radius of stellar wind bubble Rw is described
using the mechanical luminosity of the wind Lw, density of
interstellar gas n0, and lifetime of the wind tlife as Rw = 27 pc
(Lw/1036 erg s−1)1/5 (n0/1 cm−3)−1/5 (tlife/1 Myr)3/5 (Castor
et al. 1975). According to this expansion law, in order for the
dense gas to stay within the cavity of the wind bubble, the
density should be at least larger than

n0 ! 103 cm−3
(

Lw

1036 erg s−1

)(
Rw

10 pc

)−5 (
tlife

1 Myr

)3

, (8)

where we have adopted a distance of 1 kpc and thus the radius
of RX J1713.7−3946 ∼10 pc (Fukui et al. 2003).

Recently, Sano et al. (2010) have shown by using the
NANTEN telescope that the “peak C” of a CO molecular cloud
core associated with the region in RX J1713.7−3946 seems to
be embedded in the SNR. Since the density of the molecular
cloud core is approximately 104 cm−3, it is reasonable for such
a dense object to stay in the SNR. Equation (8) suggests that less
dense molecular cloud cores or molecular clumps with density
on the order of 103 cm−3 depending on Lw and tage would also
be embedded in RX J1713.7−3946, although these may not be
observed by CO line-emission surveys due to the dissociation
of molecules by UV radiations from the progenitor massive star.
We conclude that if we take into account the effect of the stellar
wind from the massive progenitor, the diffuse intercloud gas
density becomes on the order of n ∼ 0.01 cm−3, which does

not conflict the lack of the thermal X-ray line emission, while
dense molecular clumps/cores can be left in the wind bubble.

The remaining issue for the X-ray line emission from the
shocked clouds is resolved easily as follows. The temperature of
protons in the shocked gas, which corresponds to the maximum
temperature of electrons, is given by

kB T = 3
16

mp v2
sh = 18

( vsh

3000 km s−1

)2
keV, (9)

where vsh is the shock velocity that is supposed to be
3000 km s−1 in the diffuse gas (gas in the wind cavity with
the density nd ∼ 0.01 cm−3). In the cloudy ISM, the shock is
stalled when it hits a cloud. As we show in Section 3.1 and the
Appendix in more detail, the velocity ratio of the shock wave in
the diffuse gas and the cloud is proportional to the square root of
their density ratio: vsh,d/vsh,c # (nc/nd)1/2. From this relation,
we can estimate the proton temperature (corresponding to the
upper bound of the electron temperature) of the shocked cloud
as

kB Tc = 3
16

mp v2
sh,c

= 2 × 10−4
( vsh,d

3000 km s−1

)2 ( nd

0.01 cm−3

)

×
( nc

103 cm−3

)−1
keV. (10)

Therefore, even after the passage of the shock wave in the
clouds, bright thermal X-ray line emission from the clouds is
not expected.

4.4. Spectrum of Hadronic Gamma Rays

Recently, using a one-dimensional model assuming a uniform
ISM, Ellison et al. (2010) claimed that if we reduce the ambient
density to reconcile the absence of the thermal X-ray line emis-
sion from RX J1713.7−3946, the hadronic gamma-ray emission
becomes dim owing to the low target gas density for π0 creation.
The reason is as follows. According to Aharonian et al. (2006),
the total gamma-ray energy measured from 0.2 to 40 TeV in
RX J1713.7−3946 is W # 6 × 1049 (d/1 kpc)2 (ntg/1 cm−3)−1

erg, where d is a distance and ntg is a mean target gas density.
Thus, supposing the low-density ISM, the efficiency of parti-
cle acceleration becomes 100 (ntg/0.06 cm−3) (E/1051 erg)%,
indicating that the hadronic gamma-ray emission cannot be as
bright as observed even if the acceleration is extremely efficient.

However, in our shock–cloud interaction model, the hadronic
emission from the clouds embedded in the SNR can be ex-
pected, because the high-density shocked clouds do not emit
thermal X-ray lines owing to the low-temperature as shown
in Equation (10). If we assume a typical density of clumps
ncl ∼ 103 cm−3 and their volume filling factor f ∼ 10−3, the
effective mean target density can be rewritten as ntg # ncl f

and thus the efficiency becomes 6 (ncl/103 cm−3) (f/10−3)%.
Although precise evaluation of the filling factor f is beyond
the scope of this paper, our model can reproduce the hadronic
gamma-ray emission that is compatible with the canonical ac-
celeration efficiency ∼10%.

In the case of a uniform ISM model, the spectral energy
distribution of the hadronic gamma rays directly reflects that
of the accelerated nuclei roughly above the critical energy
of the π0 creation (∼0.1 GeV), i.e., the photon index of the
hadronic gamma-ray emission is p = 2 for the standard DSA
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Figure 9. Schematic view of wind bubble expanding in a cloudy ISM. Diffuse
intercloud gas is swept by the stellar wind, while dense cloud cores and clumps
can survive in the wind. Density in the wind bubble is much smaller than the
intercloud gas density that is determined by the evaporation of the wind shell
by thermal conduction.

The requirement for the density of the diffuse gas can be
achieved if the progenitor of RX J1713.7−3946 is a massive
star as is widely believed (Slane et al. 1999). This is because the
stellar wind from the massive star would sweep up preexisting
intercloud gas rarefying the intercloud gas significantly, while
dense clumps are not swept off owing to their high density
(e.g., Gritschneder et al. 2009). The situation is illustrated
schematically in Figure 9. According to Weaver et al. (1977),
who studied the expansion of a bubble formed by stellar wind
from O-type stars, the resulting gas density in the wind bubble
is n ∼ 0.01 cm−3 (see, e.g., Figure 3 of Weaver et al. 1977).
Note that the density in the wind bubble is not determined by the
density of wind gas but by the evaporation of the wind shell into
the cavity. The radius of stellar wind bubble Rw is described
using the mechanical luminosity of the wind Lw, density of
interstellar gas n0, and lifetime of the wind tlife as Rw = 27 pc
(Lw/1036 erg s−1)1/5 (n0/1 cm−3)−1/5 (tlife/1 Myr)3/5 (Castor
et al. 1975). According to this expansion law, in order for the
dense gas to stay within the cavity of the wind bubble, the
density should be at least larger than

n0 ! 103 cm−3
(

Lw

1036 erg s−1

)(
Rw

10 pc

)−5 (
tlife

1 Myr

)3

, (8)

where we have adopted a distance of 1 kpc and thus the radius
of RX J1713.7−3946 ∼10 pc (Fukui et al. 2003).

Recently, Sano et al. (2010) have shown by using the
NANTEN telescope that the “peak C” of a CO molecular cloud
core associated with the region in RX J1713.7−3946 seems to
be embedded in the SNR. Since the density of the molecular
cloud core is approximately 104 cm−3, it is reasonable for such
a dense object to stay in the SNR. Equation (8) suggests that less
dense molecular cloud cores or molecular clumps with density
on the order of 103 cm−3 depending on Lw and tage would also
be embedded in RX J1713.7−3946, although these may not be
observed by CO line-emission surveys due to the dissociation
of molecules by UV radiations from the progenitor massive star.
We conclude that if we take into account the effect of the stellar
wind from the massive progenitor, the diffuse intercloud gas
density becomes on the order of n ∼ 0.01 cm−3, which does

not conflict the lack of the thermal X-ray line emission, while
dense molecular clumps/cores can be left in the wind bubble.

The remaining issue for the X-ray line emission from the
shocked clouds is resolved easily as follows. The temperature of
protons in the shocked gas, which corresponds to the maximum
temperature of electrons, is given by

kB T = 3
16

mp v2
sh = 18

( vsh

3000 km s−1

)2
keV, (9)

where vsh is the shock velocity that is supposed to be
3000 km s−1 in the diffuse gas (gas in the wind cavity with
the density nd ∼ 0.01 cm−3). In the cloudy ISM, the shock is
stalled when it hits a cloud. As we show in Section 3.1 and the
Appendix in more detail, the velocity ratio of the shock wave in
the diffuse gas and the cloud is proportional to the square root of
their density ratio: vsh,d/vsh,c # (nc/nd)1/2. From this relation,
we can estimate the proton temperature (corresponding to the
upper bound of the electron temperature) of the shocked cloud
as

kB Tc = 3
16

mp v2
sh,c

= 2 × 10−4
( vsh,d

3000 km s−1

)2 ( nd

0.01 cm−3
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×
( nc
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Therefore, even after the passage of the shock wave in the
clouds, bright thermal X-ray line emission from the clouds is
not expected.

4.4. Spectrum of Hadronic Gamma Rays

Recently, using a one-dimensional model assuming a uniform
ISM, Ellison et al. (2010) claimed that if we reduce the ambient
density to reconcile the absence of the thermal X-ray line emis-
sion from RX J1713.7−3946, the hadronic gamma-ray emission
becomes dim owing to the low target gas density for π0 creation.
The reason is as follows. According to Aharonian et al. (2006),
the total gamma-ray energy measured from 0.2 to 40 TeV in
RX J1713.7−3946 is W # 6 × 1049 (d/1 kpc)2 (ntg/1 cm−3)−1

erg, where d is a distance and ntg is a mean target gas density.
Thus, supposing the low-density ISM, the efficiency of parti-
cle acceleration becomes 100 (ntg/0.06 cm−3) (E/1051 erg)%,
indicating that the hadronic gamma-ray emission cannot be as
bright as observed even if the acceleration is extremely efficient.

However, in our shock–cloud interaction model, the hadronic
emission from the clouds embedded in the SNR can be ex-
pected, because the high-density shocked clouds do not emit
thermal X-ray lines owing to the low-temperature as shown
in Equation (10). If we assume a typical density of clumps
ncl ∼ 103 cm−3 and their volume filling factor f ∼ 10−3, the
effective mean target density can be rewritten as ntg # ncl f

and thus the efficiency becomes 6 (ncl/103 cm−3) (f/10−3)%.
Although precise evaluation of the filling factor f is beyond
the scope of this paper, our model can reproduce the hadronic
gamma-ray emission that is compatible with the canonical ac-
celeration efficiency ∼10%.

In the case of a uniform ISM model, the spectral energy
distribution of the hadronic gamma rays directly reflects that
of the accelerated nuclei roughly above the critical energy
of the π0 creation (∼0.1 GeV), i.e., the photon index of the
hadronic gamma-ray emission is p = 2 for the standard DSA
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H.E.S.S. Collaboration: Observations of RX J1713.7�3946
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Fig. 6: Gamma-ray model curves and parent particle energy spectra. On the left, the best-fit electron and proton gamma-ray models
(broken power laws with exponential cut-o↵s) are compared to the Fermi-LAT and H.E.S.S. data. The data points and model curves
are the same as in Fig. 5. On the right, the corresponding best-fit parent particle energy spectra are shown. The electron model is
derived from a combined fit to both the X-ray and gamma-ray data.

5.3.2. Half remnant

Splitting the remnant ad hoc into the dim eastern and bright
western halves, we can test for spatial di↵erences in the broad-
band parent particle spectra within the remnant region while in-
cluding the Fermi-LAT data. Using similar models to those de-
scribed above, we find that for a hadronic origin of the gamma-
ray emission a broken power law is statistically required to ex-
plain the GeV and TeV spectra for both halves of the remnant.
The corresponding plots are shown in the appendix (Fig. E.1).
As can be seen in Table 5, the particle indices for the power laws
from the remnant halves are compatible with the high-energy
particle index of the full-remnant broken power-law spectrum,
confirming that, like for the gamma-ray spectra, there is no spec-
tral variation seen in the derived proton spectra either.

Assuming a leptonic scenario, the western half of the rem-
nant shows a slightly stronger magnetic field strength with BW =
16.7 ± 0.2 µG, compared to a strength of BE = 12.0 ± 0.2 µG
in the eastern half (Table 5). In addition, the electron high-
energy cut-o↵ measured is significantly lower in the western
half, E

e
c,W = 88.4 ± 1.2 TeV, compared to E

e
c,E = 120 ± 3 TeV

in the eastern half. The inverse dependency between the mag-
netic field strength and cut-o↵ energy is consistent with electron
acceleration limited by synchrotron losses at the highest ener-
gies. Given that the X-ray emission is produced by electrons of
higher energies than the TeV emission, the energy of the expo-
nential cut-o↵ is constrained strongly by the X-ray spectrum. To
demonstrate the impact of this, we also fit the electron spectrum
only to the gamma-ray data, see Table 5. From this fit the cut-o↵
energy increases and has much larger uncertainties. This can be
explained by synchrotron losses constrained by the X-ray data.
If some small regions have a magnetic field strength that is sig-
nificantly higher than the average field strength, these regions
can dominate the X-ray data and cause di↵erences in the cut-o↵
energies.

5.3.3. Spatially resolved particle distribution

The deep H.E.S.S. observations allow us to fit the broadband
X-ray and VHE gamma-ray spectra from the 29 smaller subre-
gions defined in Sect. 4.2 to probe the particle distribution and
environment properties by averaging over much smaller physical

regions of 1.4 pc (for a distance to the SNR of 1 kpc). However,
in VHE gamma rays the resolvable scale is still much larger than
some of the features observed in X-rays (Uchiyama et al. 2007).
It is therefore unlikely that the regions probed here encompass
a completely homogeneous environment, and information is lost
due to the averaging. In addition, the projection of the near and
far section of the remnant, and in fact the interior, along the line
of sight into the same two-dimensional region adds an uncer-
tainty when assessing the physical origin of the observed spec-
trum. This degeneracy is only broken for the rim of the remnant
where the projection e↵ects are minimal, and we know that the
observed spectrum is emitted close to the shock. As before, we
consider both the leptonic and hadronic scenarios for the origin
of VHE gamma-ray emission.

In the leptonic scenario, the Suzaku X-ray spectra are used
together with the H.E.S.S. gamma-ray data in the fits. This al-
lows us to derive the magnetic field per subregion in addition
to the parameters of the electron energy distribution. Given that
the Fermi-LAT GeV spectra cannot be obtained in such small
regions, only electrons above ⇠5 TeV are probed by the VHE
gamma-ray and X-ray spectra, and we can only infer the proper-
ties of the high-energy part of the particle spectra, i.e. the power-
law slope and its cut-o↵. No information about the break en-
ergy or the low-energy power law can be extracted in the sub-
regions. In the leptonic scenario, the VHE gamma-ray emission
probes the electron spatial distribution, whereas the X-ray emis-
sion probes the electron distribution times B

2, causing regions
with enhanced magnetic field to be over-represented in the X-
ray spectrum.

We find that in all regions the emission from an electron
distribution with a power law and an exponential cut-o↵ repro-
duces the spectral shape in both X-ray and VHE gamma-ray
energies. Table 6 and Fig. 7 show the results of these fits. The
electron particle index for all the regions is in the range 2.56
to 3.26 and is compatible with the average full-remnant parti-
cle index of 2.93. Such steep particle indices, which are signif-
icantly larger than the canonical acceleration index of about 2,
indicate that the accelerated electron population at these energies
(Ee & 5 TeV) has undergone modifications, i.e. cooling through
synchrotron losses. However, neither the age of the remnant of
O(1000 years) nor the derived average magnetic field are high
enough for the electrons to have cooled down to such energies.
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• Both models need Broken Power-Law spectra 

• Broad Leptonic peak: several e- population, time evolution (cooling) 
(Fink & Dermer 2012, Lee 2012)

• Hadronic: one zone proton model Γ=2 doesn’t work 
  —> proton interacting with small clumps 

(Gabici & Aharonian 2014, following Zirakashvili & Aharonian 2010 and 
Inoue 2012, Inoue 2019, Celli 2019)
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Shock evolving in wind blown cavity

• Progenitor star blows a bubble leaving cavity with some clumplets
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Figure 9. Schematic view of wind bubble expanding in a cloudy ISM. Diffuse
intercloud gas is swept by the stellar wind, while dense cloud cores and clumps
can survive in the wind. Density in the wind bubble is much smaller than the
intercloud gas density that is determined by the evaporation of the wind shell
by thermal conduction.

The requirement for the density of the diffuse gas can be
achieved if the progenitor of RX J1713.7−3946 is a massive
star as is widely believed (Slane et al. 1999). This is because the
stellar wind from the massive star would sweep up preexisting
intercloud gas rarefying the intercloud gas significantly, while
dense clumps are not swept off owing to their high density
(e.g., Gritschneder et al. 2009). The situation is illustrated
schematically in Figure 9. According to Weaver et al. (1977),
who studied the expansion of a bubble formed by stellar wind
from O-type stars, the resulting gas density in the wind bubble
is n ∼ 0.01 cm−3 (see, e.g., Figure 3 of Weaver et al. 1977).
Note that the density in the wind bubble is not determined by the
density of wind gas but by the evaporation of the wind shell into
the cavity. The radius of stellar wind bubble Rw is described
using the mechanical luminosity of the wind Lw, density of
interstellar gas n0, and lifetime of the wind tlife as Rw = 27 pc
(Lw/1036 erg s−1)1/5 (n0/1 cm−3)−1/5 (tlife/1 Myr)3/5 (Castor
et al. 1975). According to this expansion law, in order for the
dense gas to stay within the cavity of the wind bubble, the
density should be at least larger than

n0 ! 103 cm−3
(

Lw

1036 erg s−1

)(
Rw

10 pc

)−5 (
tlife

1 Myr

)3

, (8)

where we have adopted a distance of 1 kpc and thus the radius
of RX J1713.7−3946 ∼10 pc (Fukui et al. 2003).

Recently, Sano et al. (2010) have shown by using the
NANTEN telescope that the “peak C” of a CO molecular cloud
core associated with the region in RX J1713.7−3946 seems to
be embedded in the SNR. Since the density of the molecular
cloud core is approximately 104 cm−3, it is reasonable for such
a dense object to stay in the SNR. Equation (8) suggests that less
dense molecular cloud cores or molecular clumps with density
on the order of 103 cm−3 depending on Lw and tage would also
be embedded in RX J1713.7−3946, although these may not be
observed by CO line-emission surveys due to the dissociation
of molecules by UV radiations from the progenitor massive star.
We conclude that if we take into account the effect of the stellar
wind from the massive progenitor, the diffuse intercloud gas
density becomes on the order of n ∼ 0.01 cm−3, which does

not conflict the lack of the thermal X-ray line emission, while
dense molecular clumps/cores can be left in the wind bubble.

The remaining issue for the X-ray line emission from the
shocked clouds is resolved easily as follows. The temperature of
protons in the shocked gas, which corresponds to the maximum
temperature of electrons, is given by

kB T = 3
16

mp v2
sh = 18

( vsh

3000 km s−1

)2
keV, (9)

where vsh is the shock velocity that is supposed to be
3000 km s−1 in the diffuse gas (gas in the wind cavity with
the density nd ∼ 0.01 cm−3). In the cloudy ISM, the shock is
stalled when it hits a cloud. As we show in Section 3.1 and the
Appendix in more detail, the velocity ratio of the shock wave in
the diffuse gas and the cloud is proportional to the square root of
their density ratio: vsh,d/vsh,c # (nc/nd)1/2. From this relation,
we can estimate the proton temperature (corresponding to the
upper bound of the electron temperature) of the shocked cloud
as

kB Tc = 3
16

mp v2
sh,c

= 2 × 10−4
( vsh,d

3000 km s−1

)2 ( nd

0.01 cm−3

)

×
( nc

103 cm−3

)−1
keV. (10)

Therefore, even after the passage of the shock wave in the
clouds, bright thermal X-ray line emission from the clouds is
not expected.

4.4. Spectrum of Hadronic Gamma Rays

Recently, using a one-dimensional model assuming a uniform
ISM, Ellison et al. (2010) claimed that if we reduce the ambient
density to reconcile the absence of the thermal X-ray line emis-
sion from RX J1713.7−3946, the hadronic gamma-ray emission
becomes dim owing to the low target gas density for π0 creation.
The reason is as follows. According to Aharonian et al. (2006),
the total gamma-ray energy measured from 0.2 to 40 TeV in
RX J1713.7−3946 is W # 6 × 1049 (d/1 kpc)2 (ntg/1 cm−3)−1

erg, where d is a distance and ntg is a mean target gas density.
Thus, supposing the low-density ISM, the efficiency of parti-
cle acceleration becomes 100 (ntg/0.06 cm−3) (E/1051 erg)%,
indicating that the hadronic gamma-ray emission cannot be as
bright as observed even if the acceleration is extremely efficient.

However, in our shock–cloud interaction model, the hadronic
emission from the clouds embedded in the SNR can be ex-
pected, because the high-density shocked clouds do not emit
thermal X-ray lines owing to the low-temperature as shown
in Equation (10). If we assume a typical density of clumps
ncl ∼ 103 cm−3 and their volume filling factor f ∼ 10−3, the
effective mean target density can be rewritten as ntg # ncl f

and thus the efficiency becomes 6 (ncl/103 cm−3) (f/10−3)%.
Although precise evaluation of the filling factor f is beyond
the scope of this paper, our model can reproduce the hadronic
gamma-ray emission that is compatible with the canonical ac-
celeration efficiency ∼10%.

In the case of a uniform ISM model, the spectral energy
distribution of the hadronic gamma rays directly reflects that
of the accelerated nuclei roughly above the critical energy
of the π0 creation (∼0.1 GeV), i.e., the photon index of the
hadronic gamma-ray emission is p = 2 for the standard DSA
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Figure 3. Energy density of the magnetic field (colour scale) for the same simulation as shown in Fig. 1. Upper and lower panels refer to a 2D cut across the
centre of the clump in the x−z and y−z planes, respectively, at y = 1 pc and x = 1 pc, and the stream lines show the direction of the regular magnetic field in
the corresponding planes.

where the evaporation time is comparable to the remnant age, two
differences arise: (i) once heated, these clumps would contribute to
the thermal emission of the remnant; and (ii) the resulting gamma-
ray spectrum would not manifest a pronounced hardening. Hence,
detailed spectroscopic and morphological observations are crucial
for providing a lower limit on the density contrast of the circum-
stellar medium (CSM). A scenario in which the SNR shock might
be accelerating particles into a cloudy ISM with a density contrast
as low as χ = 102 was considered in Berezhko, Ksenofontov &
Völk (2013) to explain the soft spectrum observed in the Tycho’s
SNR.

3 PA RT I C L E T R A N S P O RT

3.1 Transport equation

CRs are scattered by MHD waves parallel to the background
magnetic field. The transport equation that describes the temporal
and spatial evolution of the CR density function in the phase space
f (x, p, t) reads as (Ginzburg & Syrovatsky 1961 and Drury 1983)

∂f

∂t
+ v · ∇f = ∇ · [D ∇f ] + 1

3
p
∂f

∂p
∇ · v + QCR, (6)
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Figure 9. Schematic view of wind bubble expanding in a cloudy ISM. Diffuse
intercloud gas is swept by the stellar wind, while dense cloud cores and clumps
can survive in the wind. Density in the wind bubble is much smaller than the
intercloud gas density that is determined by the evaporation of the wind shell
by thermal conduction.

The requirement for the density of the diffuse gas can be
achieved if the progenitor of RX J1713.7−3946 is a massive
star as is widely believed (Slane et al. 1999). This is because the
stellar wind from the massive star would sweep up preexisting
intercloud gas rarefying the intercloud gas significantly, while
dense clumps are not swept off owing to their high density
(e.g., Gritschneder et al. 2009). The situation is illustrated
schematically in Figure 9. According to Weaver et al. (1977),
who studied the expansion of a bubble formed by stellar wind
from O-type stars, the resulting gas density in the wind bubble
is n ∼ 0.01 cm−3 (see, e.g., Figure 3 of Weaver et al. 1977).
Note that the density in the wind bubble is not determined by the
density of wind gas but by the evaporation of the wind shell into
the cavity. The radius of stellar wind bubble Rw is described
using the mechanical luminosity of the wind Lw, density of
interstellar gas n0, and lifetime of the wind tlife as Rw = 27 pc
(Lw/1036 erg s−1)1/5 (n0/1 cm−3)−1/5 (tlife/1 Myr)3/5 (Castor
et al. 1975). According to this expansion law, in order for the
dense gas to stay within the cavity of the wind bubble, the
density should be at least larger than

n0 ! 103 cm−3
(

Lw

1036 erg s−1

)(
Rw

10 pc

)−5 (
tlife

1 Myr

)3

, (8)

where we have adopted a distance of 1 kpc and thus the radius
of RX J1713.7−3946 ∼10 pc (Fukui et al. 2003).

Recently, Sano et al. (2010) have shown by using the
NANTEN telescope that the “peak C” of a CO molecular cloud
core associated with the region in RX J1713.7−3946 seems to
be embedded in the SNR. Since the density of the molecular
cloud core is approximately 104 cm−3, it is reasonable for such
a dense object to stay in the SNR. Equation (8) suggests that less
dense molecular cloud cores or molecular clumps with density
on the order of 103 cm−3 depending on Lw and tage would also
be embedded in RX J1713.7−3946, although these may not be
observed by CO line-emission surveys due to the dissociation
of molecules by UV radiations from the progenitor massive star.
We conclude that if we take into account the effect of the stellar
wind from the massive progenitor, the diffuse intercloud gas
density becomes on the order of n ∼ 0.01 cm−3, which does

not conflict the lack of the thermal X-ray line emission, while
dense molecular clumps/cores can be left in the wind bubble.

The remaining issue for the X-ray line emission from the
shocked clouds is resolved easily as follows. The temperature of
protons in the shocked gas, which corresponds to the maximum
temperature of electrons, is given by

kB T = 3
16

mp v2
sh = 18

( vsh

3000 km s−1

)2
keV, (9)

where vsh is the shock velocity that is supposed to be
3000 km s−1 in the diffuse gas (gas in the wind cavity with
the density nd ∼ 0.01 cm−3). In the cloudy ISM, the shock is
stalled when it hits a cloud. As we show in Section 3.1 and the
Appendix in more detail, the velocity ratio of the shock wave in
the diffuse gas and the cloud is proportional to the square root of
their density ratio: vsh,d/vsh,c # (nc/nd)1/2. From this relation,
we can estimate the proton temperature (corresponding to the
upper bound of the electron temperature) of the shocked cloud
as

kB Tc = 3
16

mp v2
sh,c

= 2 × 10−4
( vsh,d

3000 km s−1

)2 ( nd

0.01 cm−3

)

×
( nc

103 cm−3

)−1
keV. (10)

Therefore, even after the passage of the shock wave in the
clouds, bright thermal X-ray line emission from the clouds is
not expected.

4.4. Spectrum of Hadronic Gamma Rays

Recently, using a one-dimensional model assuming a uniform
ISM, Ellison et al. (2010) claimed that if we reduce the ambient
density to reconcile the absence of the thermal X-ray line emis-
sion from RX J1713.7−3946, the hadronic gamma-ray emission
becomes dim owing to the low target gas density for π0 creation.
The reason is as follows. According to Aharonian et al. (2006),
the total gamma-ray energy measured from 0.2 to 40 TeV in
RX J1713.7−3946 is W # 6 × 1049 (d/1 kpc)2 (ntg/1 cm−3)−1

erg, where d is a distance and ntg is a mean target gas density.
Thus, supposing the low-density ISM, the efficiency of parti-
cle acceleration becomes 100 (ntg/0.06 cm−3) (E/1051 erg)%,
indicating that the hadronic gamma-ray emission cannot be as
bright as observed even if the acceleration is extremely efficient.

However, in our shock–cloud interaction model, the hadronic
emission from the clouds embedded in the SNR can be ex-
pected, because the high-density shocked clouds do not emit
thermal X-ray lines owing to the low-temperature as shown
in Equation (10). If we assume a typical density of clumps
ncl ∼ 103 cm−3 and their volume filling factor f ∼ 10−3, the
effective mean target density can be rewritten as ntg # ncl f

and thus the efficiency becomes 6 (ncl/103 cm−3) (f/10−3)%.
Although precise evaluation of the filling factor f is beyond
the scope of this paper, our model can reproduce the hadronic
gamma-ray emission that is compatible with the canonical ac-
celeration efficiency ∼10%.

In the case of a uniform ISM model, the spectral energy
distribution of the hadronic gamma rays directly reflects that
of the accelerated nuclei roughly above the critical energy
of the π0 creation (∼0.1 GeV), i.e., the photon index of the
hadronic gamma-ray emission is p = 2 for the standard DSA
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Figure6.DistributionfunctionofCRprotonsofmomentum(a,c,e)10GeV/cand(b,d,f)10TeV/catdifferenttimeswithrespecttotc:panels(a)and(b)
arefort=tc+50yr,(c)and(d)arefort=tc+100yr,while(e)and(f)arefort=tc+200yr.Theprecursorpresenceinfrontoftheshockisclearlyvisible
at10TeV.
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Figure 6. Distribution function of CR protons of momentum (a, c, e) 10 GeV/c and (b, d, f) 10 TeV/c at different times with respect to tc: panels (a) and (b)
are for t = tc + 50 yr, (c) and (d) are for t = tc + 100 yr, while (e) and (f) are for t = tc + 200 yr. The precursor presence in front of the shock is clearly visible
at 10 TeV.
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Figure 6. Distribution function of CR protons of momentum (a, c, e) 10 GeV/c and (b, d, f) 10 TeV/c at different times with respect to tc: panels (a) and (b)
are for t = tc + 50 yr, (c) and (d) are for t = tc + 100 yr, while (e) and (f) are for t = tc + 200 yr. The precursor presence in front of the shock is clearly visible
at 10 TeV.
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Figure 6. Distribution function of CR protons of momentum (a, c, e) 10 GeV/c and (b, d, f) 10 TeV/c at different times with respect to tc: panels (a) and (b)
are for t = tc + 50 yr, (c) and (d) are for t = tc + 100 yr, while (e) and (f) are for t = tc + 200 yr. The precursor presence in front of the shock is clearly visible
at 10 TeV.
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Figure 9. Schematic view of wind bubble expanding in a cloudy ISM. Diffuse
intercloud gas is swept by the stellar wind, while dense cloud cores and clumps
can survive in the wind. Density in the wind bubble is much smaller than the
intercloud gas density that is determined by the evaporation of the wind shell
by thermal conduction.

The requirement for the density of the diffuse gas can be
achieved if the progenitor of RX J1713.7−3946 is a massive
star as is widely believed (Slane et al. 1999). This is because the
stellar wind from the massive star would sweep up preexisting
intercloud gas rarefying the intercloud gas significantly, while
dense clumps are not swept off owing to their high density
(e.g., Gritschneder et al. 2009). The situation is illustrated
schematically in Figure 9. According to Weaver et al. (1977),
who studied the expansion of a bubble formed by stellar wind
from O-type stars, the resulting gas density in the wind bubble
is n ∼ 0.01 cm−3 (see, e.g., Figure 3 of Weaver et al. 1977).
Note that the density in the wind bubble is not determined by the
density of wind gas but by the evaporation of the wind shell into
the cavity. The radius of stellar wind bubble Rw is described
using the mechanical luminosity of the wind Lw, density of
interstellar gas n0, and lifetime of the wind tlife as Rw = 27 pc
(Lw/1036 erg s−1)1/5 (n0/1 cm−3)−1/5 (tlife/1 Myr)3/5 (Castor
et al. 1975). According to this expansion law, in order for the
dense gas to stay within the cavity of the wind bubble, the
density should be at least larger than

n0 ! 103 cm−3
(

Lw

1036 erg s−1

)(
Rw

10 pc

)−5 (
tlife

1 Myr

)3

, (8)

where we have adopted a distance of 1 kpc and thus the radius
of RX J1713.7−3946 ∼10 pc (Fukui et al. 2003).

Recently, Sano et al. (2010) have shown by using the
NANTEN telescope that the “peak C” of a CO molecular cloud
core associated with the region in RX J1713.7−3946 seems to
be embedded in the SNR. Since the density of the molecular
cloud core is approximately 104 cm−3, it is reasonable for such
a dense object to stay in the SNR. Equation (8) suggests that less
dense molecular cloud cores or molecular clumps with density
on the order of 103 cm−3 depending on Lw and tage would also
be embedded in RX J1713.7−3946, although these may not be
observed by CO line-emission surveys due to the dissociation
of molecules by UV radiations from the progenitor massive star.
We conclude that if we take into account the effect of the stellar
wind from the massive progenitor, the diffuse intercloud gas
density becomes on the order of n ∼ 0.01 cm−3, which does

not conflict the lack of the thermal X-ray line emission, while
dense molecular clumps/cores can be left in the wind bubble.

The remaining issue for the X-ray line emission from the
shocked clouds is resolved easily as follows. The temperature of
protons in the shocked gas, which corresponds to the maximum
temperature of electrons, is given by

kB T = 3
16

mp v2
sh = 18

( vsh

3000 km s−1

)2
keV, (9)

where vsh is the shock velocity that is supposed to be
3000 km s−1 in the diffuse gas (gas in the wind cavity with
the density nd ∼ 0.01 cm−3). In the cloudy ISM, the shock is
stalled when it hits a cloud. As we show in Section 3.1 and the
Appendix in more detail, the velocity ratio of the shock wave in
the diffuse gas and the cloud is proportional to the square root of
their density ratio: vsh,d/vsh,c # (nc/nd)1/2. From this relation,
we can estimate the proton temperature (corresponding to the
upper bound of the electron temperature) of the shocked cloud
as

kB Tc = 3
16

mp v2
sh,c

= 2 × 10−4
( vsh,d

3000 km s−1

)2 ( nd

0.01 cm−3

)

×
( nc

103 cm−3

)−1
keV. (10)

Therefore, even after the passage of the shock wave in the
clouds, bright thermal X-ray line emission from the clouds is
not expected.

4.4. Spectrum of Hadronic Gamma Rays

Recently, using a one-dimensional model assuming a uniform
ISM, Ellison et al. (2010) claimed that if we reduce the ambient
density to reconcile the absence of the thermal X-ray line emis-
sion from RX J1713.7−3946, the hadronic gamma-ray emission
becomes dim owing to the low target gas density for π0 creation.
The reason is as follows. According to Aharonian et al. (2006),
the total gamma-ray energy measured from 0.2 to 40 TeV in
RX J1713.7−3946 is W # 6 × 1049 (d/1 kpc)2 (ntg/1 cm−3)−1

erg, where d is a distance and ntg is a mean target gas density.
Thus, supposing the low-density ISM, the efficiency of parti-
cle acceleration becomes 100 (ntg/0.06 cm−3) (E/1051 erg)%,
indicating that the hadronic gamma-ray emission cannot be as
bright as observed even if the acceleration is extremely efficient.

However, in our shock–cloud interaction model, the hadronic
emission from the clouds embedded in the SNR can be ex-
pected, because the high-density shocked clouds do not emit
thermal X-ray lines owing to the low-temperature as shown
in Equation (10). If we assume a typical density of clumps
ncl ∼ 103 cm−3 and their volume filling factor f ∼ 10−3, the
effective mean target density can be rewritten as ntg # ncl f

and thus the efficiency becomes 6 (ncl/103 cm−3) (f/10−3)%.
Although precise evaluation of the filling factor f is beyond
the scope of this paper, our model can reproduce the hadronic
gamma-ray emission that is compatible with the canonical ac-
celeration efficiency ∼10%.

In the case of a uniform ISM model, the spectral energy
distribution of the hadronic gamma rays directly reflects that
of the accelerated nuclei roughly above the critical energy
of the π0 creation (∼0.1 GeV), i.e., the photon index of the
hadronic gamma-ray emission is p = 2 for the standard DSA
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Figure 8. Proton spectrum inside clumps of different ages. The particle
density in the downstream, which is constant in time, is also reported.

pcut = 70 TeV/c was set in order to reproduce the very-high-energy
gamma-ray data. Different proton spectra are expected at different
times; in particular, for younger clumps the particle spectrum is
much harder than the one accelerated at the shock as defined in
equation (8). This is explained by the prevention of the penetration
of low-energy CRs into the clump owing to the amplified magnetic
field at the skin and because of the linear dependence of the diffusion
coefficient on the particle momentum. In this way, the entrance of
these particles into the clump is delayed. The spectral index of
protons below 100 GeV/c is as hard as α = −3.50 when the clump
age is 50 yr, moving to α = −3.54 when the clump age is 150 yr,
and finally to α = −3.57 when the clump is 300 yr old. On the other
hand, CRs with p ! 100 TeV/c are quite unaffected by the presence
of the clump.

4 G A M M A - R AY S FRO M A U N I F O R M C L U M P
DI ST RIBUTION I NSIDE THE S HE LL

If the number of clumps is large enough, clumps could be the
main source of gamma-ray emission, owing to hadronic inelastic
collisions of CRs with the ambient matter. In such a case, the
gamma-ray spectrum would reflect the spectrum of particles inside
the clumps rather than that outside them, as produced by the shock
acceleration. The effect of a clumpy environment on the time-
dependent spectrum of gamma-rays from a SNR has also been
investigated by Gaggero et al. (2018). In this section, we calculate
the total gamma-ray spectrum resulting from hadronic interactions,
assuming that clumps are uniformly distributed over the CSM where
the shock expands. For the clump density that we assume here, the
effect of a SNR shock impacting on a clump distribution can be
described, with good accuracy, as the result of individual shock–
clump interactions. Note that the average distance between clumps
is much larger than the clump size and the simulation box.

The emissivity rate of gamma-rays from a single clump, given
the differential flux of protons inside the clump φc(Tp, t) and the
density of target material, is

εc(Eγ , t) = 4πnc

∫
dTp

dσpp

dEγ

(Tp, Eγ )φc(Tp, t), (30)

where dσ pp/dEγ is the differential cross-section of the interaction,
while φc(Tp, t) is obtained from the spectrum in equation (29),
Tp being the particle kinetic energy. We used the analytical

parametrization for the p-p cross-section provided by the LIBPPGAM

library (see Kafexhiu et al. 2016) and, specifically, we chose the
parametrization resulting from the fit to SIBYLL 2.1.

In order to evaluate the cumulative distribution resulting from
a fixed distribution of clumps, we need to include clumps that
satisfy the following two conditions: (i) they should survive (not
evaporate); (ii) they should be located between the position of the
contact discontinuity (CD) Rcd and the shock position Rs. Indeed,
we will assume that, once a clump passes through the CD, either it
is destroyed by MHD instabilities or it is soon emptied of CRs.
Therefore we should consider the minimum time between the
evaporation time, τ ev, and the time elapsed between the moment
the clump crosses the forward shock and the moment it crosses the
contact discontinuity τ cd. As estimated in Section 2, the evaporation
time is of the order of a few times the cloud crossing time (see
equation 5). For the parameters we chose, this time is always
greater than the SNR age. In the following, we will consider the
conservative value of τ ev = τ cc. The CD radial position can be
estimated by imposing that all the compressed matter is contained
in a shell of size 'R = RSNR − Rcd, so that

4
3
πR3

SNRnup = 4πR2
SNR'Rndown, (31)

which for a strong shock amounts to 'R = RSNR/12. Therefore,
the time that a clump takes to be completely engulfed in the CD is

τcd = (2Rc + 'R)
3vs/4

. (32)

The oldest clumps in the remnant shell will therefore have an age

Tc,max = min(τev, τcd). (33)

In the following, we will consider a uniform spatial distribution
of clumps, with number density n0 = 0.2 clumps pc−3, inside the
remnant of age TSNR. Therefore, the total number of clumps at a
distance between r and r + dr from the source is equal to

dn(r)
dr

= 4πn0r
2 ⇒ dn(t)

dt
= 4πn0r

2(t)vs(t). (34)

Furthermore, we will assume a constant shock speed. We are
interested in the number of clumps with a given age tage(r) = TSNR

− tc(r). The number of clumps with an age between tage − 't and
tage, namely N(tage), is equal to the number of clumps that the shock
has encountered between TSNR − tage and TSNR − tage + 't. It is
equal to

N (tage) = 4πn0

∫ TSNR−tage+'t

TSNR−tage

r(t ′)2vs(t ′)dt ′. (35)

The total number of clumps with tage ≤ Tc, max is equal to Nc % 440,
which corresponds to the total mass in clumps inside the remnant
shell, equal to Mc % 45M&. Consequently, the total gamma-ray
emissivity due to these clumps is

εc(Eγ , TSNR) =
Tc,max∑

tage=0

N (tage)εγ (Eγ , tage). (36)

We also account for the emissivity from the downstream region of
the remnant, εdown(Eγ ), which is constant with time. The gas target
in the downstream is considered to have an average density 〈ndown〉,
which satisfies mass conservation in the whole remnant:

4
3
πR3

SNRnup = 4
3
π
(
R3

SNR − R3
cd

)
〈ndown〉. (37)
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Shock evolving in wind blown cavity

• Progenitor star blows a bubble leaving cavity with some clumplets
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massive star

stellar wind

wind bubble

wind shell
diffuse intercloud

clumps

dense clumps survive against wind

n ~1 cm-3

n ~102-4 cm-3

n >103 cm-3

n ~0.01 cm-3

~

Figure 9. Schematic view of wind bubble expanding in a cloudy ISM. Diffuse
intercloud gas is swept by the stellar wind, while dense cloud cores and clumps
can survive in the wind. Density in the wind bubble is much smaller than the
intercloud gas density that is determined by the evaporation of the wind shell
by thermal conduction.

The requirement for the density of the diffuse gas can be
achieved if the progenitor of RX J1713.7−3946 is a massive
star as is widely believed (Slane et al. 1999). This is because the
stellar wind from the massive star would sweep up preexisting
intercloud gas rarefying the intercloud gas significantly, while
dense clumps are not swept off owing to their high density
(e.g., Gritschneder et al. 2009). The situation is illustrated
schematically in Figure 9. According to Weaver et al. (1977),
who studied the expansion of a bubble formed by stellar wind
from O-type stars, the resulting gas density in the wind bubble
is n ∼ 0.01 cm−3 (see, e.g., Figure 3 of Weaver et al. 1977).
Note that the density in the wind bubble is not determined by the
density of wind gas but by the evaporation of the wind shell into
the cavity. The radius of stellar wind bubble Rw is described
using the mechanical luminosity of the wind Lw, density of
interstellar gas n0, and lifetime of the wind tlife as Rw = 27 pc
(Lw/1036 erg s−1)1/5 (n0/1 cm−3)−1/5 (tlife/1 Myr)3/5 (Castor
et al. 1975). According to this expansion law, in order for the
dense gas to stay within the cavity of the wind bubble, the
density should be at least larger than

n0 ! 103 cm−3
(

Lw

1036 erg s−1

)(
Rw

10 pc

)−5 (
tlife

1 Myr

)3

, (8)

where we have adopted a distance of 1 kpc and thus the radius
of RX J1713.7−3946 ∼10 pc (Fukui et al. 2003).

Recently, Sano et al. (2010) have shown by using the
NANTEN telescope that the “peak C” of a CO molecular cloud
core associated with the region in RX J1713.7−3946 seems to
be embedded in the SNR. Since the density of the molecular
cloud core is approximately 104 cm−3, it is reasonable for such
a dense object to stay in the SNR. Equation (8) suggests that less
dense molecular cloud cores or molecular clumps with density
on the order of 103 cm−3 depending on Lw and tage would also
be embedded in RX J1713.7−3946, although these may not be
observed by CO line-emission surveys due to the dissociation
of molecules by UV radiations from the progenitor massive star.
We conclude that if we take into account the effect of the stellar
wind from the massive progenitor, the diffuse intercloud gas
density becomes on the order of n ∼ 0.01 cm−3, which does

not conflict the lack of the thermal X-ray line emission, while
dense molecular clumps/cores can be left in the wind bubble.

The remaining issue for the X-ray line emission from the
shocked clouds is resolved easily as follows. The temperature of
protons in the shocked gas, which corresponds to the maximum
temperature of electrons, is given by

kB T = 3
16

mp v2
sh = 18

( vsh

3000 km s−1

)2
keV, (9)

where vsh is the shock velocity that is supposed to be
3000 km s−1 in the diffuse gas (gas in the wind cavity with
the density nd ∼ 0.01 cm−3). In the cloudy ISM, the shock is
stalled when it hits a cloud. As we show in Section 3.1 and the
Appendix in more detail, the velocity ratio of the shock wave in
the diffuse gas and the cloud is proportional to the square root of
their density ratio: vsh,d/vsh,c # (nc/nd)1/2. From this relation,
we can estimate the proton temperature (corresponding to the
upper bound of the electron temperature) of the shocked cloud
as

kB Tc = 3
16

mp v2
sh,c

= 2 × 10−4
( vsh,d

3000 km s−1

)2 ( nd

0.01 cm−3

)

×
( nc

103 cm−3

)−1
keV. (10)

Therefore, even after the passage of the shock wave in the
clouds, bright thermal X-ray line emission from the clouds is
not expected.

4.4. Spectrum of Hadronic Gamma Rays

Recently, using a one-dimensional model assuming a uniform
ISM, Ellison et al. (2010) claimed that if we reduce the ambient
density to reconcile the absence of the thermal X-ray line emis-
sion from RX J1713.7−3946, the hadronic gamma-ray emission
becomes dim owing to the low target gas density for π0 creation.
The reason is as follows. According to Aharonian et al. (2006),
the total gamma-ray energy measured from 0.2 to 40 TeV in
RX J1713.7−3946 is W # 6 × 1049 (d/1 kpc)2 (ntg/1 cm−3)−1

erg, where d is a distance and ntg is a mean target gas density.
Thus, supposing the low-density ISM, the efficiency of parti-
cle acceleration becomes 100 (ntg/0.06 cm−3) (E/1051 erg)%,
indicating that the hadronic gamma-ray emission cannot be as
bright as observed even if the acceleration is extremely efficient.

However, in our shock–cloud interaction model, the hadronic
emission from the clouds embedded in the SNR can be ex-
pected, because the high-density shocked clouds do not emit
thermal X-ray lines owing to the low-temperature as shown
in Equation (10). If we assume a typical density of clumps
ncl ∼ 103 cm−3 and their volume filling factor f ∼ 10−3, the
effective mean target density can be rewritten as ntg # ncl f

and thus the efficiency becomes 6 (ncl/103 cm−3) (f/10−3)%.
Although precise evaluation of the filling factor f is beyond
the scope of this paper, our model can reproduce the hadronic
gamma-ray emission that is compatible with the canonical ac-
celeration efficiency ∼10%.

In the case of a uniform ISM model, the spectral energy
distribution of the hadronic gamma rays directly reflects that
of the accelerated nuclei roughly above the critical energy
of the π0 creation (∼0.1 GeV), i.e., the photon index of the
hadronic gamma-ray emission is p = 2 for the standard DSA
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FIG. 2.— Spectral cosmic-ray density normalized by the external (or
boundary) value: f (x, p)/ f (x = 0, p) at t = 400 yr.

structed from various spatial regions. The top panel shows the
cosmic-ray spectra that are obtained by integrating the distri-
bution function in the spatial ranges specified in the legend
∫

f (x, p) p4 dx. The bottom panel exhibits the synthetic νFν

gamma ray spectra based on the cosmic-ray spectra shown
in the top panel. Because particles with higher energy have
larger diffusion lengths, the νFν spectrum of the gamma rays
from the shallow region (magenta) is flatter than those of the
deep regions (e.g., blue).
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dance inside the cloud N(p) =

∫
f dx at t = 100 yr (green), 200 yr (light blue),

300 yr (orange) and 400 yr (red). The dashed line is proportional to E0.5.

3.2. Results of the Bx = 10µG Case

For the case Bx = 10µG, we obtained results that are very
similar to the Bx = 5µG case. In Figure 5, we show the
structures of the magnetic field (panel [a]) and the cosmic-
ray current density (panel [b]), and the spectra of the cosmic-
rays (panel [c]) and the synthetic gamma rays (panel [d]).
The main difference compared to the Bx = 5µG case is that
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spectra obtained by integrating the distribution function in the spatial ranges
specified in the legend:

∫
f (x, p) p4 dx. The bottom panel exhibits the syn-

thetic ν Fν gamma ray spectra based on the cosmic-ray spectra shown in the
top panel.
the cosmic-rays penetrate further into the cloud. The reason
for this somewhat nontrivial result is explained as follows:
Because of the larger Bx, the minimum momentum of the
cosmic-rays that can contribute to the non-resonant instabil-
ity pB becomes smaller (see, eq. [14]). This leads to a smaller
current density, and thus results in a less turbulent and smaller
κ medium for the cosmic-rays.

3.3. Convergence Check

To check numerical convergence, we execute an additional
simulation for Bx = 5µG case with the half spatial resolution
(Ncell = 131072). In Figure 6, the resulting spatial structure
of the magnetic field fluctuations (top) and the cosmic-ray
spectrum (bottom) at t = 400 yr are shown with the fiducial
resolution results (Ncell = 262144). We see very reasonable
results that the lower resolution run exhibit a bit more dis-
sipative magnetic field structure (slightly lower amplitude of
δB/Bx than the fiducial result), and the cosmic-rays penetrate
a bit more into the cloud than the fiducial one. The overall dif-
ferences are not substantial, so we can say that the resolution
of our fiducial run would be enough to make a conclusion.

4. SUMMARY AND DISCUSSION

We have studied the spectral modification of hadronic
gamma rays due to the turbulent magnetic field induced by the
Bell instability in a molecular cloud interacting with cosmic-
rays accelerated at a young SNR shock. In order to examine a
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SNR - MC interaction
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12CO

X-rays

C

A

B

interacting clouds 

A & C most massive clouds in the vicinity  
(~400 M⦿; Maxted+12, Sano+13)



Core C:  X-ray/CO anti-correlation

27

Box profile with XMM
and MOPRA data

Radial profile 
centered on clump C

12CO
VLSR -14=> -10 km/s

13CO CS XMM

A

C

XMM

Clump size ~60-100 arcsec ~0.3-0.5 pc

• Anti-correlation & no X-ray energy dependence 



Core C:  X/CO anti-correlation

• An increased B-field on the envelope 
shields the cloud from CRs 
penetration (e.g Inoue+19, Celli+19). 

• The fact that no X-ray peak from 
cloud center at 5 keV indicate that 
high energy e- do not penetrate cloud 
deeper than low energy e-.  
– Cooling effect of e- ?
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SNRs in clumpy media 3203

Figure 3. Energy density of the magnetic field (colour scale) for the same simulation as shown in Fig. 1. Upper and lower panels refer to a 2D cut across the
centre of the clump in the x−z and y−z planes, respectively, at y = 1 pc and x = 1 pc, and the stream lines show the direction of the regular magnetic field in
the corresponding planes.

where the evaporation time is comparable to the remnant age, two
differences arise: (i) once heated, these clumps would contribute to
the thermal emission of the remnant; and (ii) the resulting gamma-
ray spectrum would not manifest a pronounced hardening. Hence,
detailed spectroscopic and morphological observations are crucial
for providing a lower limit on the density contrast of the circum-
stellar medium (CSM). A scenario in which the SNR shock might
be accelerating particles into a cloudy ISM with a density contrast
as low as χ = 102 was considered in Berezhko, Ksenofontov &
Völk (2013) to explain the soft spectrum observed in the Tycho’s
SNR.

3 PA RT I C L E T R A N S P O RT

3.1 Transport equation

CRs are scattered by MHD waves parallel to the background
magnetic field. The transport equation that describes the temporal
and spatial evolution of the CR density function in the phase space
f (x, p, t) reads as (Ginzburg & Syrovatsky 1961 and Drury 1983)

∂f

∂t
+ v · ∇f = ∇ · [D ∇f ] + 1

3
p
∂f

∂p
∇ · v + QCR, (6)
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Figure 3. Energy density of the magnetic field (colour scale) for the same simulation as shown in Fig. 1. Upper and lower panels refer to a 2D cut across the
centre of the clump in the x−z and y−z planes, respectively, at y = 1 pc and x = 1 pc, and the stream lines show the direction of the regular magnetic field in
the corresponding planes.

where the evaporation time is comparable to the remnant age, two
differences arise: (i) once heated, these clumps would contribute to
the thermal emission of the remnant; and (ii) the resulting gamma-
ray spectrum would not manifest a pronounced hardening. Hence,
detailed spectroscopic and morphological observations are crucial
for providing a lower limit on the density contrast of the circum-
stellar medium (CSM). A scenario in which the SNR shock might
be accelerating particles into a cloudy ISM with a density contrast
as low as χ = 102 was considered in Berezhko, Ksenofontov &
Völk (2013) to explain the soft spectrum observed in the Tycho’s
SNR.

3 PA RT I C L E T R A N S P O RT

3.1 Transport equation

CRs are scattered by MHD waves parallel to the background
magnetic field. The transport equation that describes the temporal
and spatial evolution of the CR density function in the phase space
f (x, p, t) reads as (Ginzburg & Syrovatsky 1961 and Drury 1983)

∂f

∂t
+ v · ∇f = ∇ · [D ∇f ] + 1

3
p
∂f

∂p
∇ · v + QCR, (6)
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SNRsinclumpymedia3207

Figure6.DistributionfunctionofCRprotonsofmomentum(a,c,e)10GeV/cand(b,d,f)10TeV/catdifferenttimeswithrespecttotc:panels(a)and(b)
arefort=tc+50yr,(c)and(d)arefort=tc+100yr,while(e)and(f)arefort=tc+200yr.Theprecursorpresenceinfrontoftheshockisclearlyvisible
at10TeV.
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SNRs in clumpy media 3207

Figure 6. Distribution function of CR protons of momentum (a, c, e) 10 GeV/c and (b, d, f) 10 TeV/c at different times with respect to tc: panels (a) and (b)
are for t = tc + 50 yr, (c) and (d) are for t = tc + 100 yr, while (e) and (f) are for t = tc + 200 yr. The precursor presence in front of the shock is clearly visible
at 10 TeV.
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Figure 6. Distribution function of CR protons of momentum (a, c, e) 10 GeV/c and (b, d, f) 10 TeV/c at different times with respect to tc: panels (a) and (b)
are for t = tc + 50 yr, (c) and (d) are for t = tc + 100 yr, while (e) and (f) are for t = tc + 200 yr. The precursor presence in front of the shock is clearly visible
at 10 TeV.
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Figure 6. Distribution function of CR protons of momentum (a, c, e) 10 GeV/c and (b, d, f) 10 TeV/c at different times with respect to tc: panels (a) and (b)
are for t = tc + 50 yr, (c) and (d) are for t = tc + 100 yr, while (e) and (f) are for t = tc + 200 yr. The precursor presence in front of the shock is clearly visible
at 10 TeV.
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Cloud-Shock geometry
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NH = 0.7x1022 cm-2
harder spectrum 
increased B 
re-acceleration ?

Expected NH from clump ~ 3x1022 cm-2 



RX J1713 - PeVatron hadronic tail 
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Energy (eV)

Existence of a high-energy 
proton tail ? 

Could be probed by LHAASO



LHAASO high zenith observations
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Can LHAASO observe sources at ~25° elevation ?

Visibility at LHAASO site



Conclusion 

• X-rays : constrain environment, progenitor, electron population 

• γ-rays : best way to probe proton population but need high density 

• SNR/CR paradigm:    Accel. e- and protons    OK 

                                          Energy budget              ~OK 

                                          Reaching 1015 eV          x 

• Interacting & shell SNRs:   

– age + environmental effect create a variety of spectral shapes 
– some probe e- population some the proton population 
– Large molecular cloud slow down shock. No high speed, high density 

• Clear clump (core C) / shock interaction in RX J1713 
– Core C size 0.3-0.5 pc similar to size in clump scenario (0.1 pc) 
– 12CO, 13CO, CS tracer  anti correlate with X-rays synchrotron 
– TeV spectra of clump ? Small scale spectroscopy with CTA 
– LHAASO to probe a PeVatron tail in SNRs

not even in CasA & Tycho



• Community developed tool based on Numpy & Astropy 

• Used in HESS and CTA collaborations: 
– Sky map production, 1D/3D spectral & time analysis 
– Multiple telescopes: joint Fermi+HESS (+LHAASO?) analyis, multi-messenger 

• Use case for PeVatrons : 
– Likelihood with physical hadronic model (naima) on data instead of flux points 
– Measure errors and explore correlations with Markov Chain Monte Carlo

Gammapy: open-source Python package for γ-ray astronomy
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https://gammapy.org/
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