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QCD factorization

2

✦ QCD factorization theorem is essential for theoretical predictions in high energy scatterings; separation of 
long-distance and short-distance contributions due to asymptotic freedom
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∧σ ≈ σ ⊗ PDF
QCD factorisation: hadronic cross section is a convolution of the 
PDFs and perturbatively calculable hard-scattering coefficients:

same PDFs can be used to predict pp 
collisions
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

DIS structure functions

H

[Collins, Soper, Sterman, 1989]
❖ hard scattering, IR safe, calculable in perturbation QCD, 

independent of the hadron 

❖ PDFs, NP origin, specific to the hadron; universal for the same 
hadron, e.g. DIS vs. pp collision 

❖ both precision can be improved systematically
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∧σ ≈ σ ⊗ PDF
QCD factorisation: hadronic cross section is a convolution of the 
PDFs and perturbatively calculable hard-scattering coefficients:
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

hadron-hadron collision Jets/hadron production
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F2(x,Q
2) =

∑
i=q,q̄,g

∫ 1

0

dξCi
2(x/ξ, Q

2/µ2
r, µf

2/µ2
r,αs(µ

2
r))

×fi/h(ξ, µf ) (4)

σ = σ̂ ⊗ f1 ⊗ f2 (5)

In the meta PDF or the original Hessian PDF frameworks, there exist adidtional freedoms which we
can apply additional orthogonal rotations for the eigenvector basis, which will not change the final physical results,
including the total PDF uncertainties or PDF induced correlations, for the idea linear case. In the following example,
we illustrate how to use the rediagonalization technic to simplify the analysis of theoretical predictions for the Higgs
boson production. To be specific we use the rediagonalization to fix the first two eigenvectors on the plane spanned
by the two gradients of the inclusive cross sections of the Higgs boson production through gluon fusion at the LHC 8
and 14 TeV.
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.

• New observables: small effect from switching to tracks. 

Azimuthal angle in Z+jet, using winner-take-all (WTA) axis: 

• Effect of tracks only starts at NNLL accuracy, because WTA 
doesn’t depend on the detailed pattern of soft radiation 
[Chien, Rahn, Schrijnder van Velzen, Shao, WW, Wu (2020)]

1. Calculations for track-based measurements
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❖ at exclusive level, dedicated QCD MC 
tools are used, e.g., PYTHIA8, HERWIG7, 
SHERPA, POWHEG, aMC@NLO  

❖ incorporating pQCD effects, as well as 
modeling of various non-perturbative 
effects
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.



QCD at precision frontier 

3

✦ Improvements on QCD predictions not only benefit study of QCD itself but also are crucial for test of the 
SM electroweak sector and searches of new physics beyond SM, recap of LEP legacy

effective NC couplings of charged leptons
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Figure 7.3: Comparison of the effective vector and axial-vector coupling constants for leptons
(Tables 7.7 and 7.8). The shaded region in the lepton plot shows the predictions within the SM
for mt = 178.0±4.3 GeV and mH = 300+700

−186 GeV; varying the hadronic vacuum polarisation by

∆α(5)
had(m

2
Z) = 0.02758 ± 0.00035 yields an additional uncertainty on the SM prediction shown

by the arrow labeled ∆α.
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[LEP&SLC, hep-ex/0509008]

Measurement Fit |Omeas−Ofit|/σmeas

0 1 2 3

0 1 2 3

Δαhad(mZ)Δα(5) 0.02758 ± 0.00035 0.02767
mZ [GeV]mZ [GeV] 91.1875 ± 0.0021 91.1874
ΓZ [GeV]ΓZ [GeV] 2.4952 ± 0.0023 2.4965
σhad [nb]σ0 41.540 ± 0.037 41.481
RlRl 20.767 ± 0.025 20.739
AfbA0,l 0.01714 ± 0.00095 0.01642
Al(Pτ)Al(Pτ) 0.1465 ± 0.0032 0.1480
RbRb 0.21629 ± 0.00066 0.21562
RcRc 0.1721 ± 0.0030 0.1723
AfbA0,b 0.0992 ± 0.0016 0.1037
AfbA0,c 0.0707 ± 0.0035 0.0742
AbAb 0.923 ± 0.020 0.935
AcAc 0.670 ± 0.027 0.668
Al(SLD)Al(SLD) 0.1513 ± 0.0021 0.1480
sin2θeffsin2θlept(Qfb) 0.2324 ± 0.0012 0.2314
mW [GeV]mW [GeV] 80.425 ± 0.034 80.389
ΓW [GeV]ΓW [GeV] 2.133 ± 0.069 2.093
mt [GeV]mt [GeV] 178.0 ± 4.3 178.5

Figure 8.14: Comparison of the measurements with the expectation of the SM, calculated for
the five SM input parameter values in the minimum of the global χ2 of the fit. Also shown
is the pull of each measurement, where pull is defined as the difference of measurement and
expectation in units of the measurement uncertainty. The direct measurements of mW and ΓW

used here are preliminary.
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Figure 5.14: A0, b
FB and A0, c

FB measurements used in the heavy flavour combination, corrected for
their dependence on parameters evaluated in the multi-parameter fit described in the text. The
A0, b

FB measurements with D-mesons do not contribute significantly to the average and are not
shown in the plots. The experimental results are derived from the ones shown in Tables C.3
to C.8 combining the different centre of mass energies. The dotted lines indicate the size of the
systematic error.
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Source R0
b R0

c A0, b
FB A0, c

FB Ab Ac

[10−3] [10−3] [10−3] [10−3] [10−2] [10−2]

statistics 0.44 2.4 1.5 3.0 1.5 2.2

internal systematics 0.28 1.2 0.6 1.4 1.2 1.5

QCD effects 0.18 0 0.4 0.1 0.3 0.2
B(D → neut.) 0.14 0.3 0 0 0 0

D decay multiplicity 0.13 0.6 0 0.2 0 0
B decay multiplicity 0.11 0.1 0 0.2 0 0

B(D+ → K−π+π+) 0.09 0.2 0 0.1 0 0
B(Ds → φπ+) 0.02 0.5 0 0.1 0 0

B(Λc →p K−π+) 0.05 0.5 0 0.1 0 0

D lifetimes 0.07 0.6 0 0.2 0 0
B decays 0 0 0.1 0.4 0 0.1

decay models 0 0.1 0.1 0.5 0.1 0.1
non incl. mixing 0 0.1 0.1 0.4 0 0

gluon splitting 0.23 0.9 0.1 0.2 0.1 0.1
c fragmentation 0.11 0.3 0.1 0.1 0.1 0.1

light quarks 0.07 0.1 0 0 0 0

beam polarisation 0 0 0 0 0.5 0.3

total correlated 0.42 1.5 0.4 0.9 0.6 0.4

total error 0.66 3.0 1.6 3.5 2.0 2.7

Table 5.12: The dominant error sources for the heavy-flavour electroweak parameters from the
14-parameter fit, see text for details.

Table 5.12 summarises the dominant errors for the electroweak parameters. In all cases
the two largest error sources are statistics and systematics internal to the experiments. The
internal systematics consist mainly of errors due to Monte Carlo statistics, data statistics for
cross-checks and the knowledge of detector resolutions and efficiencies. The error labelled
“QCD effects” is due to hemisphere correlation for R0

b and R0
c (Section 5.6.7) and due to the

theoretical uncertainty in the QCD corrections for the asymmetries (Section 5.7.2). For the
asymmetries on average about 50 % of the QCD corrections are seen. The uncertainties due to
the knowledge of the beam energy are negligible in all cases.

Amongst the non-electroweak observables the B semileptonic branching fraction is of special
interest (B(b → #−) = 0.1071 ± 0.0022). The largest error source for this quantity is the
dependence on the semileptonic decay model b → #− with

∆B(b → #−)(b → #− modelling) = 0.0012. (5.36)

Extensive studies have been made to understand the size of this error. Amongst the electroweak
quantities, the quark asymmetries measured with leptons depend on the assumptions of the
decay model while the asymmetries using other methods usually do not. The fit implicitly
requires that the different methods give consistent results. This effectively constrains the decay
model and thus reduces the error in B(b → #−) from this source in the fit result.
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the two largest error sources are statistics and systematics internal to the experiments. The
internal systematics consist mainly of errors due to Monte Carlo statistics, data statistics for
cross-checks and the knowledge of detector resolutions and efficiencies. The error labelled
“QCD effects” is due to hemisphere correlation for R0

b and R0
c (Section 5.6.7) and due to the

theoretical uncertainty in the QCD corrections for the asymmetries (Section 5.7.2). For the
asymmetries on average about 50 % of the QCD corrections are seen. The uncertainties due to
the knowledge of the beam energy are negligible in all cases.

Amongst the non-electroweak observables the B semileptonic branching fraction is of special
interest (B(b → #−) = 0.1071 ± 0.0022). The largest error source for this quantity is the
dependence on the semileptonic decay model b → #− with

∆B(b → #−)(b → #− modelling) = 0.0012. (5.36)

Extensive studies have been made to understand the size of this error. Amongst the electroweak
quantities, the quark asymmetries measured with leptons depend on the assumptions of the
decay model while the asymmetries using other methods usually do not. The fit implicitly
requires that the different methods give consistent results. This effectively constrains the decay
model and thus reduces the error in B(b → #−) from this source in the fit result.
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❖ Improvements on QCD predictions will be a prerequisite 
for precision study at the next generations of e+e- colliders



QCD at precision frontier 

4

✦ Improvements on QCD predictions not only benefit study of QCD itself but also are crucial for test of the 
SM electroweak sector and searches of new physics beyond SM, W-mass at LHC as an example

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only
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Measurement of the W-boson mass in pp collisions

at
p

s = 7 TeV with the ATLAS detector

The ATLAS Collaboration

A measurement of the mass of the W boson is presented based on proton–proton collision
data recorded in 2011 at a centre-of-mass energy of 7 TeV with the ATLAS detector at the
LHC, and corresponding to 4.6 fb�1 of integrated luminosity. The selected data sample
consists of 7.8 ⇥ 106 candidates in the W ! µ⌫ channel and 5.9 ⇥ 106 candidates in the
W ! e⌫ channel. The W-boson mass is obtained from template fits to the reconstructed
distributions of the charged lepton transverse momentum and of the W boson transverse
mass in the electron and muon decay channels, yielding

mW = 80370 ± 7 (stat.) ± 11 (exp. syst.) ± 14 (mod. syst.) MeV
= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental system-
atic uncertainty, and the third to the physics-modelling systematic uncertainty. A meas-
urement of the mass di↵erence between the W+ and W� bosons yields mW+ � mW� =

�29 ± 28 MeV.

c� 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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[ATLAS 2018]

❖ W mass determined from charged-lepton pT(mT) spectrum in 
relative to those spectrum from Z boson 

❖ LHC aims at a target precision of ~10 MeV 

❖ QCD modeling (PDFs and QCD corrections) affect the ratio of 
W/Z distributions and dominate in the total uncertainties
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Figure 2: Generator- and detector-level p
`
T (a) and mT (b) distributions for selected signal events. The detector-level

distributions are shown as predicted by the full simulation and by the parameterised resolution corrections described
in the text.

applying the following event weight to the reference samples:

w(m,mW,m
ref
W ) =

(m2 � m
ref
W

2)2 + m
4�ref

W
2/m

ref
W

2

(m2 � m
2
W )2 + m4�2

W/m
2
W

, (4)

which represents the ratio of the Breit–Wigner densities corresponding to mW and m
ref
W , for a given value

of the final state invariant mass m.

A similar event weight, calculated internally by P����� and corresponding to the ratio of the event
cross sections predicted by CT10 and several alternate PDFs, is used to obtain final state distributions
corresponding to the CT14 [15], MMHT2014 [16], HL-LHC [17] and LHeC [18] PDF sets and their
associated uncertainties. Compared to current sets such as CT14 and MMHT2014, the HL-LHC set
incorporates the expected constraints from present and future LHC data; it starts from the PDF4LHC
convention [19] and comes in three scenarios corresponding to more or less optimistic projections of
the experimental uncertainties. The LHeC PDF set represents the impact of a proposed future high-
energy, high-luminosity ep scattering experiment [5] on the uncertainties in the proton structure, using
the theoretically best understood process for this purpose.

The shift in the measured value of mW resulting from a change in the assumed PDF set is estimated as
follows. Considering a set of template distributions obtained for di�erent values of mW and a given refer-
ence PDF set, and “pseudo-data” distributions obtained for mW = m

ref
W and an alternate set i (representing,

for example, uncertainty variations with respect to the reference set), the preferred value of mW for this
set is determined by minimizing the �2 between the pseudo-data and the templates. The preferred value
is denoted m

i
W , and the corresponding bias is defined as �mi

W = m
i
W �m

ref
W . The statistical uncertainty on

the measurement is estimated from the half width of the �2 function one unit above the minimum.

The present study considers measurements of mW in separate categories, corresponding to W
+ and W

�

events; five pseudorapidity bins, |⌘` | < 0.6, 0.6 < |⌘` | < 1.2, 1.2 < |⌘` | < 1.8, 1.8 < |⌘` | < 2.4, and
2.4 < |⌘` | < 4; p

`
T and mT distribution fits; and two centre-of-mass energies (

p
s = 14 and 27 TeV). For

5

theoretical uncertainty from QCD modeling



Domestic efforts

5

✦ Domestically we have a long tradition on perturbative calculations of quantum field theory, and in the 
younger generation, a relative small theory community working on diverse topics of QCD at high energies  
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❖ many interesting works are presented in PQFT workshop (all 
slides are on indico) based on which my talk is prepared 

❖ the second series of PQFT workshop will be held in 2022 at 
Hang Zhou 

[https://indico.ihep.ac.cn/event/13260/timetable/#20210514]
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✦ 1. Phenomenology at LHC, SMEFT, Higgs boson, Drell-Yan, top quark

✦ 2. Deep Inelastic Scattering, parton distributions, heavy-quark scheme

✦ 3. Phenomenology at Lepton Colliders, jet substructures, event shapes 

✦ 4. Methodology, multi-loop Feynman integrals



QCD improved SMEFT

7

✦ Interpretation of searches of new physics with SM effective field theory can be improved with higher-order 
QCD corrections; dedicated tools have been developed (MG5 SMEFT@NLO)      [Cen Zhang +, 2021]
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Automated one-loop computations in the SMEFT
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We present the automation of one-loop computations in the standard-model e�ective field theory
at dimension six. Our general implementation, dubbed SMEFT@NLO, covers all types of operators:
bosonic, two- and four-fermion ones. Included ultraviolet and rational counterterms presently allow
for fully di�erential predictions, possibly matched to parton shower, up to the one-loop level in the
strong coupling or in four-quark operator coe�cients. Exact flavor symmetries are imposed among
light quark generations and an initial focus is set on top-quark interactions in the fermionic sector.
We illustrate the potential of this implementation with novel loop-induced and next-to-leading-order
computations relevant for top-quark, electroweak, and Higgs-boson phenomenology at the LHC and
future colliders.

Introduction Observed deviations in accurate mea-
surements would indirectly point to the existence of
physics beyond the standard model (SM), even if heavy
new states remain out of reach of the LHC and foreseen
accelerators. Given the richness of collider observables
and of the models proposed to address SM limitations, a
clear strategy is needed to maximize the reach of present
and future experiments.

The standard-model e�ective field theory (SMEFT)
provides a powerful framework to search for and interpret
possible deviations from the SM [1–3]. Its use is comple-
mentary to direct searches. Higher-dimensional opera-
tors compatible with the symmetries of the SM generate
a well-defined pattern of new interaction terms. Their
relevance is dictated, a priori, by the operator dimen-
sion, i.e., by an expansion in 1/�,

LSMEFT = LSM +
ÿ

i

c(6)
i O(6)

i

�2 + O

3
1

�3

4
, (1)

where LSM is the SM Lagrangian, O(d)
i are operators of

dimension d larger than four, and the c(d)
i are the cor-

responding Wilson coe�cients which encode information
about the ultraviolet (UV) theory. We do not consider
the single operator of dimension five which violates lepton
number and generates Majorana neutrino masses. At di-
mension six, without considering the combinatorial com-
plexity introduced by non-trivial flavor structures, the
number of independent operators is remarkably small [4].
Just 84 parameters encode the leading indirect e�ects
from all flavor-blind scenarios of decoupling new physics.

One can then parametrize possible deviations from the
SM prediction, for any observable on, in terms of the

Wilson coe�cients

�on = oEXP
n ≠oSM

n =
ÿ

i

a(6)
n,i(µ) c(6)

i (µ)
�2 +O

3
1

�3

4
, (2)

where oSM
n and a(6)

n,i are calculated using standard tech-
niques as expansions in the strong and weak couplings,
while µ is the renormalization scale. The expression
above illustrates the key points of a precision approach to
the search for new physics. First, one needs to achieve the
highest precision in both the experimental and SM de-
terminations of the observables on to reliably identify the
corresponding deviation �on. Second, since the SMEFT
correlates these deviations, improving its predictions en-
hances our sensitivity to new-physics patterns. Third, in
presence of a signal, the identification of the UV physics
based on the extracted c(6)

i /�2 can be greatly a�ected by
the accuracy and precision on the a(6)

n,i. Hence, to fully
exploit the measurements, it is not only mandatory to
have the best SM calculations but also to control the ac-
curacy and uncertainties of the SMEFT predictions. In
this article, we present an important milestone in this di-
rection, allowing to automatically compute higher-order
contributions to SMEFT predictions, for any observable
of interest.

Generalities Adopting the Warsaw basis [5] and af-
ter canonical normalization, we implement dimension-six
SMEFT operators in a FeynRules [6] model dubbed
SMEFT@NLO. This implementation is publicly avail-
able online together with its technical documentation,
including operator definitions [7].

We employ GF , mZ and mW as electroweak input pa-
rameters so that propagators do not depend on operator
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We present the automation of one-loop computations in the standard-model e�ective field theory
at dimension six. Our general implementation, dubbed SMEFT@NLO, covers all types of operators:
bosonic, two- and four-fermion ones. Included ultraviolet and rational counterterms presently allow
for fully di�erential predictions, possibly matched to parton shower, up to the one-loop level in the
strong coupling or in four-quark operator coe�cients. Exact flavor symmetries are imposed among
light quark generations and an initial focus is set on top-quark interactions in the fermionic sector.
We illustrate the potential of this implementation with novel loop-induced and next-to-leading-order
computations relevant for top-quark, electroweak, and Higgs-boson phenomenology at the LHC and
future colliders.

Introduction Observed deviations in accurate mea-
surements would indirectly point to the existence of
physics beyond the standard model (SM), even if heavy
new states remain out of reach of the LHC and foreseen
accelerators. Given the richness of collider observables
and of the models proposed to address SM limitations, a
clear strategy is needed to maximize the reach of present
and future experiments.

The standard-model e�ective field theory (SMEFT)
provides a powerful framework to search for and interpret
possible deviations from the SM [1–3]. Its use is comple-
mentary to direct searches. Higher-dimensional opera-
tors compatible with the symmetries of the SM generate
a well-defined pattern of new interaction terms. Their
relevance is dictated, a priori, by the operator dimen-
sion, i.e., by an expansion in 1/�,

LSMEFT = LSM +
ÿ

i

c(6)
i O(6)

i

�2 + O

3
1

�3

4
, (1)

where LSM is the SM Lagrangian, O(d)
i are operators of

dimension d larger than four, and the c(d)
i are the cor-

responding Wilson coe�cients which encode information
about the ultraviolet (UV) theory. We do not consider
the single operator of dimension five which violates lepton
number and generates Majorana neutrino masses. At di-
mension six, without considering the combinatorial com-
plexity introduced by non-trivial flavor structures, the
number of independent operators is remarkably small [4].
Just 84 parameters encode the leading indirect e�ects
from all flavor-blind scenarios of decoupling new physics.

One can then parametrize possible deviations from the
SM prediction, for any observable on, in terms of the

Wilson coe�cients

�on = oEXP
n ≠oSM

n =
ÿ

i

a(6)
n,i(µ) c(6)

i (µ)
�2 +O

3
1

�3

4
, (2)

where oSM
n and a(6)

n,i are calculated using standard tech-
niques as expansions in the strong and weak couplings,
while µ is the renormalization scale. The expression
above illustrates the key points of a precision approach to
the search for new physics. First, one needs to achieve the
highest precision in both the experimental and SM de-
terminations of the observables on to reliably identify the
corresponding deviation �on. Second, since the SMEFT
correlates these deviations, improving its predictions en-
hances our sensitivity to new-physics patterns. Third, in
presence of a signal, the identification of the UV physics
based on the extracted c(6)

i /�2 can be greatly a�ected by
the accuracy and precision on the a(6)

n,i. Hence, to fully
exploit the measurements, it is not only mandatory to
have the best SM calculations but also to control the ac-
curacy and uncertainties of the SMEFT predictions. In
this article, we present an important milestone in this di-
rection, allowing to automatically compute higher-order
contributions to SMEFT predictions, for any observable
of interest.

Generalities Adopting the Warsaw basis [5] and af-
ter canonical normalization, we implement dimension-six
SMEFT operators in a FeynRules [6] model dubbed
SMEFT@NLO. This implementation is publicly avail-
able online together with its technical documentation,
including operator definitions [7].

We employ GF , mZ and mW as electroweak input pa-
rameters so that propagators do not depend on operator
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We present the automation of one-loop computations in the standard-model e�ective field theory
at dimension six. Our general implementation, dubbed SMEFT@NLO, covers all types of operators:
bosonic, two- and four-fermion ones. Included ultraviolet and rational counterterms presently allow
for fully di�erential predictions, possibly matched to parton shower, up to the one-loop level in the
strong coupling or in four-quark operator coe�cients. Exact flavor symmetries are imposed among
light quark generations and an initial focus is set on top-quark interactions in the fermionic sector.
We illustrate the potential of this implementation with novel loop-induced and next-to-leading-order
computations relevant for top-quark, electroweak, and Higgs-boson phenomenology at the LHC and
future colliders.

Introduction Observed deviations in accurate mea-
surements would indirectly point to the existence of
physics beyond the standard model (SM), even if heavy
new states remain out of reach of the LHC and foreseen
accelerators. Given the richness of collider observables
and of the models proposed to address SM limitations, a
clear strategy is needed to maximize the reach of present
and future experiments.

The standard-model e�ective field theory (SMEFT)
provides a powerful framework to search for and interpret
possible deviations from the SM [1–3]. Its use is comple-
mentary to direct searches. Higher-dimensional opera-
tors compatible with the symmetries of the SM generate
a well-defined pattern of new interaction terms. Their
relevance is dictated, a priori, by the operator dimen-
sion, i.e., by an expansion in 1/�,

LSMEFT = LSM +
ÿ

i

c(6)
i O(6)

i

�2 + O

3
1

�3

4
, (1)

where LSM is the SM Lagrangian, O(d)
i are operators of

dimension d larger than four, and the c(d)
i are the cor-

responding Wilson coe�cients which encode information
about the ultraviolet (UV) theory. We do not consider
the single operator of dimension five which violates lepton
number and generates Majorana neutrino masses. At di-
mension six, without considering the combinatorial com-
plexity introduced by non-trivial flavor structures, the
number of independent operators is remarkably small [4].
Just 84 parameters encode the leading indirect e�ects
from all flavor-blind scenarios of decoupling new physics.

One can then parametrize possible deviations from the
SM prediction, for any observable on, in terms of the

Wilson coe�cients

�on = oEXP
n ≠oSM

n =
ÿ

i

a(6)
n,i(µ) c(6)

i (µ)
�2 +O

3
1

�3

4
, (2)

where oSM
n and a(6)

n,i are calculated using standard tech-
niques as expansions in the strong and weak couplings,
while µ is the renormalization scale. The expression
above illustrates the key points of a precision approach to
the search for new physics. First, one needs to achieve the
highest precision in both the experimental and SM de-
terminations of the observables on to reliably identify the
corresponding deviation �on. Second, since the SMEFT
correlates these deviations, improving its predictions en-
hances our sensitivity to new-physics patterns. Third, in
presence of a signal, the identification of the UV physics
based on the extracted c(6)

i /�2 can be greatly a�ected by
the accuracy and precision on the a(6)

n,i. Hence, to fully
exploit the measurements, it is not only mandatory to
have the best SM calculations but also to control the ac-
curacy and uncertainties of the SMEFT predictions. In
this article, we present an important milestone in this di-
rection, allowing to automatically compute higher-order
contributions to SMEFT predictions, for any observable
of interest.

Generalities Adopting the Warsaw basis [5] and af-
ter canonical normalization, we implement dimension-six
SMEFT operators in a FeynRules [6] model dubbed
SMEFT@NLO. This implementation is publicly avail-
able online together with its technical documentation,
including operator definitions [7].

We employ GF , mZ and mW as electroweak input pa-
rameters so that propagators do not depend on operator
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SMEFT measurements

❖ QCD corrections of EFT contributions can be important due to 
possible operator mixings and complicated interference with the SM  

❖ now fully automated with NLO QCD corrections matched with 
parton shower and hadronizations 

4

ci
O(�≠2) O(�≠4)

LO NLO LO NLO

c8
tu 4.27+11%

≠9% 4.06+1%
≠3% 1.04+6%

≠5% 1.03+2%
≠2%

c8
td 2.79+11%

≠9% 2.77+1%
≠3% 0.577+6%

≠5% 0.611+3%
≠2%

c8
tq 6.99+11%

≠9% 6.67+1%
≠3% 1.61+6%

≠5% 1.29+3%
≠2%

c8
Qu 4.26+11%

≠9% 3.93+1%
≠4% 1.04+6%

≠5% 0.798+3%
≠3%

c8
Qd 2.79+11%

≠9% 2.93+0%
≠1% 0.58+6%

≠5% 0.485+2%
≠2%

c8,1
Qq 6.99+11%

≠9% 6.82+1%
≠3% 1.61+6%

≠5% 1.69+3%
≠3%

c8,3
Qq 1.50+10%

≠9% 1.32+1%
≠3% 1.61+6%

≠5% 1.57+2%
≠2%

c1
tu [0.67+1%

≠1%] 90.078(7)+31%
≠23% [0.41+13%

≠17%] 4.66+6%
≠5% 5.92+6%

≠5%
c1

td [90.21+1%
≠2%] 90.306+30%

≠22% [90.15+10%
≠13%] 2.62+6%

≠5% 3.46+5%
≠5%

c1
tq [0.39+0%

≠1%] 90.47+24%
≠18% [0.50+3%

≠2%] 7.25+6%
≠5% 9.36+6%

≠5%
c1

Qu [0.33+0%
≠0%] 90.359+23%

≠17% [0.57+6%
≠5%] 4.68+6%

≠5% 5.96+6%
≠5%

c1
Qd [90.11+0%

≠1%] 0.023(6)+114%
≠75% [90.19+6%

≠5%] 2.61+6%
≠5% 3.46+5%

≠5%
c1,1

Qq [0.57+0%
≠1%] 90.24+30%

≠22% [0.39+9%
≠12%] 7.25+6%

≠5% 9.34+5%
≠5%

c1,3
Qq [1.92+1%

≠1%] 0.088(7)+28%
≠20% [1.05+17%

≠22%] 7.25+6%
≠5% 9.32+5%

≠5%

c8
QQ 0.0586+27%

≠25% 0.125+10%
≠11% 0.00628+13%

≠16% 0.0133+7%
≠5%

c8
Qt 0.0583+27%

≠25% 90.107(6)+40%
≠33% 0.00619+13%

≠16% 0.0118+8%
≠5%

c1
QQ [90.11+15%

≠18%] 90.039(4)+51%
≠33% [90.12+7%

≠5%] 0.0282+13%
≠16% 0.0651+5%

≠6%
c1

Qt [90.068+16%
≠18%] 92.51+29%

≠21% [90.12+3%
≠6%] 0.0283+13%

≠16% 0.066+5%
≠6%

c1
tt ◊ 0.215+23%

≠18% ◊ ◊

TABLE I. Four-fermion contributions [pb] to top-quark pair
production, at linear and quadratic levels, LO and NLO, in-
cluding QCD scale uncertainties, for the LHC

Ô
s = 13 TeV

and ci/�2 = 1 TeV≠2. The two-light two-heavy color-singlet
operators (second block) only interfere at NLO with the lead-
ing QCD contribution. The numbers in square brackets cor-
respond to the interference with the EW contribution. The
operators in the third block involve only third-generation
quarks. Non-vanishing contributions at O(�≠2) and LO from
these operators can arise through the bb̄ initial state. The SM
NLO QCD cross-section is 744+12%

≠12%
pb.

ci
O(�≠2) O(�≠4)

LO NLO K LO NLO K

c8
QQ 0.081+55%

≠33% [≠0.358] 0.090+4%
≠11% 1.1 0.115+46%

≠29% 0.158+4%
≠11% 1.37

c8
Qt 0.274+54%

≠33% [≠0.639] 0.311+5%
≠10% 1.14 0.342+46%

≠29% 0.378+4%
≠13% 1.10

c1
QQ 0.242+55%

≠33% [≠1.07] 0.24(3)+3%
≠18% 0.99 1.039+47%

≠29% 1.41+4%
≠11% 1.36

c1
Qt ≠0.0098(10)+38%

≠33% [0.862] ≠0.019(9)+63%
≠27% 1.9 1.406+46%

≠30% 1.86+4%
≠10% 1.32

c1
tt 0.483+55%

≠33% [≠1.86] 0.53(8)+3%
≠10% 1.10 4.154+47%

≠29% 5.61+4%
≠11% 1.35

TABLE II. Third-generation four-fermion operator contribu-
tions [fb] to tt̄tt̄ production at the LHC

Ô
s = 13 TeV, with

K-factors (© ‡NLO/‡LO). The LO interferences with SM am-
plitudes of order –S–EW and –Sy2

t are indicated in square
brackets. The SM NLO QCD cross-section is 11.1+25%

≠25%
fb

(K = 1.84).

tially be isolated by exploiting di�erential distributions
in tt̄ final states. It is instructive to compare these sen-
sitivities to those of tt̄tt̄ production, for which evidence
has recently been obtained at the LHC [42, 43]. The tt̄tt̄
dependencies are computed for the first time at NLO and
provided in Table II together with their K-factors (NLO
over LO rates). To facilitate a comparison with Table I,
we define operator coe�cients at mt. QCD renormal-
ization and factorization scales are instead fixed to 2mt.

FIG. 1. tt̄ invariant-mass distribution of the interference be-
tween four-heavy-quark operators and the SM.

The K-factors of linear dependencies are close to one,
except for c1

Qt where NLO corrections lift strong phase-
space cancellations occurring at LO. This suppressed in-
terference for c1

Qt in tt̄tt̄ production contrasts with the
relative enhancement of its loop-induced contribution to
tt̄ production, noted above. Table II also provides the
LO interferences with subleading SM amplitudes of or-
der –S–EW and –Sy2

t which are actually larger than
with the leading QCD ones. Note they also have op-
posite signs. At the quadratic level, the NLO enhance-
ment factors reach about 1.3 but remain smaller than
the SM one at about 1.8. Without restriction on the en-
ergy scale probed, the current experimental sensitivity
in pp æ tt̄tt̄ is dominated by energy-growing quadratic
SMEFT contributions, especially for color-singlet oper-
ators which have smaller linear contributions and larger
quadratic ones. Individual sensitivities are then larger
than in pp æ tt̄. Interesting complementarities between
the two processes could however arise with improved
measurements, for low-scale UV models, or in a global
picture where various operators are to be disentangled.

As a second application, we consider pair (W +W ≠,
ZZ, W ±Z) and triple (W +W ≠W ±, W +W ≠Z, ZZW ±,
ZZZ) weak-boson production at the LHC

Ô
s = 13 TeV.

The latter process has just been observed at the LHC,
opening a new window into electroweak gauge self-
interactions [44]. The neutral final states can be pro-
duced via gg fusion through a loop of fermions (at or-
der –2

S–2
EW in the SM). Novel SMEFT computations

made available include that of triboson production at
NLO in QCD, the dependence of four-quark contribu-
tions to qq̄ æ V V not considered previously [45, 46],
and the full gg æ W +W ≠, ZZ depedence extending
the results of Ref. [47]. The gg fusion to W +W ≠ and
ZZ are sizeable at the LHC and probe Higgs as well as
top-quark couplings. On the contrary, the gg-induced

SMEFT operator in four top quark production 
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✦ Interpretation of searches of new physics with SM effective field theory requires a spontaneous fit 
incorporating both new physics and non-perturbative QCD inputs (e.g. parton distributions) [CMS+ JG, 2021]
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2Λ /1c
0.002− 0.0015− 0.001− 0.0005− 0 0.0005

95% cl Fit+model+param. unc.
68% cl Fit+model+param. unc.
68% cl Fit unc. only

 = 5 TeVΛ

Left-handed σ2
Vector-like σ1.9
Axial-vector-like σ2

 = 10 TeVΛ

Left-handed σ2
Vector-like σ1.9
Axial-vector-like σ1.9

 = 13 TeVΛ

Left-handed σ2
Vector-like σ1.9
Axial-vector-like σ2

 = 20 TeVΛ

Left-handed σ2
Vector-like σ1.9
Axial-vector-like σ1.9

 = 50 TeVΛ

Left-handed σ2
Vector-like σ1.9
Axial-vector-like σ1.9

CMS Preliminary

Figure 19: The fitted Wilson coefficients c1 divided by the scale L2 of the respective fit. The ex-
perimental uncertainties are shown at 68% CL (black). The full uncertainties including model
and parameterisation uncertainties are given at 68% CL (red) and 95% CL (blue). The signifi-
cance of the difference from zero is written to the right of each point, indicating that the results
are consistent with the SM.

top quark-antiquark production cross sections. In addition to the parton distributions in the
proton, the value of the strong coupling, and the mass of the top quark are also extracted. The
resulting significant improvement of the accuracy of the parton distributions is demonstrated
for the CT14 PDF set in a profiling study and in a full QCD fit. The resulting values of the
strong coupling constant agree with the world average and the previous CMS results using
the jet measurements. The obtained value of the top quark mass agrees well with the result
of the previous CMS analysis using the triple-differential cross sections of the top quark pair
production. Although the inclusive jet production is not directly sensitive to the value of the top
quark mass, the resulting value profits from the additional constraint on the gluon distribution
and on the strong coupling constant provided by the jet measurements.

Furthermore, an alternative QCD analysis is performed with the same data, where the standard
model Lagrangian is modified by the introduction of effective terms related to quark contact
interactions. In the analysis, the Wilson coefficients for the contact interactions are extracted
for different values of the scale of the new interaction. This approach has the advantage of an
indirect search for new physics with the simultaneous extraction of parameters of the standard
model, thereby reducing possible bias in the BSM interpretation of the data. The results are
compatible with the standard model and the previous results obtained at the LHC using the jet

6. QCD analysis 27

6.7 SMEFT interpretation at NLO

In order to illustrate the possibility of simultaneous extraction of the SM parameters as PDFs,
aS(mZ), and mt , together with the constraints on the physics beyond the SM, the present CMS
measurements of the inclusive jet cross sections at 13 TeV, the CMS tt cross sections at 13 TeV,
and the HERA DIS cross sections are used in a SMEFT fit. Here, the SM prediction for the
inclusive jet cross section is modified to account for contact interactions as described in subsec-
tion 6.2. The parametrisation scan is performed as explained in subsection 6.3 and the resulting
parameterisation is

xg(x) = AgxBg(1 � x)Cg(1 + Egx2), (21)

xuv(x) = Auv
xBuv (1 � x)Cuv (1 + Duv

x + Euv
x2), (22)

xdv(x) = Adv
xBdv (1 � x)Cdv (1 + Ddv

x), (23)

xU(x) = AUxBU (1 � x)CU , (24)

xD(x) = ADxBD(1 � x)CD . (25)

The analysis is performed twice, first assuming the SM only and, alternatively, the SMEFT fit
is done. Although the SM prediction for the inclusive jet cross section is available at NNLO, in
order to be consistent with the order of the theory prediction for the tt and for the CI corrections
to the SM Lagrangian, both fits are performed at NLO. The partial and global c2 values for the
SM fit are listed in the Tab. 7.

Table 7: Partial c2 per number of data points Ndp and the global c2 per degree of freedom, Ndo f ,
as obtained in the QCD analysis of HERA DIS data and the CMS measurements of inclusive jet
production and the normalized triple-differential tt production at

p
s = 13 TeV.

Data sets Partial c2/Ndp

HERA I+II neutral current e+p, Ep = 920 GeV 402/332
HERA I+II neutral current e+p, Ep = 820 GeV 60/63
HERA I+II neutral current e+p, Ep = 575 GeV 198/234
HERA I+II neutral current e+p, Ep = 460 GeV 208/187
HERA I+II neutral current e�p 223/159
HERA I+II charged current e+p 46/39
HERA I+II charged current e�p 55/42
CMS 13 TeV tt 3D 23/23
CMS inclusive jets 13 TeV 0.0 < y < 0.5 13/22

0.5 < y < 1.0 28/21
1.0 < y < 1.5 13/19
1.5 < y < 2.0 33/16

Correlated c2 121
Log penalty c2 -12.39
Global c2/Ndof 1411/1143

The PDFs resulting from the SM fit with the parametrisation in Eq. 21–25 are presented in
Fig. 16 demonstrating the contributions of the fit, model, and parametrisation uncertainties.

The obtained values of the strong coupling and of top quark mass are determined simultane-
ously with the PDFs as

16

quark and jet measurements, the common systematic sources associated with the jet energy
scale uncertainties are taken as 100 % correlated. For the presented QCD analysis, the open-
source framework XFITTER [54, 55] version 2.2.1 is used, with the DGLAP equation [56–61]
evolution implemented using QCDNUM [62] version 17-01/14. The analysis is performed at
NLO or NNLO, depending on the physics case, as described in the following.

6.2 Theory predictions

The theoretical predictions for the inclusive jet cross-section at NLO and NNLO are obtained as
described in Sec. 4.1, with the NNLO computation interfaced to APPLFAST and FASTNLO [63].
The theoretical predictions are corrected for NP and EW effects, and the NLO prediction further
improved to NLO+NLL as explained in Sec. 4. The QCD prediction for the normalized triple-
differential cross section of the tt production is available only at NLO and is described in detail
in [22].

In the QCD analysis, the contributions of charm and beauty quarks are treated in the Thorne–
Roberts [64–66] variable-flavour number scheme at NLO. The heavy-quark masses are set to
mc = 1.47 GeV and mb = 4.5 GeV. The top quark pole mass mpole

t and the strong coupling aS
are free parameters in the PDF fits.

The QCD scales are set to the four-momentum transfer Q for the DIS data and to the individual
jet pT for inclusive jet cross-section measurements. Following Ref. [22], in the case of tt pro-
duction, the scales are set to µr = µ f =

1
2 Âi mTi. The sum over i covers the final state partons

t, t , and at most three light partons in a tt + 2 jets scenario; furthermore mTi ⌘
q

m2
i + p2

T,i is a
transverse mass computed using the mass mi and transverse momentum pTi of the parton [22].
The DIS data are restricted to high Q2 by setting Q2

min = 7.5 GeV2.

The QCD analysis is eventually extended into a SMEFT study by adding dimension 6 operators
for colour-charged fermions to the SM Lagrangian LSM [67, 68], so that

LSMEFT = LSM +
2p

L2 Â
n2{1,3,5}

cnOn.

Here the cn are Wilson coefficients and L is the scale of new physics; the non-renormalisable
operators On included in this study are

O1 = dijdkl

 
3

Â
c=1

qLcigµqLcj

3

Â
d=1

qLdkgµqLdl

!
(5)

O3 = dijdkl

 
3

Â
c=1

qLcigµqLcj

3

Â
d=1

qRdkgµqRdl

!
(6)

O5 = dijdkl

 
3

Â
c=1

qRcigµqRcj

3

Â
d=1

qRdkgµqRdl

!
(7)

where the sums in c and d run over generations, whereas i, j, k, l are colour indices. The opera-
tors in Eqs. (5)–(7) correspond to having integrated out a colour-singlet BSM-exchange between
two quark lines. This allows to study three cases, where the contact interactions can be either
purely left-handed, vector-like or axial-vector-like, depending on how the Wilson coefficients
are related. Only c1 is fitted, while c3 and c5 are determined from it as explained in Tab. 5.

Further details of the theoretical model are given in [67], where it is stated that such contact
interactions may be used for instance to probe models involving quark compositeness, small
extra dimensions [69] or Z0-models [70].
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where the sums in c and d run over generations, whereas i, j, k, l are colour indices. The opera-
tors in Eqs. (5)–(7) correspond to having integrated out a colour-singlet BSM-exchange between
two quark lines. This allows to study three cases, where the contact interactions can be either
purely left-handed, vector-like or axial-vector-like, depending on how the Wilson coefficients
are related. Only c1 is fitted, while c3 and c5 are determined from it as explained in Tab. 5.

Further details of the theoretical model are given in [67], where it is stated that such contact
interactions may be used for instance to probe models involving quark compositeness, small
extra dimensions [69] or Z0-models [70].

quark compositeness 
(contact interactions)

❖ CIs constrained by jets production at the LHC, 
resulting in different energy scaling behavior and 
angular distributions  

❖ Input parton distributions are also constrained by the 
same jet data, thus requiring a spontaneous fit 

a fit at NLO for both SM and CIs fitted Wilson coefficients
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✦ HL-LHC aims at measurements of Higgs couplings at a few percent level, requiring similar precision on 
predictions of cross sections; two-loop calculations involves multi-mass scales are challenging  

[Wang, Xu, Xu, Yang, 2021]

aQHp2 JAb LQi2

�T`BH k3- kyRN

R LQi�BQM
q2 +QMbB/2` i?2 JAb Q7 7QHHQrBM; MQMT�HMM2` /B�;`�K- r?B+? +QMi`B#mi2b iQ >B;;b T�B` T`Q/m+BiQM BM G>*X

hrQ b+�H2H2bb p�`B�#H2 `�iBQb �`2 /2}M2/ #v

u = −4m2
t

s
, v = −4m2

t

t
URXRV

S`QT�;�iQ`b,

{ (k1 − p1)
2, k21, (k1 + p2)

2, (k1 + k2 − p1)
2 −m2

t , k22 −m2
t ,

(k2 − p3)
2 −m2
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Figure 1: Sample Feynman diagram contributing to gg → ZH at LO and NLO. Solid,
wavy, dashed and curly lines denote quarks, Z and Higgs bosons, and gluons, respectively.
Internal wavy lines can also represent Goldstone bosons.

produced via a s-channel Z or χ boson exchange. Both bottom and top quarks can be
present in the loop. In the case of the box diagrams the Higgs boson couples directly
to the quark running in the loop and thus only internal top quarks are present since we
neglect the bottom Yukawa coupling. The effect of a finite bottom quark mass on the LO
cross section is at the per mille level.

In the heavy-mt approximation the diagrams with internal top quarks reduce to vacuum
integrals. The massless triangle diagrams are computed with the help of simple form
factor-type integrals which can be expressed in terms on Γ functions (see, e.g., Appendix A
of Ref. [26]).

We perform the calculation for general Rξ gauge and check that the gauge parameter ξZ
present in the Z and χ boson propagators drops out in the result for the cross section. In
fact, it cancels between the diagrams with top and bottom quark triangles and a neutral
Goldstone boson or a Z boson in the s channel. Note, that for special choices of ξZ the
calculation can be significantly simplified. For example, in Landau gauge the massless
triangle contribution with virtual Z boson vanishes [11]. Note that due to Furry’s theorem
there is no contribution from the vector coupling of the Z. Altogether there are 16 LO
Feynman diagrams, all of them are individually finite.

We compute the LO amplitudes both in an expansion for large top quark mass including
terms up to order 1/m8

t , and without applying any approximation and keeping the full top
quark mass dependence. In the latter case we have reduced the tensor integrals to scalar
three- and four-point integrals which are evaluated using the LoopTools library [27, 28].
We want to mention that in the limit mt → ∞ the calculation is significantly simplified.
In particular, all top quark triangle contributions with a coupling of the Z boson vanish.

For the numerical results we use the following input values [29]

MZ = 91.1876 GeV ,

3

H

Z

g

g

2

amplitude-squared contributions as the “LO” di↵erential
cross sections for this process. These has been computed
in [20, 21]. The “NLO” corrections to this process then
consists of two parts: the interference between the two-
loop and one-loop amplitudes (the virtual contributions),
and the squared-amplitude with one loop and one extra
parton radiation (the real contributions). Both contribu-
tions are infrared (IR) divergent, while their sum leads
to a finite prediction. The bottleneck in such a calcula-
tion lies in the two-loop virtual amplitude, which involves
multiple physical scales including three masses (mZ , mH

and mt) and two Mandelstam variables.
The presence of multiple physical scales makes the

computation of the two-loop amplitude rather challeng-
ing. Very recently, a purely numeric study based on sec-
tor decomposition [22–25] has appeared [26]. Approxima-
tions in certain kinematic regions have also been worked
out, including the high energy expansion [27] and the
small transverse momentum expansion [28]. In [29], some
of the authors of this Letter proposed a novel approach
to calculate loop integrals with a heavy top quark loop
and lighter external particles such as the Higgs boson and
weak gauge bosons, which is valid in all phenomenologi-
cally relevant kinematic regions. In this Letter, we apply
this method to calculate the NLO virtual corrections to
the process gg ! ZH. We show that our method gives
accurate numeric results for the two-loop amplitudes in
the entire physical phase space. Combining with the real
corrections, we for the first time provide the complete
NLO predictions for the total and di↵erential cross sec-
tions of the gg ! ZH channel. We also give the total
cross sections for the full pp ! ZH process by adding
the qq̄ contributions.

SETUP AND ANALYTIC CALCULATIONS

We consider the partonic process g
↵

a
(p1) + g

�

b
(p2) !

Z
µ(p3) + H(p4), where a and b are color indices, while

↵, � and µ are Lorentz indices. The amplitude can be
written as

M
↵�µ

ab
=

GF
p
2

↵s

2⇡
ŝ mZ �ab

7X

i=1

A
↵�µ

i
Fi , (1)

where the tensor structures A↵�µ

i
are given in [21], whose

coe�cients Fi are functions of the masses mt, mZ , mH

and the Mandelstam variables ŝ = (p1 + p2)2, t̂1 = (p1 �
p3)2�m

2
Z
, û1 = (p1�p4)2�m

2
H
. These variables satisfy

ŝ + t̂1 + û1 = 0. For later convenience, we also define
t̂ = t̂1 +m

2
Z
and û = û1 +m

2
H
.

To calculate the squared amplitude, we multiply
Eq. (1) by its complex conjugate, and sum over the polar-
ization states of the gluon and the Z boson. For simplic-
ity, we define the coe�cients Ĉi ⌘

P7
j=1 MijFj , where

the matrix elements Mij are given by

Mij = �⌘↵⇢ ⌘��

✓
⌘µ⌫ �

p3µp3⌫

m
2
Z

◆
A

↵�µ

i
A

⇢�⌫

j
. (2)

The coe�cients Ĉi can be expanded in terms of the strong

coupling constant ↵s: Ĉi = Ĉ
(0)
i

+ (↵s/4⇡) Ĉ
(1)
i

+ · · · ,

where Ĉ
(0)
i

is the LO contribution, and Ĉ
(1)
i

is the NLO
virtual correction, which involves complicated two-loop
Feynman integrals with massive external legs. In the

following, we describe the calculation of Ĉ(1)
i

using the
method of small mass expansion.
We generate the relevant two-loop virtual diagrams

and the corresponding amplitudes using FeynArts

[30]. The resulting expressions are manipulated with
FeynCalc [31] and FORM [32]. The two-loop diagrams
can be classified into several categories: diagrams con-
sisting of two one-loop sub-diagrams, two-loop triangle
diagrams (involving both top quark and bottom quark
loops attached to an o↵shell Z boson), and two-loop box
diagrams. While the first two categories can be easily
calculated [19, 27, 33–35], the two-loop box diagrams are
rather challenging. We denote the corresponding contri-

butions to the Ĉ
(1)
i

coe�cients as Ĉ
(1)
i,box, and calculate

them using the small mass expansion. Namely, we ex-

pand Ĉ
(1)
i,box as a power series in m

2
Z
and m

2
H
:

Ĉ
(1)
i,box(ŝ, t̂1,m

2
t
,m

2
Z
,m

2
H
) =

1

m
2
Z

1X

n=0

nX
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(m2
Z
)l
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(m2

H
)n�l

(n� l)!
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@
n
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m

2
Z
Ĉ

(1)
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⌘

@(m2
Z
)l @(m2

H
)n�l

3

5

m
2
Z
,m

2
H
!0

. (3)

It should be noted that in contrast to the case of Higgs
boson pair production [29, 36], there is an extra factor
of 1/m2

Z
due to the polarization sum of the Z boson, as

is evident in Eq. (2). For the power counting we regard
m

2
Z

⇠ m
2
H
, and denote the nth term (n � 0) in the

expansion as orderm2(n�1). We will also use the notation
O(m2(n�1)) to denote the sum of the expansion up to the
nth term. In practice, we have performed the expansion
up to n = 3, corresponding to order m4.
Acting on the amplitudes, the partial derivatives @m2

Z

and @m2
H

can be written as partial derivatives with re-
spect to the external momenta:

@m2
Z

=
ŝ(p2

T
� û)pµ1 + t̂1û1p

µ

2 + ŝû1p
µ

3

2ŝ2p2
T

@pµ

3

@m2
H

=
ŝ(m2

Z
� p

2
T
)pµ1 + t̂

2
1p

µ

2 + ŝt̂1p
µ

3

2ŝ2p2
T

@pµ

3
, (4)

where p
2
T

= t̂û/ŝ � m
2
Z
m

2
H
/ŝ. Setting m

2
Z
,m

2
H

! 0

after taking the derivatives, the coe�cients Ĉ
(1)
i,box can

be written as linear combinations of scalar loop integrals

3

(A) (B) (C)

(F)(E)(D)

FIG. 1. Integral topologies relevant for F (1)
i,box. The thick lines

represent massive top quark propagators, while the internal
thin lines represent massless gluon propagators. All external
lines are massless after performing the small-mass expansion.

in-house routines and the program package handyG [43].
The remaining iterated integrals are expressed as one-fold
integrals over GPLs of transcendental weight 2.

Topology F involves elliptic Feynman integrals and is
more complicated. We have constructed a basis of the
master integrals such that the ✏0 part of their di↵erential
equations are as simple as possible, where ✏ is the dimen-
sional regulator. The solutions of these di↵erential equa-
tions involve iterated integrals over elliptic integrals of
the first and second kinds, which we perform numerically.
These integrals turn out to be the most time-consuming
part of the numeric evaluation of the amplitudes. It is
possible to speed up the computation using methods of,
e.g., Refs. [44, 45].

NUMERIC RESULTS AND DISCUSSIONS

In this section, we present some numeric results for the
finite part of the two-loop amplitude, i.e., Vfin defined in
Eq. (6), computed using our method. While these results
are not new, our aim is to demonstrate the precision and
e�ciency that can be achieved from the small-mass ex-
pansion. We will compare our results with those com-
puted using sector decomposition in [10–12] (optionally
supplemented by the Padé-improved high-energy expan-
sion [23–26]). For that purpose we choose the same input
parameters as in [26]: the Higgs massmH = 125GeV, the
top quark mass mt = 173GeV, and the renormalization
scale µ =

p
ŝ/2.

Our approach is a mixture of analytic and numeric
methods. Its main advantage lies in the fact that it is
much more e�cient than the purely numeric integration
with sector decomposition, yet provides even better pre-
cision in a major portion of the whole phase space. To
see that, we show Vfin as a function of

p
ŝ and pT in

Fig. 2. In order to generate the surfaces, we plot the re-
sults of Vfin at 6320 phase-space points corresponding to
the grid of [26], and then simply join them without any
interpolation or fitting procedure.

The upper plot in Fig. 2 uses the values of Vfin taken

FIG. 2. The finite part Vfin of the two-loop amplitude as a
function of

p
ŝ and pT . The upper plot uses the results from

the grid file of [26], while the lower one uses our results with
the small-mass expansion up to O(m4

H). See the text for how
the plots are generated.

from the grid file of [26], which were computed using sec-
tor decomposition. It can be seen that the surface has a
lot of spikes and is far from smooth. This is due to the un-
certainties of numeric integrations, which are most severe
when

p
ŝ is above the 2mt threshold. The integration

uncertainties can in principle be reduced with more sam-
pling points in the (quasi-)Monte Carlo methods. How-
ever, this requires much more computational resources
which prevents its viability. To cure this spiky behavior,
Ref. [26] has created an interpolation code which applies
a Clough-Tocher interpolator resulting in a smooth dis-
tribution. This, however, does not reduce the intrinsic
uncertainties of the results.
The lower plot in Fig. 2, on the other hand, uses our

results of Vfin computed with the small-mass expansion
up to O(m4

H
). One can see that the double distribution is

rather smooth in the whole phase-space region probed by
the 6320 points. We emphasize again that the surface is
generated without any interpolation or fitting procedure.
This demonstrates the high precision and stability of our
method, which is crucial for practical phenomenological
applications. Due to the high e�ciency of our method, it
is straightforward to generate more phase-space points on
a modern laptop computer. This helps to better describe
the shape of the double distribution, which can then be
easily integrated over without worrying too much about
the interpolation.
The 3-D plots in Fig. 2 only give a qualitative impres-

sion of the two approaches. To make a more quantitative
comparison, in Fig. 3, we present Vfin as a function ofp
ŝ with fixed values of pT . The black curves are ob-

tained from our results with the small-mass expansion

method of small-mass expansion performance comparison to direct 
numerical evaluation

❖ traditional method from direct numerical evaluation are 
inefficient for realistic phenomenology application which 
requires integrations over full phase space 

❖ small-mass expansion proved to be fast, smooth, and 
sufficient accurate through entire phase space 

Higgs associated production at two-loops

small-mass expansion
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✦ HL-LHC aims at measurements of Higgs couplings at a few percent level, requiring similar precision on 
predictions of cross sections; two-loop calculations involves multi-mass scales are challenging  

ZH invariant mass distribution

5

µr = µf �
gg

LO
�
gg

NLO
�
no gg

pp!ZH
�pp!ZH �

gg,mt!1
NLO

�
mt!1
pp!ZH

MZH/3 73.56(7) 129.4(3) 784.0(7) 913.4(7) 133.6(6) 917.6(9)

MZH 51.03(5) 101.7(2) 781.1(7) 882.9(7) 106.0(4) 887.2(8)

3MZH 36.62(4) 80.4(2) 780.7(8) 861.1(8) 84.0(3) 864.8(9)

TABLE II. The total cross sections for pp ! ZH and its subprocess gg ! ZH at the 13 TeV LHC. �no gg

pp!ZH
is the cross

section without the gg ! ZH subprocess, obtained using the program package vh@nnlo [5–10, 16, 18, 47–49]. �
gg

LO
and �

gg

NLO

are the LO and NLO cross sections for gg ! ZH, in which the NLO contribution is one of the main new results of this Letter.
�pp!ZH = �

no gg

pp!ZH
+ �

gg

NLO
represents the state-of-the-art fixed-order predictions for this process. In the last two columns, we

show in comparison the results in the heavy top limit given by vh@nnlo.
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FIG. 3. The LO and NLO di↵erential cross sections in the
gg ! ZH channel with respect to the ZH invariant mass in
the range 200 GeV 6 MZH 6 800 GeV at the 13 TeV LHC.
The lower panel shows the ratios to the LO central values.

scale for the vertical axis to access the distributions in
the broad range 200 GeV 6 MZH 6 2500 GeV, while
the lower plot shows the ratios to the central values of
the LO di↵erential cross sections. It is clear that the
sizes of the corrections are kinematics-dependent, and it
is not su�cient to use a uniform K-factor to rescale the
LO di↵erential cross sections. The NLO corrections are
rather large across the whole range, especially around the
peak and to the far tail. The significant corrections in the
tail region have important implications for new physics
searches, since new phenomena are usually most evident
in the high energy regime. The boosted region is also rel-
evant when using jet substructure techniques to measure
the hadronic decays of the Higgs boson [50].

The corrections in the peak region, on the other hand,
are the most important to the total cross section. To see
the peak region more clearly, we show the MZH distribu-
tions in a narrower range in Fig. 3, with a linear vertical
axis. It can be seen that the total cross section receive its
most contributions from regions around the 2mt thresh-
old, where the NLO corrections are significant. The ratio
plot also shows a small kink at the 2mt threshold, which

comes from the Coulomb-type enhancement in that re-
gion entering at NLO.
Finally, we envision a possible future high-energy up-

grade of the LHC (HE-LHC) operating at a center-of-
mass energy of 27 TeV. In Table III we list the results
for the total cross section at 27 TeV. Again, the NLO
corrections are significant, with the top quark mass ef-
fect slightly larger than that in the 13 TeV case. The
di↵erential cross sections can also be easily computed,
which we leave for future investigations.

CONCLUSION

In this Letter, we present for the first time a calcula-
tion of the complete NLO corrections to the gg ! ZH

process. We use the method of small mass expansion
to tackle the most challenging two-loop virtual ampli-
tude, in which the top quark mass dependence is retained
throughout the calculations. We compare our results
of the two-loop amplitude with the purely numeric re-
sults from pySecDec. We find that at phase-space points
where the pySecDec is precision enough, the relative de-
viations of our results are much smaller than 0.1%. We
have also demonstrated the excellent convergence of the
small mass expansion in the entire phase space, which
makes us confident that the expansion up to O(m4) is
su�cient for phenomenological applications.
We employ the dipole subtraction method to combine

the virtual corrections with the real radiation contribu-
tions, and find that the IR divergences all cancel out.
This allows us to give numeric predictions for the total
and di↵erential cross sections at the NLO. We add the
contributions from the qq̄ channel to obtain the state-of-
the-art fixed order predictions for the total cross sections,
which amount to �pp!ZH = 882.9+3.5%

�2.5% fb at the 13 TeV

LHC, and �pp!ZH = 2.555+4.0%
�2.7% pb at the 27 TeV HE-

LHC. We further present our results for a representative
di↵erential cross section: the invariant mass distribution
of the Z boson and the Higgs boson. We demonstrate
that our method can provide reliable predictions for the
di↵erential cross sections from the low energy region all
the way up to the highly-boosted regime. Our results
are necessary ingredients towards reducing the theoret-

❖ gluon fusion contributes to 20% of the total ZH 
production at LHC 13 TeV 

❖ A first phenomenological study on gg->ZH at 
two-loops (NLO) in QCD 

cross sections at LHC 13 TeV 6

µr = µf �
gg

LO
�
gg

NLO
�
no gg

pp!ZH
�pp!ZH �

gg,mt!1
NLO

�
mt!1
pp!ZH

mZH/3 310.5(3) 551(1) 2106(2) 2658(2) 568(3) 2675(3)

mZH 233.7(2) 451(1) 2104(2) 2555(2) 476(2) 2579(3)

3mZH 179.0(2) 373(1) 2113(2) 2485(2) 396(2) 2509(3)

TABLE III. Results for the 27 TeV HE-LHC similar to Table II.

ical uncertainties of the pp ! ZH cross sections down
to the percent-level, and provide important theoretical
inputs for future precision experimental programs at the
LHC and the HL-LHC. The results for other phenomeno-
logically interesting distributions at the 13 TeV LHC, and
the distributions at the 14 TeV LHC/HL-LHC and the
27 TeV HE-LHC will be presented in a forthcoming ar-
ticle.
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µr = µf �
gg

LO
�
gg

NLO
�
no gg

pp!ZH
�pp!ZH �

gg,mt!1
NLO

�
mt!1
pp!ZH

MZH/3 73.56(7) 129.4(3) 784.0(7) 913.4(7) 133.6(6) 917.6(9)

MZH 51.03(5) 101.7(2) 781.1(7) 882.9(7) 106.0(4) 887.2(8)

3MZH 36.62(4) 80.4(2) 780.7(8) 861.1(8) 84.0(3) 864.8(9)

TABLE II. The total cross sections for pp ! ZH and its subprocess gg ! ZH at the 13 TeV LHC. �no gg

pp!ZH
is the cross

section without the gg ! ZH subprocess, obtained using the program package vh@nnlo [5–10, 16, 18, 47–49]. �
gg

LO
and �

gg

NLO

are the LO and NLO cross sections for gg ! ZH, in which the NLO contribution is one of the main new results of this Letter.
�pp!ZH = �

no gg

pp!ZH
+ �

gg

NLO
represents the state-of-the-art fixed-order predictions for this process. In the last two columns, we

show in comparison the results in the heavy top limit given by vh@nnlo.
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FIG. 3. The LO and NLO di↵erential cross sections in the
gg ! ZH channel with respect to the ZH invariant mass in
the range 200 GeV 6 MZH 6 800 GeV at the 13 TeV LHC.
The lower panel shows the ratios to the LO central values.

scale for the vertical axis to access the distributions in
the broad range 200 GeV 6 MZH 6 2500 GeV, while
the lower plot shows the ratios to the central values of
the LO di↵erential cross sections. It is clear that the
sizes of the corrections are kinematics-dependent, and it
is not su�cient to use a uniform K-factor to rescale the
LO di↵erential cross sections. The NLO corrections are
rather large across the whole range, especially around the
peak and to the far tail. The significant corrections in the
tail region have important implications for new physics
searches, since new phenomena are usually most evident
in the high energy regime. The boosted region is also rel-
evant when using jet substructure techniques to measure
the hadronic decays of the Higgs boson [50].

The corrections in the peak region, on the other hand,
are the most important to the total cross section. To see
the peak region more clearly, we show the MZH distribu-
tions in a narrower range in Fig. 3, with a linear vertical
axis. It can be seen that the total cross section receive its
most contributions from regions around the 2mt thresh-
old, where the NLO corrections are significant. The ratio
plot also shows a small kink at the 2mt threshold, which

comes from the Coulomb-type enhancement in that re-
gion entering at NLO.
Finally, we envision a possible future high-energy up-

grade of the LHC (HE-LHC) operating at a center-of-
mass energy of 27 TeV. In Table III we list the results
for the total cross section at 27 TeV. Again, the NLO
corrections are significant, with the top quark mass ef-
fect slightly larger than that in the 13 TeV case. The
di↵erential cross sections can also be easily computed,
which we leave for future investigations.

CONCLUSION

In this Letter, we present for the first time a calcula-
tion of the complete NLO corrections to the gg ! ZH

process. We use the method of small mass expansion
to tackle the most challenging two-loop virtual ampli-
tude, in which the top quark mass dependence is retained
throughout the calculations. We compare our results
of the two-loop amplitude with the purely numeric re-
sults from pySecDec. We find that at phase-space points
where the pySecDec is precision enough, the relative de-
viations of our results are much smaller than 0.1%. We
have also demonstrated the excellent convergence of the
small mass expansion in the entire phase space, which
makes us confident that the expansion up to O(m4) is
su�cient for phenomenological applications.
We employ the dipole subtraction method to combine

the virtual corrections with the real radiation contribu-
tions, and find that the IR divergences all cancel out.
This allows us to give numeric predictions for the total
and di↵erential cross sections at the NLO. We add the
contributions from the qq̄ channel to obtain the state-of-
the-art fixed order predictions for the total cross sections,
which amount to �pp!ZH = 882.9+3.5%

�2.5% fb at the 13 TeV

LHC, and �pp!ZH = 2.555+4.0%
�2.7% pb at the 27 TeV HE-

LHC. We further present our results for a representative
di↵erential cross section: the invariant mass distribution
of the Z boson and the Higgs boson. We demonstrate
that our method can provide reliable predictions for the
di↵erential cross sections from the low energy region all
the way up to the highly-boosted regime. Our results
are necessary ingredients towards reducing the theoret-

cross sections at HE-LHC 27 TeV

[Wang, Xu, Xu, Yang, 2021]

❖ in total cross sections, residual scale variations are ~3%, 
dominated by gluon fusion; top-quark mass effects are 
relevant, at the level of ~1%



✦ Higgs boson pair production probe the Higgs trilinear coupling and dynamics of EW phase transition; and 
theoretically has been calculated fully differentially to N3LO in QCD in the heavy top-quark limit 
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Figure 11. The �hhh dependencies of the total inclusive cross sections for the Higgs boson pair
production in proton-proton collisions with

p
s = 13, 14, 27, 100 TeV. The bands represent the scale

uncertainties. The red, green, brown and blue bands correspond to the LO, NLO, NNLO and N3LO
predictions, respectively. The bottom panel shows the ratios to the N3LO distribution.

2.4.4 Other differential distributions

In order to carry out N3LO calculations for other differential distribution, we have to take
some approximations, because the fully-differential N3LO corrections to single Higgs pro-
duction are still unknown. Therefore, at the moment, we have to approximate the N3LO
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order counting in pQCD for HH cross sections vs. self-coupling

orders of class-a, -b and -c are O(↵2
s), O(↵3

s) and O(↵4
s) respectively, which means that they

contribute to LO, NLO and NNLO parts of the Higgs boson pair cross section. For the
purpose of N3LO calculations in the present paper, we need to calculate N3LO, NNLO and
NLO corrections to the class-a, -b and -c part, respectively.
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Figure 2. Representative Born cut-diagrams for the Higgs boson pair production in the effective
theory. The cross section can be classified by the number of effective vertices between the two Higgs
bosons and gluons.

LO NLO NNLO N3LO
total O(↵2

s) O(↵3
s) O(↵4

s) O(↵5
s)

class-a O(↵2
s) O(↵3

s) O(↵4
s) O(↵5

s)

class-b 0 O(↵3
s) O(↵4

s) O(↵5
s)

class-c 0 0 O(↵4
s) O(↵5

s)

Table 1. The perturbative orders in ↵s for different classes at the amplitude squared level. We
call the O(↵3

s) contribution in class-b as the LO in this class though it is an NLO correction to the
cross section of Higgs pair production. The same rule applies to the class-c part.

2.3 Methodology and validation

2.3.1 The class-a part

We have two approaches to compute NNLO (i.e. up to O(↵4
s)) cross section in the class-a

part. The first one is that we can perform a fully-differential NNLO calculation based on
the qT -subtraction method, which was originally proposed in ref. [70]. 1 In this paper, we
will use the qT -subtraction method in the framework of the soft-collinear effective theory
(SCET) [92–96]. In this approach, the class-a (differential) cross section can be further
divided into

d�a
hh = d�a

hh

���
phhT <pvetoT

+ d�a
hh

���
phhT >pvetoT

, (2.8)

where phhT is the transverse momentum of the Higgs pair system, i.e. qT = phhT . The first
(second) term on the right-hand side of eq.(2.8) is imposed the kinematic cut phhT < pvetoT

(phhT > pvetoT ).
The first piece d�a

hh

���
phhT <pvetoT

is computed with the aid of the transverse-momentum

resummation formalism in SCET. The cross section of this part is factorised as a convolution
1With qT -subtraction method, tremendous works have been done at the NNLO accuracy [46, 70–88].

Through solving the renormalisation equations up to N3LO, the small qT cross section has also been studied
at N3LO for certain processes [89–91] with constant terms missing at three loops in the collinear sector.
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[Chen, Li, Shao, Wang, 2019]

❖ a state of art calculation for the holy grail process due to 
several theoretical advances 

❖ N3LO corrections enhance the cross sections by 3%, and 
importantly reduce the scale variations to a level of 2%, 
sufficient for HL-LHC or future pp machines



✦ Drell-Yan lepton pair production via virtual photon is the standard candle process at the LHC for testing of  
QCD; and theoretically has been calculated fully differentially to N3LO in QCD  

Drell-Yan production at N3LO

12

qT subtraction at N3LO

distribution in rapidity of lepton pair

[Chen, Gehrmann, Glover, Huss, Yang, Zhu, 2021]

❖ due to various theoretical advances from SCET  

❖ N3LO corrections reduce the cross section/rapidity 
distribution by 2%  

❖ previous N2LO corrections are small due to accidental 
cancellations, also the scale variations there largely 
underestimate the true perturbative uncertainty

4

FIG. 2: Inclusive N3LO QCD corrections to total
cross section for Drell-Yan production through a vir-
tual photon. In the bottom panel we plot the ratio to

the analytic calculation in [14].

therefore it is important to choose a su�ciently small qcutT
to suppress such power corrections.

Fig. 2 demonstrates the SCET+NNLOJET predictions
being independent on q

cut
T for values below 1 GeV. In

fact, for all partonic channels except qg, the cross section
predictions become flat and therefore reliable already at
q
cut
T ⇠ 5 GeV. It is only the qg channel that requires a
much smaller q

cut
T , indicating more sizeable power cor-

rections than in other channels. A more detailed under-
standing of this feature could become useful when apply-
ing qT -subtraction to more complicated final states.

Also shown in the upper panel of Fig. 2 in dashed
lines are the inclusive predictions from [14], decomposed
into di↵erent partonic channels. We observe an excellent
agreement at small-qT region with a detailed compari-
son given in Tab. I. This agreement provides a fully in-
dependent confirmation of the analytic calculation [14],
and lends strong support to the correctness for our qT -
subtraction-based calculation. In the bottom panel of
Fig. 2, we plot the ratio between di↵erent partonic chan-
nels to the total inclusive N3LO corrections. We ob-
serve large cancellation between qg channel (blue) and
qq̄ channel (orange). While the inclusive N3LO correc-
tion is about �8 fb, the qg channel alone can be as large
as �15.3 fb. Similar cancellations between qg and qq̄

channel can already be observed at NLO and NNLO.
The numerical smallness of the NNLO corrections (and
of its associated scale uncertainty) is due to these cancel-
lations, which may potentially lead to an underestimate
of theory uncertainties at NNLO.

In Fig. 3 we show for the first time the N3LO pre-
dictions for the Drell-Yan di-lepton rapidity distribution,
which constitutes the main new result of this letter. Pre-

Fixed Order �pp!�⇤(fb)

LO 339.62+34.06
�37.48

NLO 391.25+10.84
�16.62

NNLO 390.09+3.06
�4.11

N3LO 382.08+2.64
�3.09 from [14]

N3LO only qT -subtraction Results from [14]

qg �15.32(32) �15.29

qq̄ + qQ̄ +5.08(11) +4.97

gg +2.17(6) +2.12

qq + qQ +0.09(13) +0.17

Total �7.98(36) �8.03

TABLE I: Inclusive cross sections with up to N3LO
QCD corrections to Drell-Yan production through
a virtual photon. N3LO results are from the qT -
subtraction method (qcutT = 0.63 GeV) and from the
analytic calculation in [14]. Cross sections at central
scale of Q = 100 GeV are presented together with
7-point scale variation. Numerical integration errors

from qT -subtraction are indicated in brackets.

FIG. 3: Di-lepton rapidity distribution from LO to
N3LO. The colored bands represent theory uncer-
tainties from scale variations. The bottom panel is
the ratio of the N3LO prediction to NNLO, with dif-

ferent cuto↵ q
cut
T .

dictions of increasing perturbative orders up to N3LO
are displayed. We estimate the theory uncertainty band
on our predictions by independently varying µR and µF

around 100 GeV with factors of 1/2 and 2 while elimi-
nating the two extreme combinations (7-point scale vari-
ation). With large QCD corrections from LO to NLO,
the NNLO corrections are only modest and come with
scale uncertainties that are significantly reduced [5, 7, 8].
However, as has been observed for the total cross sec-
tion, the smallness of NNLO corrections is due to cancel-

2

duction from b quark annihilation [26], vector boson fu-
sion Higgs production [27], di-Higgs production [28], in-
clusive deep inelastic scattering [29] and jet production
in deep-inelastic scattering [30, 31].

In this letter we focus on the Drell-Yan production
through a virtual photon, for which all relevant matrix
elements have been available for some time [32–39]. Af-
ter subtraction of universal initial-state collinear singu-
larities, perturbative predictions for infrared safe observ-
ables are finite due to the Kinoshita-Lee-Nauenberg the-
orem [40, 41]. The challenge is that all individual sub-
processes with di↵erent multiplicities are separately in-
frared divergent. In particular the infrared divergences in
sub-processes with real radiations reside in phase space
integrals, which makes them di�cult to handle. An im-
portant part of the NLO and NNLO revolution in the
past decades has been the development of convenient and
e�cient algorithms for handling these infrared singular-
ities from real emissions. Two among these methods
(Projection-to-Born [42] and qT -subtraction [43]) have
been extended to be applied in specifc N3LO calcula-
tions [21, 25, 31].

The qT -subtraction method [11, 12, 43, 44] was ini-
tially developed for processes with color-less final states.
The key idea is that the most singular phase space con-
figurations are associated with the small qT region of
the color-less system, and can be isolated by an artifi-
cial qT cut. The extension of the qT -subtraction method
to N3LO has been outlined for gluon-induced [25] and
quark-induced processes [45]. For Drell-Yan production
at N3LO, the double di↵erential cross section in di-lepton
invariant mass squared Q

2 and di-lepton rapidity y is di-
vided into the unresolved (resolved) part, in which qT is
bounded by q

cut
T from above (below),

d
2
��⇤

dQ2dy
=

Z qcut
T

0
d
2qT

d
4
��⇤

d2qT dQ
2dy

+

Z

qcut
T

d
2qT

d
4
��⇤

d2qT dQ
2dy

.

(1)
The resolved contribution can be regarded as Drell-Yan
plus jet production, therefore requiring infrared subtrac-
tion only to NNLO. The genuine N3LO infrared singu-
larities cancel within the unresolved contribution. While
the singularities themselves are canceled, they give rise
to large logarithms, lnm q

cut
T /Q, both in the resolved and

the unresolved contribution. Cancellation of these large
logarithms occurs when resolved and unresolved contri-
butions are combined.

A major advantage of qT -subtraction is that the struc-
ture of perturbation theory in the unresolved region is
well understood from the development of qT resumma-
tion [46–49]. This allows to write the unresolved contri-
butions in a factorised form to all orders in perturbation
theory, in terms of a hard function H, beam functions B

for the incoming particle beams, and a soft function S:

d
4
��⇤

d2qT dQ
2dy

=
X

i

�
Born
i

E
2
CM

Z
d
2b

(2⇡)2
eiqT ·b

⇥Bi/A(xA, b)Bı̄/B(xB , b)S(b)H(Q2)

+ (i $ ı̄) +O(q0T ) . (2)

where �
Born
i = 4⇡Q2

i↵
2
em/(3NcQ

2), Qi is the electric
charge, ↵em is the fine structure constant of QED, ECM is
the center of mass energy. The momentum fractions are
fixed by the final-state kinematics as xA =

p
⌧e

y, xB =
p
⌧e

�y, with ⌧ = (Q2 + q
2
T )/E

2
CM. In contrast to the

leading-power terms [50–52], the power correctionsO(q0T )
are far less well understood but their contribution can
be suppressed by choosing a su�ciently small qcutT value.
The factorisation structure in Eq. (2) is most transparent
in Soft-Collinear E↵ective Theory (SCET) [53–57], which
also provides a convenient framework for the calculation
of the unresolved contribution beyond NNLO.
The hard function H is simply the electromagnetic

quark form factor. The beam function Bi/A(xA, b) en-
codes initial-state collinear radiation. For a high en-
ergy hadron A moving in the light-cone direction n

µ =
(1, 0, 0, 1) with four momentum P

µ
A, the beam function

can be written in light-cone gauge and coordinates as

Bi/A(x, b) =

Z
db

�

4⇡
eixb

� P+
A
2 hA| i(0, b

�
, b)

�
+

2
 i(0)|Ai .

(3)
This beam function is a priori a non-perturbative ma-
trix element, which can be expressed in terms of per-
turbatively calculable Wilson coe�cients Ii/j and parton
distribution functions fj/A using a light-cone operator
product expansion:

Bi/A(x, b) =
X

j

Z 1

x

d⇠

⇠
Ii/j(⇠, b)fj/A(x/⇠) . (4)

The soft function describes multiple soft gluon radiation
with a constraint on the total qT . It is given by the
vacuum matrix element

S(b) =
tr

Nc
h⌦|T{Y †

n̄Yn(0, 0, b)}T{Y
†
nYn̄(0)}|⌦i , (5)

where Yn(x) = P exp(ig
R 0
�1 dsA(x + sn)) is a path-

ordered semi-infinite light-like Wilson line.
For N3LO accuracy, we need the third order correc-

tions to the perturbative beam function Ii/j(x, b), soft
function and hard function. The hard function has been
known to three loops for some time [58–60]. The calcu-
lation of the beam and soft function is less straightfor-
ward, due to the presence of rapidity divergences [61],
which only disappear in physical cross sections. Various
approaches for rapidity regularization have been adopted
in the literature to obtain the beam and soft function at



Top pair production at NLP
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✦ Being abundantly produced at LHC via strong interactions, top-quark pair is the key process for searches 
of new physics, test of SM; QCD Coulomb corrections at threshold calculated to next-to-leading power 
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Figure 9. Top-quark-mass dependence of the absolute (left) and normalized (right) Mtt̄ di↵erential
cross sections in the threshold region. Only central values of the NLO and NLO+NLP results are
shown here. The NNLO and NNLO+NLP predictions at mt = 172.5 GeV are given for reference.

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.4 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

and NNLO+NLP results are rather close to each other, we expect a similar shift in the

outcome of the fit if one uses the NNLO+NLP result as the theoretical input. We have

also check that similar conclusions can be draw if the first bin is chosen as [300, 400] GeV.

Therefore, we see that the impact of the resummation e↵ects on the top mass fit is rather

4This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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represent the corrections induced by resummation upon the NLO and NNLO results.
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the CMS data in the di-lepton channel [39]. Fixed-order results are shown for comparison. The left
plot shows the first bin Mtt̄ 2 [300, 380] GeV, while the right plot shows the full Mtt̄ range.

o↵ beyond 380 GeV. From Fig. 5, it should be clear that the results are insensitive to the

the exact switch-o↵ point, as long as it is larger than ⇠ 360 GeV.

We are now ready to present the matched results combining the resummation and

fixed-order calculations, namely, the NLO+NLP and NNLO+NLP predictions. We show

the results for the absolute di↵erential cross sections in Fig. 6, where the NLO and NNLO

results are also given for comparison. The uncertainties estimated from scale variations

are shown as the vertical bars. At central scales µr = µf = HT /4, resummation e↵ects

increase the cross section in the first bin by 13% with respect to NLO, and by 9% with

respect to NNLO. It should be noted that the uncertainty bar of the NNLO result does not

overlap with that of the NNLO+NLP one. This shows that scale variations alone cannot

faithfully account for the uncertainties of fixed-order calculations in this situation, due to
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predictions at top pair threshold vs. CMS top quark mass dependence 

❖ QCD Coulomb corrections have been resummed to all-
orders at NLP accuracy leading to better description of 
cross section close to threshold

❖ the new predictions resolve the tensions between 
different top-quark mass measurements

[Ju, Wang, Wand, Xu, Xu, Yang, 2020]



Single top production at NNLO
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✦ Single top-quark production probes directly charged-current coupling of top quark, setting constraints on 
various new physics extensions; production with subsequent top decays calculated to full NNLO

2

+ higher orders, (1)

where µ is the factorization scale and ↵s(µ) is the strong
coupling constant; mt andmb are masses of the top quark
and bottom quark respectively. Coe�cients ai, ci, and di

are independent of the bottom quark mass. Calculations
in the 4FS are performed order by order in ↵s and include
exact bottom quark mass dependence like power correc-
tion term d1 in Eq.(1) which is otherwise neglected in
5FS. We include only the leading power correction term
for the purpose of this illustration. On another hand,
calculations in the 5FS resum potential large logarithms
of bottom quark mass due to gluon splitting into bottom
quarks in the initial state through all orders in ↵s, as
in terms associated with ai. The NLO and NNLO pre-
dictions have a resummation accuracy of next-to-leading
and next-to-next-to-leading logarithms.

We focus on results for top quark production at 13
TeV though results are similar for either top anti-quark
or top quark production at 8 TeV. We use CT14 NNLO
PDFs [53] of corresponding flavor numbers throughout
the comparison and a bottom quark mass of 4.75 GeV
and a top quark mass of 172.5 GeV accordingly. We set
the QCD renormalization scale and factorization scale
to be the same, unless otherwise specified, and choose
di↵erent values in the comparisons.

In Fig. 1 we plot the total inclusive cross sections for
single top-quark production at 13 TeV as functions of
QCD scales. In 5FS the choice of QCD scale µ5F deter-
mines size of the quasi-collinear logarithms that are re-
summed through the bottom quark parton distribution.
Resummation leads to fast convergence of the cross sec-
tions and stability against scale choice at higher orders in
5FS. For instance the NNLO cross section varies between
134.3 pb to 136.4 pb for the range of scales considered.
On another hand, predictions in 4FS exhibits larger scale
dependence owing to missing higher order contributions,
e.g., with a variation between 112.1 pb to 132.6 pb at
NLO. We note a fair comparison of predictions from the
two schemes should be NNLO(NLO) in 5FS to NLO(LO)
in 4FS since contributions from gluon splitting at large
angles are only included starting from NLO in 5FS. Pre-
dictions of the two schemes do approach each other at
high orders as resummed contributions from even higher
orders diminish. From Fig. 1 we conclude a preferable
scale choice for the 5FS of either µ5F = mt/4 or mt/2
where the NNLO corrections are small and meanwhile
the series show a good convergence, similar to the case of
top quark pair production [54]. Indeed a lower value of
the QCD scale in 5FS was suggested in Ref. [10] which
shows those quasi-collinear logarithms to be resummed
are accompanied by a universal suppression from phase
space integration. Unlike the case of 5FS we cannot find
a strong motivation for an optimal scale choice in 4FS
though a lower value leads to better agreement with 5FS
on the total cross sections. We use a nominal scale of

µ4F = mt in the following comparisons.
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FIG. 1. Inclusive cross sections for single top-quark pro-
duction at the LHC at 13 TeV at various orders in QCD,
as functions of the renormalization and factorization scale in
both 5FS and 4FS.

Kinematic distributions. Comparison of the predic-
tions of the two schemes for various kinematic distri-
butions of the top quark can be enlightening, in part
since there have been recommendations in the literature
that the 4FS provides better modeling at the exclusive
level [10]. We examine first the transverse momentum of
the top quark at 13 TeV. In Fig. 2 (a) we show normal-
ized cross sections at various orders with nominal scale
choices for both schemes, i.e. µ5F = mt/4 and µ4F = mt.
In the 5FS the LO prediction (not shown in the figure)
tends to have soft spectrum for the transverse momen-
tum of the top quark. Gluon splitting at large angles can
boost the top quark in the transverse direction. Those
contributions are included at LO in the 4FS but only
starting at NLO in the 5FS. In the 5FS, we see only a
modest change in shape and normalization of the distri-
bution in going from NLO to NNLO. In Fig. 2 (b) and (c)
we show results for the 5FS and 4FS respectively. The ra-
tio is shown of NNLO absolute cross section to the NLO
predictions in Fig. 2 (b) for di↵erent choices of the scale
µ5F . In Fig. 2 (c), the ratio is presented of the NLO and
LO absolute cross sections, for various choices of µ4F .
We again find that µ5F = mt/4 or mt/2 are the optimal
choices that provide fastest convergence in general for the
transverse momentum distribution. Larger scales lead to
enhancement of the quasi-collinear contributions thus a
softer spectrum at NLO until they are replaced by the full
NNLO corrections and vice versa. An alternative choice
could be a dynamic scale of µ5F = HT /4 with the trans-

cross sections vs. QCD scale

Figure 7: Predictions on the average transverse momentum of the charged lepton in the

signal process as a function of the top-quark mass (band along diagonal direction) and the

projected measurement on the same quantity with only statistical errors (horizontal bands).

Extracted top-quark mass with various uncertainties are indicated by vertical lines.

a factor of two in the optimistic case. The results are shown in Fig. 8 with the horizontal bands

representing uncertainty of hpT iS as propagated from systematic errors of backgrounds. The

uncertainty on measured top-quark mass is 0.8 and 0.4 GeV for the two scenarios respectively

as shown by vertical lines in Fig. 8, comparing to the theoretical uncertainty shown earlier.

Thus we expect the full error budget of the extracted top-quark mass consists of a theoretical

uncertainty of about 1 GeV from signal modeling, a systematic uncertainty of 0.4 GeV due

to background modeling, and a much smaller statistical uncertainty.

7 Summary

In summary we have studied the determination of the top-quark mass using leptonic ob-

servables in t-channel single top-quark production at the LHC. Extraction of the top-quark

mass from single top-quark production benefits from the fact that systematic uncertainties

are partially uncorrelated to those in top-quark pair production on both experimental and

theory sides. We demonstrate sensitivity of the average transverse momentum of the charged

lepton to the top-quark mass. Leptonic observables are generally believed to be less a↵ected

by various non-perturbative QCD e↵ects and the jet energy scale uncertainties. We identify

an appropriate signal region for such a measurement at the LHC with enhanced signal to

background ratio as well as stable theory predictions.
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averaged lepton pT vs. top mass

❖ scale variations reduced to ~1%; demonstrate the 
better stability of 5FS comparing to 4FS

❖ single top production can provide independent and 
complementary determination on top quark mass  

❖ NNLO calculation gives precise modeling on decayed 
leptonic kinematics, thus a top mass precision of ~1GeV

[Gao, Yuan, JG, Berger, 2020]



Progress on global analysis of PDFs

15

✦ Major updates of PDFs at NNLO from the three groups in the past years, CT18, MMHT20, NNPDF3.1; 
LHC data now plays important role, especially precision W/Z, jet, and top-quark pair data  

depend on numerous systematic factors in the experimental
data. Scrupulous examination of the systematic effects was
essential for trustworthy estimates of PDF uncertainties,
and the scope of numerical computations also needed to be
expanded.

2. Combined HERA I+ II DIS data and the
xB-dependent factorization scale

Even in the LHC era, DIS data from the ep collider
HERA provide the dominant constraints on the CT18
PDFs. This dominance is revealed by independently
applying the EPUMP, PDFSENSE, and Lagrange multiplier
methods. CT18 implements the final (“combined”) dataset
from DIS at HERA run-I and run-II [30], which supersedes
the HERA run-I only dataset [31] used in CT14 [1]. A
transitional PDF set, CT14HERAII, was released based on
fitting the final HERA data [32]. We found fair overall
agreement of the HERA Iþ II data with both CT14 and
CT14HERAII PDFs, and that both PDF ensembles describe
equally well the non-HERA data included in our global
analysis. At the same time, we observed some disagreement

(“statistical tension”) between the eþp and e−p DIS cross
sections of the HERA Iþ II dataset. We determined that, at
the moment, no plausible explanation could be provided to
describe the full pattern of these tensions, as they are
distributed across the whole accessible range of Bjorken x
and lepton-proton momentum transfer Q at HERA.
Extending these studies using the CT18 fit, we have
investigated the impact of the choice of QCD scales on
inclusive DIS data in the small-xB region, as will be
explained later in Sec. II C.
We find that the quality of fit to HERA data is improved

by about 50 units by evaluating the NNLO theoretical cross
sections in DIS with a special factorization scale, μF;x, that
depends on Bjorken xB (not the momentum fraction x) and
is introduced in Sec. II C. Figure 3 (left) shows the changes
in the candidate CT18 PDFs obtained by fitting the DIS
datasets with the factorization scale μF;x, as compared to
the CT18 PDFs with the nominal scale μF ¼ Q. With the
scale μF;x, we observe reduced u and d (anti)quark PDFs
and increased gluon and strangeness PDFs at x < 10−2,
as compared to the nominal CT18 fit, with some compen-
sating changes occurring in the same PDFs in the

FIG. 1. The CT18 dataset, represented in a space of partonic ðx;QÞ, based on Born-level kinematical matchings, ðx;QÞ ¼ ðxB; QÞ, in
DIS, etc. The matching conventions used here are described in Ref. [20]. Also shown are the ATLAS 7 TeVW=Z production data (Exp.
ID ¼ 248), labeled ATL7WZ’12, fitted in CT18Z.

TIE-JIUN HOU et al. PHYS. REV. D 103, 014013 (2021)

014013-4

[CT18 PDFs, Hou, JG+, 2019]

❖ 11 LHC data sets out of 39 total, ~800 data 
points out of ~3700 total, for CT18 PDF fits  
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FIG. 18: Same as Fig. 16, comparing the CT18, MMHT’2014, and NNPDF3.1 NNLO parton luminosities with
↵s(MZ) = 0.118.

gluon-gluon luminosity vs. resonance mass

❖ PDF turns to be the dominant source of theoretical 
uncertainty in many cases at LHC 

❖ smaller uncertainty from a single group may not be the truth; 
a benchmarking effort is ongoing towards a PDF4LHC21 
combination similar to previous PDF4LHC15 PDF sets

LHC & Tevatron

HERA & fixed-target
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NNLO results. We use the lattice data for the MMS-
renormalized quasi-PDF from Ref. [1]. As an example,
in Fig. 2, we give the results of iso-vector quark distri-
bution fu�d(x) extracted from the lattice data of [1] at
NLO and NNLO, respectively. In the numeric calcu-
lations, we choose µ = 2GeV and pz = 2.3GeV. One
can see from Fig. 2 that the NNLO correction is im-
portant to improve the NLO behavior and the extracted
distribution at large x region agrees better with the phe-
nomenology fit from the NNPDF3.1 set [2]. An oscilla-
tory behavior appears because the cut-o↵ method is used
and we truncate the lattice data at z = 10a in coordinate
space [1, 46, 47]. The NNLO corrections can soften the
oscillatory behavior. We plan to have a more detailed
comparison of di↵erent schemes and a detailed analysis
of theoretical uncertainties in a future publication.
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(x
)

NNPDF3 .1

NLO Matching
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PDFs

FIG. 2: Results for the lightcone PDFs fu�d(x) at µ = 2GeV
using the lattice data in MMS renormalization scheme [1].
The result from the NNPDF3.1 global fit [2] is also shown as
a comparison. An oscillatory behavior appears at NLO due to
the fact that the lattice data has been truncated at z = 10a
in coordinate space [1, 47].

Conclusions. We have for the first time explored the
flavor-non-singlet quark quasi-PDFs in the large momen-
tum e↵ective theory at two-loop order. With the explicit
full analytic results, we found that all the collinear diver-
gences factorized into the relevant lightcone PDFs. This
has provided a concrete proof of the LaMET factoriza-
tion at the nontrivial two-loop order. The matching coef-
ficient between the quark quasi-PDF and lightcone-PDF
was derived in the MS and RI/MOM subtraction scheme.
As an example, we have also shown in the MMS scheme
that the NNLO corrections improve the previous lattice
result for the iso-vector quark distribution.

We expect that more theoretical developments will fol-
low along the direction of this Letter. In particular, the
procedure and computation techniques can be extended
to all other channels, including flavor singlet quark distri-
bution and gluon distribution functions. This will com-
plete all necessary ingredients for extracting PDFs from
lattice QCD at two-loop order. Our calculation can be

applied to other parton observables, such as the general-
ized parton distributions, transverse momentum depen-
dent distributions and meson distribution amplitudes.
This will provide a solid ground for applying lattice QCD
to nucleon tomography and comparing to the experiment
exploration from the future EIC.
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✦ Development of LaMET leads to realistic simulation of parton distributions at large Bjorken-x region from 
Lattice QCD; exciting progresses towards new theory inputs for hadron colliders 

PDF: light-cone separation;
cannot be calculated on the 
lattice

Quasi-PDF: equal-time 
correlation; directly 
calculable on the lattice

[Ji, 2013]
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We present the next-to-next-to-leading order (NNLO) calculation of quark quasi parton distri-
bution functions (PDFs) in the large momentum e↵ective theory. The nontrivial factorization at
this order is established explicitly and the full analytic matching coe�cients between the quasi dis-
tribution and the lightcone distribution are derived. We demonstrate that the NNLO numerical
contributions can improve the behavior of the extracted PDFs sizably. With the unprecedented
precision study of nucleon tomography at the planned electron-ion collider, high precision Lattice
QCD simulations with our NNLO results implemented will enable to test the QCD theory and more
precise results on the PDFs of nucleons will be obtained.

Introduction. The Feynman parton distribution func-
tions (PDFs) are the most-important cornerstones for ap-
plying quantum chromadynamics (QCD) to high energy
particle and nuclear physics. They provide not only an
important platform to unveil the fundamental structure
of the nucleons, but are also a crucial ingredient to ex-
plore new physics beyond the standard model at hadron
colliders. Decades of extensive studies are made to probe
the PDFs from hard QCD processes [1–4], while a limited
success was achieved from the first principle of QCD, i.e.,
the Lattice QCD, and only a few lowest moments were
obtained [5–9].

Recently the large momentum e↵ective theory
(LaMET) [10, 11], established to calculate various par-
ton distribution functions directly from lattice QCD,
has attracted great attentions from both phenomenol-
ogy and lattice communities. Significant progress has
been made, see, e.g., recent reviews [12, 13] and other
applications [14–16]. In LaMET, a quasi-distribution is
constructed from the lattice calculable matrix element of
hadron state and the relevant light-cone distributions can
be derived through a perturbative matching. This pro-
vides a powerful tool to calculate all parton observables
from the first principle of QCD which can be directly
confronted with the experimental measurements. With
the unprecedented precision study of nucleon tomogra-
phy at the planned electron-ion collider (EIC) [17], high
precision LaMET applications will enable us to test the
QCD theory and deepen our understanding of PDFs of
nucleon.

According to the LaMET factorization, the quasi-PDF

⇤Corresponding author:wei.wang@sjtu.edu.cn
†Corresponding author:rlzhu@njnu.edu.cn

can be expressed in terms of lightcone-PDF,

f̃i/H(y, pz) =

Z
1

�1

dx

|x|

h
Cij

⇣y
x
,
|x|pz

µ

⌘
fj/H(x, µ)

i
, (1)

where f̃i/H and fj/H represent the quasi-PDF and
lightone-PDF, respectively, i, j for the parton flavors
and µ the factorization scale. In the above equation,
x 2 [�1, 1] and y 2 [�1,1] are the light-cone mo-
mentum and ẑ-component momentum fractions of the
hadron carried by the parton j and i, respectively. This
factorization argument is obtained on the basis that the
Infrared (IR) behaviors for the quasi-PDF and lightcone-
PDF are the same in LaMET [10, 11], and the matching
coe�cient Cij is perturbative calculable.
The fixed-order calculation plays an important role in

the development of LaMET. It provides not only the ex-
plicit expression of the matching coe�cients needed for
the lattice computation, but also the detailed instances
showing how the factorization works. All previous analy-
ses are based on one-loop calculations [13]. Very recently,
it started to get into two-loop order, but only the ultravi-
olet (UV) renormalization was discussed in Ref. [18]. In
this Letter, we will carry out, for the first time, the flavor
non-singlet quark distribution in LaMET at two-loop or-
der, including the matching coe�cient and the numeric
improvement to extract the lightcone-PDF from Lattice
QCD.
We emphasize two important features of our study

below. First, we will demonstrate the nontrivial fea-
ture of the QCD factorization at the NNLO. Soft di-
vergences will be cancelled out between various contri-
butions, whereas the collinear divergences between the
quasi- and lightcone-PDFs cancel out. This cancellation
requires the fine details of the theory, including ✏-term
and the exact scale dependence in the one-loop match-
ing. Our explicit demonstration provides an important
proof of the factorization argument in LaMET [19–22].
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❖ prove of factorization ensure a perturbative matching of 
the PDF and quasi-PDF due to same IR behavior

❖ the matching kernels have recently been calculated 
to two-loops in QCD 

❖ extracted PDFs from lattice simulation show 
promising trends comparing to those from fit to data  

[Chen, Wang, Zhu, 2020]



Novel observables for jet substructures

17

✦ Renovation of energy-energy correlations (EEC) and its extensions in study of jet substructures; working 
out  fixed-order results analytically at two-loops, and resummed QCD predictions 

6

distribution, as opposed to a single entry from the jet
itself. Therefore weighted cross section type observables
are not by themselves obviously useful for tagging.5 As
jet substructure has transitioned to the precision study
of QCD properties, the same observables originally used
for tagging have continued to be used. However, as we
will argue in this paper, in the context of precision mea-
surements, we should completely reconsider the classes of
observables that are used in the study of jet substructure,
and we will show that energy correlators o↵er a number
of significant advantages.

A. Incorporating Tracks

One of the key advantages of weighted cross sections
that we highlight in this section is that they interface in a
simple manner with tracking information. This should be
intuitive: instead of weighting by the total energy flow-
ing in a particular direction, one must simply change to
weighting by the energy flowing in tracks in that direc-
tion. This modification only requires the knowledge of
a single (measurable) non-perturbative number, the av-
erage energy converted into tracks, see Fig. 4. The goal
of this section is to make this precise using the language
of track functions. The results of this section hold for
generic angles between the energy correlators, and are
not restricted to the collinear limit. The collinear limit
will be considered in more detail in Sec. VI, and here we
will find additional simplifications that arise when con-
sidering resummation with tracks.

In [6, 7] an elegant field theoretic formalism for the
treatment of tracks was developed6 that allows for the
separation of perturbative and non-perturbative physics
through the introduction of a track function Ti(x), with
i denoting the parton label, i = q , g. The precise field
theoretic definition of the track function is not required
here. It describes the distribution in energy fraction of a
parton i that hadronizes into tracks (charged particles)
with four momentum p̄

µ
i = xp

µ
i + O(⇤QCD). Here 0 

x  1 and the track function satisfies the sum rule

1Z

0

dx Ti(x, µ) = 1 . (13)

The track function is a non-perturbative object, but has
a calculable scale (µ) dependence, similar to a fragmen-
tation function. We will define the following shorthand

5 Although, as mentioned above, their moments are directly re-
lated to the energy flow polynomials which are a basis of tagging
observables [39]. It would also be interesting to understand how
to use weighted cross sections in the search for new physics. For
an early example of an observable that is closely related to the
energy correlators being used for new physics searches, see [56].

6 See also [57] for a generalization of the track function and jet
charge formalism to fractal observables.

notation for the moments of the track function

T
(n)
i =

1Z

0

dx x
n

Ti(x, µ) . (14)

At the level of detail that we work to in this section,
one can imagine that to convert a perturbative calcula-
tion to a calculation on tracks, one must simply tack a
track function onto each parton [6, 7]. However, we will
see that this process is much simpler for weighted cross
sections as compared to �-function type observables.

We first consider the case of an observable defined with
a �-function

d�

de
=

X

N

Z
d⇧N

d�N

d⇧N
� [e � ê({p

µ
i })] , (15)

where we use d�N to denote the N -body di↵erential cross
section, and d⇧N the N -body Lorentz invariant phase
space measure. The observable defined on tracks is then
given by

d�

dē
=

X

N

Z
d⇧N

d�̄N

d⇧N

Z NY

i=1

dxi Ti(xi)� [e � ê({xip
µ
i })] .

(16)

Here we have followed the notation of [7] where the bar
over the observable indicates the observable measured on
tracks. In Eq. (16), d�̄N/d⇧N denotes a matching coe�-
cient. In general, the analytic calculation of observables
on tracks is complicated because the measurement con-
straint now involves the variables xi. This is not only a
technical complication, but as we will see shortly, it will
also imply that the observable depends on the complete
functional form of the non-perturbative track function.

On the other hand, for an energy correlator it is triv-
ial to incorporate tracking information, since this just
rescales the weight function. This is shown schemati-
cally in Fig. 4. For a particular partonic configuration
(and for well separated correlators), the conversion to
tracks is achieved by making the following replacement
for the weights

Ei !

Z
dxi xiTi(xi)Ei = T

(1)
i Ei . (17)

In other words, in going to a calculation in tracks,
the first moment of the track function appears as a

multiplicative constant for the weight, either T
(1)
q or

T
(1)
g (T (n)

q = T
(n)
q̄ due to the charge conjugation invari-

ance of QCD). This means that at any loop order one
can trivially convert partonic calculations for the energy
correlators to calculations on tracks. The moments of the
track functions can then be directly measured in experi-
ment.

As an example to illustrate the di↵erence in complexity
between these two situations, we consider the LO calcu-
lation for both the thrust observable, which is a standard

N-point energy correlator and celes,al sphere

6

collider celes0al sphere astronomy celestial sphere

collinear limit
jet substructure

Place N energy detector at N 
marked point on the celes0al 
sphere
Weighted cross sec0on 
parameterized by N(N-1)/2 
angles on the celes0al sphere

Non-global logarithms 
power suppressed
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Regions: 
 z ~ 1 (back-to-back)  

Sudakov/Cusp anomalous dimension 

0 < z < 1 (fixed-order) 

z ~ 0 (collinear) 
“Jet Calculus”

Konishi, Ukawa, Veneziano 1978

❖ reformulation on QCD factorization of EEC and 
generalized EEC observables 

❖ apply operator product expansion (OPE) of light-ray 
operators in QCD, leading to improved understanding 
of all-order structures/resummations for EEC-like 
observables

charged-track EECs

[Chen, Luo, Moult, Zhu, 2020]
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Spin Space Interference leads to cos2% pattern
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✦ Renovation of energy-energy correlations (EEC) and its extensions in study of jet substructures; open new 
directions with rich phenomenologies, taking three-point EECs as an example 

[Chen, Moult, Zhu, 2020]squeeze limit of 3-point EECSqueeze three-point correlator

33

squeezed
limit

Interference Effect
1. Cancellajon between boson and fermion
2. The equal coefficient due to an effecjve N=1 
supersymmetry 

Φ modulation due to gluon polarizations

38

Karlberg, Salam, Scyboz, Verheyen, 2021

Our analy0c resummed was confirmed shortly by a numerical Monte Carlo parton shower program .

resummed predictions on the 
double-differential cross sections

❖ unique feature not yet been observed experimentally, 
not even produced by event generator until recently 

❖ possible applications: for background rejection in 
boost region, measuring αS , tune MCs
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✦ Principle of Maximal Conformality provides a rigorous method for eliminating renormalization scheme-
and-scale ambiguities in perturbative QCD calculations; unique view on various QCD predictions 

the PMC method (single scale version)

2

ization scheme. One often argues that the inclusion of
higher-order terms will suppress the scale uncertainty;
however, estimating unknown higher-order terms by sim-
ply varying the renormalization scale within an arbi-
trary range is unreliable since it is only sensitive to the
β terms. In fact, the resulting pQCD series diverges
strongly as αn

s β
n
0 n!, the “renormalon” divergence [5].

Moreover, the conventional procedure of guessing the
renormalization scale is inconsistent with the Gell-Mann-
Low procedure [6] which determines the scale unam-
biguously in QED. pQCD predictions must analytically
match Abelian theory in the NC → 0 limit [7].
The Principle of Maximum Conformality (PMC) [8–

12] provides a systematic way to eliminate the renormal-
ization scheme-and-scale ambiguities. The PMC scales
are fixed by absorbing the β terms that govern the be-
havior of the running coupling via the Renormalization
Group Equation (RGE). Since the PMC predictions do
not depend on the choice of the renormalization scheme,
PMC scale setting satisfies the principles of RGI [13–15].
Since the β terms do not appear in the pQCD series after
the PMC, there is no renormalon divergence. The PMC
method extends the Brodsky-Lepage-Mackenzie (BLM)
scale-setting method [16] to all orders, and it reduces in
the Abelian limit to the Gell-Mann-Low method [6].
In this paper, we will apply the PMC to make compre-

hensive analyses for two classic event shapes: the thrust
(T ) [17, 18] and the C-parameter (C) [19, 20]. The PMC
renormalization scale depends dynamically on the virtu-
ality of the underlying quark and gluon subprocess and
thus the specific kinematics of each event. We then can
determine αs(Q2) over a large range of Q2 by comparing
the PMC predictions with the experimental data.

II. NUMERICAL RESULTS AND DISCUSSIONS

FOR THE THRUST AND C-PARAMETER

The thrust and C-parameter are defined as

T = max
!n

(
∑

i |#pi · #n|
∑

i |#pi|

)

, (1)

C =
3

2

∑

i,j |#pi||#pj | sin
2 θij

(
∑

i |#pi|)
2

, (2)

where #pi denotes the three-momentum of particle i. For
the thrust, the unit vector #n is varied to define the thrust
direction #nT by maximizing the sum on the right-hand
side. For the C-parameter, θij is the angle between #pi
and #pj . The range of values is 1/2 ≤ T ≤ 1 for the
thrust, and for the C-parameter it is 0 ≤ C ≤ 1.
For our numerical computations, we use the EVENT2

program [21] to precisely calculate the perturbative co-
efficients at the next-to-leading order (NLO). The per-
turbative coefficients at the next-to-next-to-leading or-
der (NNLO) can be calculated using the EERAD3 pro-
gram [22], and are checked using the results of Ref.[23].

We use the RunDec program [24] to evaluate the MS
scheme running coupling from αs(MZ) = 0.1181 [1].

• •

•

•

•

•
• • • • •

• •
• •

• • • •
• • • • •

• • • • •
• • • • • • • • • •

•
•

•
•

•
• • • • • •

 Conv., LO
 Conv., NLO
 Conv., NNLO
 PMC
 ALEPH data•

s  = MZ

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

C

C!
Σ
hd
Σ
!d

C

FIG. 1: The C-parameter differential distributions using con-
ventional (Conv.) and PMC scale settings at

√
s = MZ .

The dot-dashed, dashed and dotted lines are the conventional
scale-fixed results at LO, NLO and NNLO [22, 23], respec-
tively, and the corresponding error bands are obtained by
varying µr ∈ [MZ/2, 2MZ ]. The solid line is the PMC result,
and its error band is the squared averages of the errors for
αs(MZ) = 0.1181 ± 0.0011 [1] and the estimated unknown
higher-order contributions ±0.2 Cn. The data are taken from
the ALEPH [26] experiment.

A detailed PMC analysis for the thrust has been given
in Ref.[25]. We calculate the C-parameter following a
similar procedure and present its differential distribu-
tions at

√
s = MZ in Fig.(1). Figure(1) shows that the

conventional predictions – even up to NNLO pQCD cor-
rections – substantially deviate from the precise experi-
mental data. The conventional predictions are plagued
by the scale uncertainty. Since the variation of the scale
is only sensitive to the β terms, the estimate of unknown
higher-order terms by varying µr ∈ [

√
s/2, 2

√
s] is unreli-

able: the NLO calculation does not overlap with the LO
prediction, and the NNLO calculation does not overlap
with NLO prediction. In addition, the perturbative se-
ries for the C-parameter distribution shows slow conver-
gence because of the renormalon divergence. In contrast,
Fig.(1) shows that PMC prediction for the C-parameter
distribution is in excellent agreement with the experi-
mental data. There is some deviation near the two-jet
and multi-jet regions, which is expected since pQCD be-
comes unreliable due to the presence of large logarithms
in those kinematic regions. The resummation of large
logarithms is thus required, and this topic has been ex-
tensively studied in the literature.
It should be emphasized that the PMC eliminates

the scale µr uncertainty; the conventional estimate of
unknown higher-order terms obtained by varying µr ∈
[
√
s/2, 2

√
s] is not applicable to the PMC predictions.

An estimate of the unknown higher-order contributions
can be characterized by the convergence of the per-
turbative series and the magnitude of the last-known
higher-order term. We note that the relative magni-
tude of the corrections for the C-parameter distribution

4

The PMC renormalization scales corresponding to the
mean values for the thrust and C-parameter are

µpmc
r |〈1−T 〉 = 0.0695

√
s, and µpmc

r |〈C〉 = 0.0656
√
s,

respectively. The PMC scales satisfy µpmc
r "

√
s reflect-

ing the virtuality of the underlying QCD subprocesses
and the effective number of quark flavors nf . We note
that the analysis of Ref.[26] using conventional scale set-
ting leads to an anomalously large value of αs, demon-
strating again that the correct description for the mean
values requires µr "

√
s.

In the case of the center-of-mass energy at the Z0

peak,
√
s = MZ = 91.1876 GeV, the PMC scales are

µpmc
r |〈1−T 〉 = 6.3 GeV and µpmc

r |〈C〉 = 6.0 GeV for
the thrust and C-parameter, respectively. The PMC
scales of the differential distributions for the thrust and
C-parameter are also very small. The average of the
PMC scales 〈µpmc

r 〉 of the differential distributions for
the thrust and C-parameter are close to the PMC scales
µpmc
r |〈1−T 〉 and µpmc

r |〈C〉, respectively. This shows that
PMC scale setting is self-consistent with the differential
distributions for the event shapes and their mean values.
We present the mean values for the thrust and C-

parameter versus the center-of-mass energy
√
s in Fig.(4).

It shows that in the case of conventional scale setting,
the predictions are plagued by the renormalization scale
µr uncertainty and substantially deviate from measure-
ments even up to NNLO [33, 34]. In contrast, after us-
ing PMC scale setting, the mean values for the thrust
and C-parameter are increased, especially for small

√
s.

The scale-independent PMC predictions are in excellent
agreement with the experimental data over the wide
range of center-of-mass energies

√
s. Thus, PMC scale

setting provides a rigorous, comprehensive description of
the measurements without artificial parameters.
Since a high degree of consistency between the PMC

predictions and the measurements is obtained, we can
extract αs(Q2) with high precision; the results in the MS
scheme are presented in Fig.(5). The values obtained
for αs(Q2) are mutually compatible and are in excellent
agreement with the world average in the range 1 GeV
< Q < 15 GeV. The results are not plagued by the renor-
malization scale µr uncertainty. In addition, unlike the
αs extracted from the differential distributions, the αs ex-
tracted from the mean values are not afflicted with large
logarithmic contributions nor non-perturbative effects.
We can also obtain a highly precise determination

of the value of αs(M2
Z) from a fit of the PMC pre-

dictions to the measurements. We adopt the method
similar to [37] and the χ2-fit is defined by χ2 =
∑

i

(

(〈y〉exp.i − 〈y〉theo.i )/σi

)2
, where 〈y〉exp.i is the value

of the experimental data, σi is the corresponding experi-
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the thrust and C-parameter separately. We obtain
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2
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FIG. 4: The mean values for the thrust (up) and C-parameter
(down) versus the center-of-mass energy

√
s using conven-

tional (Conv.) and PMC scale settings. The dot-dashed,
dashed and dotted lines are the conventional results at LO,
NLO and NNLO [33, 34], respectively, and the correspond-
ing error bands are obtained by varying µr ∈ [MZ/2, 2MZ ].
The solid line is the PMC result, and its error band is ob-
tained by the squared averages of the errors for αs(MZ) =
0.1181 ± 0.0011 [1] and the estimated unknown higher-order
contributions ±0.2 Cn. The data are from the JADE and
OPAL experiments, taken from [35, 36].

with χ2/d.o.f.= 27.3/20 for the thrust mean value, and

αs(M
2
Z) = 0.1193+0.0009

−0.0010(Exp.)
+0.0019
−0.0016(Theo.)

= 0.1193+0.0021
−0.0019, (5)

with χ2/d.o.f.= 43.9/20 for the C-parameter mean value,
where the first (Exp.) and second (Theo.) errors are
the experimental and theoretical uncertainties, respec-
tively. Both values are consistent with the world average
of αs(M2

Z) = 0.1181 ± 0.0011 [1]. Since the dominant
scale µr uncertainty is eliminated and the convergence of
pQCD series is greatly improved after using the PMC, the
precision of the extracted αs values is largely improved.
In particular, since a strikingly much faster pQCD con-
vergence is obtained for the thrust mean value [25], the
theoretical uncertainty is even smaller than the experi-
mental uncertainty.
We can also apply the PMC analysis to QED event

shapes, where the final-state particles in e+e− → γ∗ →
X(QED) are restricted to leptons and photons. The
PMC scales for QCD and QED event shapes are iden-

extraction of QCD coupling constant from 
event shape distribution
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fact, the PMC method reduces in the Abelian limit to the
standard Gell Mann-Low method for setting the renor-
malization scale for precision predictions in QED [10].

In practice, the PMC multi-scale method requires con-
siderable theoretical analysis. In this paper, we introduce
a new all-orders single-scale approach “PMC-s” which
makes the implementation and automation of PMC scale-
setting simpler and more transparent. In effect, the
PMC-s provides a mean value for the PMC multi-scales,
while retaining its central predictions. We also find that
the single PMC-s scale shows stability and convergence
with increasing order in pQCD.

The remaining parts of this paper are organized as fol-
lows. We will give the PMC single-scale method in Sec.II.
We will then apply it to two examples, i.e. the R-ratio at
the e+e− collider and the decay of H → bb̄, in Sec. III.
Section IV is reserved for a summary.

II. CALCULATION TECHNOLOGY

As we have shown in our previous papers [3, 4, 11], the
{βi}-dependence of any pQCD expression occurs with
a specific “degeneracy” pattern dictated by the RGE.
Specifically, one finds

ρ(Q) = r1,0α(µ)
p + [r2,0 + pβ0r2,1]α(µ)

p+1 +

[

r3,0 + pβ1r2,1 + (p+ 1)β0r3,1 +
p(p+ 1)

2
β2
0r3,2

]

α(µ)p+2

+

[

r4,0 + pβ2r2,1 + (p+ 1)β1r3,1 +
p(3 + 2p)

2
β1β0r3,2 + (p+ 2)β0r4,1 +

(p+ 1)(p+ 2)

2
β2
0r4,2

+
p(p+ 1)(p+ 2)

3!
β3
0r4,3

]

α(µ)p+3 + · · · , (2)

where r1,0 is the tree-level term and p is the power of
the coupling associated with the tree-level term, µ is the
initial renormalization scale, and Q represents the kine-
matic scale. The pattern of {βi} terms from one order

to the next are general properties of non-Abelian gauge
theory for any physical observable.
The pQCD expansion for ρ(Q) can be reorganized into

the following compact form:

ρ(Q) =
∑

n≥1

rn,0α(µ)
n+p−1 +

∑

n≥1

[

(n+ p− 1)α(µ)n+p−2β
]

∑

j≥1

(−1)j∆(j−1)
n rn+j,j (3)

where we have introduced the notation:

∆(0)
n = 1,

∆(1)
n =

1

2!

[

∂β

∂α
+ (n+ p− 2)

β

α

]
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∆(2)
n =

1
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β
∂2β

(∂α)2
+

(

∂β

∂α

)2

+ 3(n+ p− 2)
β

α

∂β

∂α

+(n+ p− 2)(n+ p− 3)
β2

α2

]

,

· · ·

As a further step, we can explicitly identify the scale
dependence of the non-conformal coefficients ri,j(≥1) as

ri,j =
j

∑

k=0

Ck
j L

kr̂i−k,j−k , (4)

where L = ln(µ2/Q2), r̂i,j = ri,j |µ=Q, and the combi-
natorial coefficients are Ck

j = j!/k!(j − k)!. The con-
formal coefficients are free from scale dependence; i.e.,
ri,0 = r̂i,0. By substituting Eq.(4) into Eq.(3), we obtain

ρ(Q) =
∑
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r̂n,0α(µ)
n+p−1 +
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(n+ p− 1)α(µ)n+p−2β
]
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Lk
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(n+ p− 1)α(µ)n+p−2β
]
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(−1)jCk
j ∆

(j−1)
n r̂n+j−k,j−k . (5)

Following the PMC procedure, all non-conformal terms should be resummed into the running coupling. In the
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case of the multi-scale approach, one can do this recur-
sively, leading to a scale-fixed scheme-independent con-
formal series [3, 4]:

ρ(Q) =
∑

n≥1

r̂n,0α(Qn)
n+p−1, (6)

where Qn are the PMC scales appearing at each orders.
The PMC scales depend on the choice of renormalization
scheme; however, once the value of αs(Q) is determined
in the chosen scheme at a specific physical kinematic scale
Q, the resulting PMC predictions are independent of the
scheme choice.

In the following, we shall show that by introducing a
single universal renormalization scale Q!, one can also

obtain a scheme-independent conformal series, i.e.

ρ(Q) =
∑

n≥1

r̂n,0α(Q!)
n+p−1. (7)

This can be achieved by replacing the scale µ in Eq.(5)
as Q!, whose value is determined by requiring all non-
conformal terms vanish. The solution of lnQ2

!/Q
2 can be

written as a power series in α(Q), i.e.

ln
Q2

!

Q2
= T0 + T1α(Q) + T2α

2(Q) + · · · , (8)

where Ti are process-dependent coefficients. The coef-
ficients Ti (i = 0, 1, · · · , n) can be fixed by a Nn+1LO
pQCD calculation. For example, for a N3LO calculation,
we can get a next-to-next-to-leading log order (N2LL)
Q∗, whose three coefficients are

T0 = −
r̂2,1
r̂1,0

, (9)

T1 =
(p+ 1)(r̂2,0r̂2,1 − r̂1,0r̂3,1)

pr̂21,0
+

(p+ 1)(r̂22,1 − r̂1,0r̂3,2)

2r̂21,0
β0, (10)

T2 =
(p+ 1)2

(

r̂1,0r̂2,0r̂3,1 − r̂22,0r̂2,1
)

+ p(p+ 2)
(

r̂1,0r̂2,1r̂3,0 − r̂21,0r̂4,1
)

p2r̂31,0
+

(p+ 2)
(

r̂22,1 − r̂1,0r̂3,2
)

2r̂21,0
β1

−
p(p+ 1)r̂2,0r̂22,1 + (p+ 1)2

(

r̂2,0r̂22,1 − 2r̂1,0r̂2,1r̂3,1 − r̂1,0r̂2,0r̂3,2
)

+ (p+ 1)(p+ 2)r̂21,0r̂4,2
2pr̂31,0

β0

+
(p+ 1)(p+ 2)

(

r̂1,0r̂2,1r̂3,2 − r̂21,0r̂4,3
)

+ (p+ 1)(1 + 2p)
(

r̂1,0r̂2,1r̂3,2 − r̂32,1
)

6r̂31,0
β2
0 . (11)

It is interesting that different orders of the perturbative
series for the PMC scale have an identical form; e.g., the
coefficients of (p + i + 1)βiαi+1(Q) are the same. More-
over, the effective scaleQ! is explicitly independent of the
choice of initial choice of the renormalization scale µ at
any fixed order. It thus has universal properties. It also
converges rapidly as shall be shown below; thus any resid-
ual scale dependence due to uncalculated higher-order
terms is greatly suppressed. Another important feature
is that the single-scale approach avoids the problem of
very small arguments of the running coupling appearing
at a specific order; e.g., when a soft gluon carries the mo-
mentum flow. An example of this appears in the analysis
of the Bjorken sum rule [12]. On the other hand, in some
leading-twist processes such as single spin asymmetries in
deep inelastic scattering [13] or the double Boer-Mulders
effect in lepton pair production [14], the scale of the run-
ning coupling at specific orders will be soft since these
processes involve gluonic initial-state or final-state inter-
actions at small momentum transfer.

A related single-scale approach has been suggested in
Refs.[15, 16] by applying the Brodsky-Lepage-Mackenzie

scale-setting approach [17] 2. However, in these analy-
sis an nf -power series was used to set the effective scale
without distinguishing whether the nf -terms are specific
to the {βi} terms; thus one cannot confirm the scheme-
independence of the resultant pQCD series. However, if
one improves this method, taking care that only the non-
conformal nf -terms associated with coupling constant
renormalization are used to set the scale, one will obtain
the same effective scale as that of Eq.(8).
An alternative single-scale approach [18, 19] called the

“xBLM” approach, has been suggested based on a pro-
cedure called the “sequential Brodsky-Lepage-Mackenzie
(seBLM)” approach [18]. The goal of the seBLM ap-
proach is to improve the convergence of perturbative
QCD expansions. For example, in the case of the R-
ratio, the single scale of the xBLM approach is fixed by
requiring the third-order coefficients to vanish after using

2 In those two references, only two-loop expressions are given, but
we have found that such an approach can be extended to all
orders. A detailed discussion on this point is in preparation.
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conventional pQCD calculation

❖ conventional pQCD calculations have been criticized 
by the “arbitrary” scale choice and its variation ranges 

❖ in PMC the non-conformal terms are absorbed into an 
effective running scale of the QCD coupling 

❖ PMC scale and the remaining conformal coefficients 
can be set by matching to conventional pQCD results ❖ very strong predictions to be compared with future data!

[Wang, Brodsky, Wu, Sheng, Giustino, 2019]
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✦ Recent developments on auxiliary mass flow method provide solutions to calculations of cutting-edge 
two-loop or even three-loop Feynman integrals

method of auxiliary mass flow

boundary conditions fixed at η=∞ solving  differential equations numerically 

physical integrals

2

where D is the spacetime dimension, D↵ ⌘ q2↵ �m2
↵ are

usual Feynman propagators, and q↵ are linear combina-
tions of loop momenta `i and external momenta pi. The
actual integral that we want to get is

I(D; {⌫↵}; 0) ⌘ lim
⌘!0+

I(D; {⌫↵}; ⌘), (2)

with 0+ defining the causality of Feynman amplitudes.
In the following, we will suppress the dependence on D
and {⌫↵} whenever it does not introduce any confusion.

We set up ODEs by di↵erentiating MIs with respect
to ⌘ and then re-expressing them in terms of MIs, which
results in

@

@⌘
~I(⌘) = A(⌘)~I(⌘) , (3)

where ~I(⌘) is the vector of a complete set of m MIs and
A(⌘) is the m ⇥m coe�cient matrix. To obtain MIs at
⌘ = 0+, we solve the ODEs with BCs chosen at ⌘ =
1. As we will show, BCs are simply vacuum integrals
with equal masses, which can be computed rather easily.
Considering also that numerically solving these ODEs is
well-studied mathematical problem, our method provide
a systematic and e�cient way to compute multi-loop MIs
to high precision.

Boundary conditions — Before studying BCs rigor-
ously, let us explain the idea of choosing BCs at ⌘ = 1.
With a su�ciently large imaginary part in all denomi-
nators, we expect all kinematic variables to be negligible
because they are finite. Thus we should be able to set
both internal massesm↵ and external momenta pi to zero
at the boundary, which results in simple vacuum integrals
with equal masses. The only loophole in this argument
is that, as loop momenta `i can be arbitrarily large, it is
not obvious that `i · pj are negligible comparing with ⌘
even if ⌘ ! 1. The loophole can be fixed by studying its
Feynman parametric representation, and then our näıve
expectation holds in general.

We assume ⌫↵ > 0 for all ↵ in Eq. (1) to simplify our
discussion, although our final conclusion is unchanged
even without this condition. Then the Feynman para-
metric representation of Eq. (1) is given by

I(⌘) = (�1)⌫
� (⌫ � LD/2)Q

i �(⌫i)

Z Y

↵

(x⌫↵�1
↵ dx↵)

⇥ �

✓
1�

X

j

xj

◆
U

�D/2

(F/U � i⌘)⌫�LD/2
, (4)

where U and F are so-called graph polynomials that can
be related to the spanning 1-tree and 2-tree of the orig-
inal Feynman diagram, respectively (see e.g. Ref. [45]),
and ⌫ is short for

P
↵ ⌫↵. All kinematic variables are in-

corporated in F , leaving U depending only on Feynman
parameters.

An important observation is that |F/U| is bounded in
the open interval of Feynman parameter space. To show

this, we express F =
P

i Fi and U =
P

i Ui, where Fi and
Ui are monomials in Feynman parameters. By definition,
a 2-tree can be generated by a 1-tree, i.e. there exists a
pair of indexes j and k so that Fi = tiUjxk, where ti is
the kinematic part of Fi. We then have |Fi| < |ti||Ui| <
|ti||U| and |F| <

P
i |ti||U|, where we have used the fact

that Ui are positive definite in the open interval. AsP
i |ti| is finite, we conclude that |F/U| is bounded.
Because |F/U| is bounded, F/U in the denominator of

Eq. (4) can be neglected as ⌘ ! 1. This e↵ectively sets
all kinematic variables to zero in the original integral,
because F includes all kinematic variables. The result is
a fully massive vacuum integral Ibub(⌘) which shares the
same internal topology as the original integral. Because
this is a single scale integral, the ⌘ dependence can be
factorized out, which results in a relation

I(⌘) = ⌘LD/2�⌫
h
Ibub(1) +O(⌘�1)

i
, (5)

where Ibub(1) can be interpreted as a vacuum integral
with equal internal squared masses m2 = �i. It is worth
mentioning that the object J(⌘) ⌘ ⌘⌫�LD/2I(⌘) is ana-
lytic near ⌘ = 1 based on the above discussion.

To compute Ibub(1), we again reduce it to linear combi-
nation of corresponding vacuum MIs, diagrams of which
up to 3 loops are shown in Fig. 1. Computation of these
vacuum MIs is well studied, with analytical results avail-
able up to 3 loops [46–48] (see [49] and references therein
for some pioneering works) and numerical results avail-
able up to 5 loops [44, 50, 51]. We therefore conclude
that the computation of BCs in our method is a solved
problem.

FIG. 1. Diagrams of nonfactorizable vacuum master inte-
grals up to 3 loops.

Solving ODEs numerically — Knowing BCs, solv-
ing the ODEs numerically to obtain MIs at ⌘ = 0+ is a
well-studied mathematical problem. The solution can be
obtained e�ciently to high precision.
Singularities, which restrict the convergence domain of

Taylor expansion or asymptotic expansion, play essential
roles in the process of solving ODEs. For cases with only
real kinematic variables, most singularities of our ODEs
are located on the imaginary axis of the ⌘ complex plane.
These singularities are usually branch points of some MIs.

[Liu, Ma, Wang, 2017, 2021]
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✦ Recent developments on auxiliary mass flow method provide solutions to calculations of cutting-edge 
two-loop or even three-loop Feynman integrals

Efficient multi-loop integrations

cutting-edge examples tested
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! HZ, families (b)-(e) are
relevant for two-loop QCD corrections to W/Z/H + 2j,
tt̄H and 4j production at hadron colliders respectively,
and family (f) is relevant for three-loop QCD correction
to tt̄ production at hadron colliders. All these processes
are very important for high-precision test in the follow-
ing decade. Among them, MIs of the family (a) could
in principle be calculated using the method developed in
Ref. [47]; while MIs of the rest topologies may be chal-
lenging for all methods on the market and have not been
calculated yet as far as we know.

FIG. 4. Cutting-edge processes. Massless particles and mas-
sive particles are denoted as dashed lines and solid lines, re-
spectively.

To calculate MIs in families (a) and (c), we choose
the “mass” mode to replace nonzero mass term �m

2 by
�m

2+i⌘ in propagators with equal mass, which has also
been used in the literature, e.g., Refs. [67, 68]. In this
way, the number of MIs does not increase with the in-
troduction of ⌘. Other families are calculated using the
“propagator” mode. All MIs have been successfully cal-
culated at an arbitrarily-chosen phase space point to ob-
tain 16-digit precision with ✏ expanded up to ✏

4. The re-
sults have passed the self-consistency check, as explained
in details for the double-pentagon family. Our results are
provided in the ancillary file.

On the one hand, our results can serve as high-
precision boundary conditions for ~s-DEs if fully analytic
~s-DEs can be constructed, and thus MIs at any given
phase space points can be achieved. On the other hand,
if ~s-DEs are hard to obtain, MIs at any other given phase
space point can also be calculated directly using the AMF
method. Therefore, our results are important building

blocks and benchmarks for various future studies.
A few comments are in order:
1) Integrals reduction is needed to set up DEs. We

utilize the method developed in Refs. [36, 37] to con-
struct block-triangular linear systems among Feynman
integrals, which are found to be much more e�cient than
traditional integration-by-parts systems constructed by
LiteRed [31] and solved by FiniteFlow[39]. To set up
⌘-DEs in this Letter, the block-triangular systems can
roughly speed up by two orders of magnitude.
2) Time consumptions for setting up and solving all ⌘-

DEs are summarized in Tab. II, along with percentages
at the first step in the iteration. It is clear that the first
step dominates the cost in any family, and the cost of all
later steps are negligible. This phenomenon implies that
the “propagator” mode is usually the best choice, if a
good “mass” mode does not exist, because it may results
in the minimal number of MIs at the first step.

Family dp (a) (b) (c) (d) (e) (f)

Tsetup 6 20 18 8 1 25 30

Tsolve 7 11 15 6 3 15 42

P1 95% 99% 96% 99% 98% 94% 93%

T~s 2 916 64 1305 30 1801 63

TABLE II. Time consumption to compute various families,
where “dp” denotes the double-pentagon family in Fig. 1 and
“(a)”-“(f)” denote corresponding families in Fig. 4. Tsetup

denotes time consumption to set up ⌘-DEs, Tsolve denotes
time consumption to numerically solve the ⌘-DEs to obtain
16-digit precision results, P1 denotes the percentage to set
up and solve ⌘-DEs at the first step in the iteration, and
T~s denotes time consumption to set up one-dimension ~s-DEs
along the line between two chosen phase space points. Time
consumption is counted in the unit of CPU core hours.

3) Di↵erential equations are solved numerically using
our private Mathematica code. It can be expected that
the e�ciency can be significantly improved if a low-level
language, like Fortran, is used. Therefore much higher
precision can be achieved within a few CPU core hours’
cost, and then one can even reconstruct analytic results
via PSLQ algorithm (see Ref. [69] and references therein)
according to demands.
4) Time consumptions for constructing systems of one-

dimension ~s-DEs of physical MIs are also summarized in
Tab. II. It looks surprising that they are usually larger
than the costs to set up ⌘-DEs, although ⌘-DEs may in-
volve more MIs. This is understandable because deriva-
tive of Feynman integrals with respect to ~s increases not
only degree of denominators but also degree of numera-
tors, which makes the reduction procedure much harder.
Then, it can be expected that the construction of fully
analytic ~s-DEs for cutting-edge multiscale problems is a
much more di�cult job comparing with the construction
of ~⌘-DEs, given the fact that uniform transcendental ba-
sis [9] may not exist in general.
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provided in the ancillary file.

On the one hand, our results can serve as high-
precision boundary conditions for ~s-DEs if fully analytic
~s-DEs can be constructed, and thus MIs at any given
phase space points can be achieved. On the other hand,
if ~s-DEs are hard to obtain, MIs at any other given phase
space point can also be calculated directly using the AMF
method. Therefore, our results are important building

blocks and benchmarks for various future studies.
A few comments are in order:
1) Integrals reduction is needed to set up DEs. We

utilize the method developed in Refs. [36, 37] to con-
struct block-triangular linear systems among Feynman
integrals, which are found to be much more e�cient than
traditional integration-by-parts systems constructed by
LiteRed [31] and solved by FiniteFlow[39]. To set up
⌘-DEs in this Letter, the block-triangular systems can
roughly speed up by two orders of magnitude.
2) Time consumptions for setting up and solving all ⌘-

DEs are summarized in Tab. II, along with percentages
at the first step in the iteration. It is clear that the first
step dominates the cost in any family, and the cost of all
later steps are negligible. This phenomenon implies that
the “propagator” mode is usually the best choice, if a
good “mass” mode does not exist, because it may results
in the minimal number of MIs at the first step.

Family dp (a) (b) (c) (d) (e) (f)

Tsetup 6 20 18 8 1 25 30

Tsolve 7 11 15 6 3 15 42

P1 95% 99% 96% 99% 98% 94% 93%

T~s 2 916 64 1305 30 1801 63

TABLE II. Time consumption to compute various families,
where “dp” denotes the double-pentagon family in Fig. 1 and
“(a)”-“(f)” denote corresponding families in Fig. 4. Tsetup

denotes time consumption to set up ⌘-DEs, Tsolve denotes
time consumption to numerically solve the ⌘-DEs to obtain
16-digit precision results, P1 denotes the percentage to set
up and solve ⌘-DEs at the first step in the iteration, and
T~s denotes time consumption to set up one-dimension ~s-DEs
along the line between two chosen phase space points. Time
consumption is counted in the unit of CPU core hours.

3) Di↵erential equations are solved numerically using
our private Mathematica code. It can be expected that
the e�ciency can be significantly improved if a low-level
language, like Fortran, is used. Therefore much higher
precision can be achieved within a few CPU core hours’
cost, and then one can even reconstruct analytic results
via PSLQ algorithm (see Ref. [69] and references therein)
according to demands.
4) Time consumptions for constructing systems of one-

dimension ~s-DEs of physical MIs are also summarized in
Tab. II. It looks surprising that they are usually larger
than the costs to set up ⌘-DEs, although ⌘-DEs may in-
volve more MIs. This is understandable because deriva-
tive of Feynman integrals with respect to ~s increases not
only degree of denominators but also degree of numera-
tors, which makes the reduction procedure much harder.
Then, it can be expected that the construction of fully
analytic ~s-DEs for cutting-edge multiscale problems is a
much more di�cult job comparing with the construction
of ~⌘-DEs, given the fact that uniform transcendental ba-
sis [9] may not exist in general.

time consumed in CPU core hours for a 
single phase-space point

❖ master integrals considered relevant for, two-loop EW 
correction to HZ production at CEPC, two-loop QCD 
correction fo H/W/Z+2j, ttbar+H, 4j, three-loop QCD 
correction for ttbar at LHC, mostly not known 
previously 

❖ AMF method provides accurate numerical results 
with a reasonable time cost; further developments 
towards realistic pheno applications are ongoing

[Liu, Ma, Wang, 2017, 2021]
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✦ Heavy-quark (HQ) contributions, especially charm quarks, is vital to achieving high-precision in 
theoretical calculations of DIS cross sections; now been calculated to NNLO in QCD for CC DIS 
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Neutrinos are key to probing the deep structure of matter and the high-energy Universe. Yet, until
recently, their interactions had only been measured at laboratory energies up to about 350 GeV.
An opportunity to measure their interactions at higher energies opened up with the detection of
high-energy neutrinos in IceCube, partially of astrophysical origin. Scattering o↵ matter inside the
Earth a↵ects the distribution of their arrival directions — from this, we extract the neutrino-nucleon
cross section at energies from 18 TeV to 2 PeV, in four energy bins, in spite of uncertainties in the
neutrino flux. Using six years of public IceCube High-Energy Starting Events, we explicitly show
for the first time that the energy dependence of the cross section above 18 TeV agrees with the
predicted softer-than-linear dependence, and rea�rm the absence of new physics that would make
the cross section rise sharply, up to a center-of-mass energy

p
s ⇡ 1 TeV.

Introduction.— Neutrino interactions, though fee-
ble, are important for particle physics and astrophysics.
They provide precise tests of the Standard Model [1–3],
probes of new physics [4–6], and windows to otherwise
veiled regions of the Universe. Yet, at neutrino energies
above 350 GeV there had been no measurement of their
interactions. This changed recently when the IceCube
Collaboration found that the neutrino-nucleon cross sec-
tion from 6.3 to 980 TeV agrees with predictions [7].

Because there is no artificial neutrino beam at a TeV
and above, IceCube used atmospheric and astrophysi-
cal neutrinos, the latter discovered by them up to a few
PeV [26, 31–38]. Refs. [4, 6, 39–42] showed that, because
IceCube neutrinos interact significantly with matter in-
side Earth, their distribution in energy and arrival di-
rection carries information about neutrino-nucleon cross
sections, which, like IceCube [7], we extract.

However, Ref. [7] extracted the cross section in a sin-
gle, wide energy bin, so its energy dependence in that
range remains untested. A significant deviation from the
predicted softer-than-linear dependence could signal the
presence of new physics, so we extract the cross section
in intervals from 18 TeV to 2 PeV. While Ref. [7] used
only events born outside of IceCube we use instead only
events born inside of it, which leads to a better handle
on the neutrino energy.

Figure 1 shows that the cross section that we extract is
compatible with the standard prediction. There is no in-
dication of the sharp rise, at least below 1 PeV, predicted
by some models of new physics [6, 43–51].

Neutrino-nucleon cross section.— Above a few
GeV, neutrino-nucleon interactions are typically deep in-
elastic scatterings (DIS), where the neutrino scatters o↵

⇤
mbustamante@nbi.ku.dk; ORCID: 0000-0001-6923-0865

†
connolly@physics.osu.edu; ORCID: 0000-0003-0049-5448

10�1 1 101 102 103 104 105 106

Neutrino energy E� [GeV]

10�2

10�1

100

�CC �N
/E

�
[1

0�3
8

cm
2

Ge
V�1

nu
cle

on
�1

]

>

�

�̄

DIS

T2K (Fe) 14
T2K (CH) 14
T2K (C) 13
ArgoNeuT 14
ArgoNeuT 12
ANL 79
BEBC 79
BNL 82
CCFR 97
CDHS 87

GGM-SPS 81
GGM-PS 79
IHEP-ITEP 79
IHEP-JINR 96
MINOS 10
NOMAD 08
NuTeV 06
SciBooNE 11
SKAT 79
IC HESE showers 17 (avg. of �, �̄)

FIG. 1. Charged-current inclusive neutrino-nucleon cross sec-
tion measurements [8–25]. The new results from this work,
based on 6 years of IceCube HESE showers [26–29], are an
average between cross sections for ⌫ and ⌫̄, assuming equal
astrophysical fluxes of each. In the highest-energy bin, we
only set a lower limit (1� shown). The thick dashed curve is
a standard prediction of deep inelastic scattering (DIS), aver-
aged between ⌫ and ⌫̄. Horizontal thin dashed lines are global
averages from Ref. [30], which do not include the new results.

one of the constituent partons of the nucleon — a quark
or a gluon. In both the charged-current (CC,

( )

⌫ l + N !
l⌥+X) and neutral-current (NC,

( )

⌫ l+N ! ( )

⌫ l+X) forms
of this interaction, the nucleon N is broken up into par-
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neutrino charged-current cross sections vs. energy

❖ CC DIS is the dominant process to detect high-energy 
neutrinos from DUNE all the way to IceCube; also can 
be measured in electron scattering at EIC, EICC

❖ factorization on heavy-quark contribution to DIS 
was proved by Collins and result in ACOT-like HQ 
schemes to account for full mass dependence 
across wide energies 

❖ the coefficient functions for CC DIS in simplified 
ACOT-χ scheme have now been calculated to 
NNLO with full mass and with additional massless 
N3LO terms

power term of mc logarithms of mc

2

threshold. This is achieved by using mass-dependent
phase space for all HQ contributions, which works both
in DIS and hadroproduction [26]. We will outline the
SACOT-� theoretical framework for CC DIS and apply
it to several phenomenological studies.

W + FC

c

s

FE

s

W
_

c

FIG. 1: Representative CC DIS diagrams at N2LO for either
flavor creation (left) or excitation (right), with the latter being
e↵ectively proportional to the HQ PDF.

THE SACOT-� SCHEME

[* I dropped the subscript ”2” in F2, F2,l, F2,h, assum-
ing the section applies to all structure functions – PN
*]

We proceed by extending the previous realization
of the SACOT-� scheme [27] in neutral-current DIS
at N2LO to the analogous problem in the charge-
current sector, explicitly tracing the HQ mass depen-
dence through the various radiative contributions at
O(↵2

s). We will demonstrate the method on the exam-
ple of DIS structure functions F = F1, F2, F3, before
computing DIS reduced cross sections. Up to N2LO,
QCD factorization allows a structure function to be writ-
ten as a convolution of parton-level coe�cient functions,
Ci,j , and nonperturbative correlation functions �, i.e.,
the PDFs, as,

F (x,Q) =
X

i

X

j

{Ci,j ⌦ �j} (x,Q)

⌘ Fl(x,Q) + Fh(x,Q) , (1)

where ”⌦” denotes a convolution over the momentum
fraction z, and we do not show the electroweak cou-
plings, including the CKM matrix elements, for simplic-
ity. The equation sums over contributions from relevant
active parton flavors (j) in the initial state and parton
flavors (i) produced in the final state. In order to imple-
ment the proper HQ mass dependence, it is necessary to
decompose the convolution in the RHS of Eq. (1) accord-
ing to the topology and flavor structure of the Feynman
diagrams. In this work, we take the maximum number
of active quark flavors inside the nucleon to be Nf = 4,
together with gluon.

Each structure function F (x,Q) is a sum of Fl(x,Q)
and Fh(x,Q) defined as follows.

• Fl contains contributions in which only light quark
flavors (ql) are directly coupled to the W

± boson
via the Wqlq̄l vertex.

• Fh contains contributions involving Wqhq̄l or
Wqlq̄h vertices. Here, ql denotes the u, d and s

quarks, and qh the charm quark.

Contributions to Fl and Fh can be classified as either
flavor excitation (FE) or flavor creation (FC) depending
on whether the heavy quark appears in the initial state or
only the final and virtual states. In CC DIS, Fl receives
HQ contributions starting from N2LO, while there are
both FE and FC diagrams for Fh at LO. Two represen-
tative Feynman diagrams for Fh at N2LO are shown in
Fig. 1. The Wilson coe�cients Ci,j(z) can be expanded
in the QCD coupling as ⌘ ↵s(µ,Nf )/(4⇡) as

Ci,j(z) = C
(0)
i,j + asC

(1)
i,j + a

2
sC

(2)
i,j +O(a3s), (2)

with the LO coe�cients given by

C
(0)
l,l = �(1� z), C

(0)
h,h = �(1� �),

C
(0)
h,l = �(1� �), � ⌘ (1 +m

2
c/Q

2)z, (3)

where the last two correspond to FC and FE contribu-
tions, respectively. At [[CP]]!NLO, the next-to-leading
order (NLO) there are gluon contributions to Fl and Fh,

C
(1)
l,l = c

(1)
l,l (z), C

(1)
l,g = c

(1)
l,g (z), C

(1)
h,h = c

(1)
l,l (�),

C
(1)
h,l = H

(1)
l (z)� C

(0)
h,l ⌦A

(1)
ll ,

C
(1)
h,g = H

(1)
g (z)� C

(0)
h,l ⌦A

(1)
lg � C

(0)
h,h ⌦A

(1)
hg . (4)

Here the lowercase coe�cients c
(1)
ij (z) are given by their

ZM expressions [28, 29]. H
(1)
l(g) are the massive coe�-

cients for CC at NLO [30], and Aij are the correspond-
ing operator-matrix elements (OMEs) [31]. Note that, in
the FE contributions, z has been replaced by the scaling
variable � according to the SACOT-� convention.
There are several complications when extending to

N2LO. Firstly, as mentioned, there are now HQ contri-
butions to Fl,

C
(2)
l,g = c

(2)
l,g (z), C

(2)
l,h = c

(2)
l,h(�),

C
(2)
l,l = c

(2)
l,l (z) + C

(NS,2)
l,l (z), (5)

where the N2LO ZM coe�cient functions c(2)ij (z) are cal-

culated in Refs. [28, 29]. C(NS,2)
l,l denotes the non-singlet

[* please confirm ”non-singlet” – PN *] FC contribu-
tion after subtracting its massless counterpart, which has

been included in c
(2)
l,l (z), to avoid double-counting. The

expression for C
(NS,2)
l,l , with its full charm-quark mass

[JG, Hobbs, Nadolsky, Sun, Yuan, 2021]
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theoretical calculations of DIS cross sections; significant implications of the new GM predictions

neutrino scattering on iso-scalar target 

4

GeV. We require Q2
>2GeV2 and W

2
>4.9GeV2. Many

completed and upcoming fixed-target experiments have
E⌫ < 400 GeV. At very low E⌫ , the measured total
cross section receives important quasi-elastic scattering
and resonant production contributions [47] on the top of
the DIS component that we compute. We stress that,
even at a lower E⌫ , as in long-baseline experiments like
DUNE [3], the CC DIS contribution remains important,
accounting for more than 40% of the total event rate for
E⌫ ⇠ 10 GeV. As such, a few-percent correction to the
DIS subprocess can be consequential to the ultimate pre-
cision of flavor-oscillation searches. DUNE, for instance,
aims for percent-level precision in its neutrino oscillation
search program. At high neutrino energies above 100
GeV the CC DIS is far dominant. The higher values of
E⌫ considered here can be accessed at FASER⌫ [5] and
IceCube [48].

In Fig. 3, the world-average value of �CC/E⌫ , as re-
ported in PDG20 [1], was originally documented in [49]
by combining the CCFR90 [50], CCFRR [51], and
CDHSW [52] measurements with E⌫ between 30 to 200
GeV. This is displayed as the black dashed line. The
CCFR90 [50] measurements extract the total cross sec-
tions with an independent determination of the neutrino
flux. On the other hand, CCFR96 [49], like many other
neutrino scattering experiments, only measured the rela-
tive cross sections to cancel the neutrino flux uncertainty.
The reported absolute cross sections �CC/E⌫ , as a func-
tion of E⌫ , were obtained by matching onto the above-
mentioned world-average value.

Our theory predictions include the NLO EW correc-
tions, as originally calculated in Ref. [53], and the target
mass corrections following the prescription of [54]. For
a neutrino energy of 200 GeV, the corrections increase
the DIS cross section by about 2% and 1%, respectively.
Furthermore, we check the nuclear corrections which only
decrease the cross sections by less than half percent as-
suming Fe nucleus and using nCTEQ15 PDFs [55]. The
upper panel of Fig. 3 shows the GM theory predictions at
the LO, NLO, N2LO and N3LO0, as well as the ZM pre-
diction at N3LO. The QCD corrections reduce the LO
cross sections by about 6% for most neutrino energies.
The scale dependence indicated by the colored band is
strongly reduced upon including higher-order corrections.
The middle panel of Fig. 3 further compares theoretical
predictions obtained at various QCD orders by examin-
ing ratios to the GM N2LO cross section. The scale vari-
ation for GM N2LO and especially N3LO0 is negligible
at E⌫ > 100 GeV and 1-3% otherwise. One important
feature is that high-order QCD corrections somewhat re-
duce the DIS cross section and increase the apparent
di↵erence between the precise CCFR96 data and theory
predictions, assuming the overall normalization of data
determined as above. The agreement with the CCFR90
data is much better especially for E⌫ above ⇡100 GeV.
The ambiguity due to the absent mass terms grows up to

a few percent in the ZM and GM N3LO0 predictions for
the lowest E⌫ . This ambiguity is reduced in GM N2LO.
These di↵erences can be contrasted with the PDF uncer-
tainties in the range 1⇠2% in the lower panel of Fig. 3.
We also compared N2LO predictions using other PDF
sets, MMHT2014 [56] and NNPDF3.1 [57]. They agree
with CT14 within the PDF uncertainty.
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FIG. 3: Curved lines: the predicted CC DIS cross section in
the SACOT-� scheme at various orders versus neutrino en-
ergy E⌫ . Error bars and dashed horizontal line: CCFR mea-
surements and the world average of the neutrino-nucleus to-
tal cross section. Colored bands in the upper/middle (lower)
panel represent the scale variations (PDF uncertainty).

HERA/EIC kinematics

Inclusive CC DIS can be measured precisely at a fu-
ture EIC facility. At the lepton-hadron collider HERA
and the EIC, typical Q2 in CC DIS are above 100 GeV2

due to di�culties of reconstruction of the full hadronic
energy [58]. Figure 4 shows reduced cross sections and
ratios vs. x at Q

2 = 100GeV2 for e
�
p collisions with

a center-of-mass energy of 141 GeV. The comparison of
GM predictions at various ↵s orders, including their scale
variations, again demonstrates good perturbative conver-
gence. At such Q

2, GM N3LO0 is an excellent prediction,
as the charm mass terms are negligible. The GM N3LO0

scale dependence is within 0.5-1%, except at very large
x. By comparing the GM and ZM predictions, we find
that the full charm-quark mass e↵ects can still lead to
a correction of ⇡1%, depending on the x values. The
PDF uncertainties in the lower panel are generally about
2%. Such high theoretical accuracy is a step toward a
precision test of QCD in CC DIS at the EIC.
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FIG. 4: Dependence of di↵erential reduced cross sections in
e�p CC DIS at

p
s = 141 GeV on Bjorken x for Q2 =

100GeV2. Colored bands in the upper/middle (lower) panel
represent the scale variations (PDF uncertainty).

In conclusion, we presented a general-mass calculation
for inclusive CC DIS at N2LO in QCD with the full
threshold dependence on the charm-quark mass. The
GM N2LO predictions are consistent across a wide range
of momentum transfers and have greatly reduced per-
turbative uncertainties. When appropriate, we augment
the GM N2LO calculation by including the O(↵3

s) ra-
diative contributions available in the zero-mass scheme.
Our examination of phenomenological implications for
several experimental programs, including the EIC and
high-energy neutrino experiments, shows that the per-
turbative uncertainties can be controlled at the level of
a few percent and sometimes less.
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e-p collision with EIC setup

❖ At high Q2 seeing a very good convergence of 
the GM predictions and sequential reduction of   
scale variations, <1% for GM N3LO’  

❖ finite mass corrections are about 2% at low Ev 
comparing GM and ZM N2LO; scale variations are 
1~3% for GM N2LO, and <1% for N3LO’ at large Ev
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