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A device is described which 
makes it possible for detected 
particle pulses to make records 
automatically on chronograph 
paper, which records can be 
conveniently and accurately 
studied at leisure. 





Trigger and Data Acquisition
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Trigger and DAQ

Overview

● Overall the main role of T & DAQ is to process the 
signals generated in a detector and saving the 
interesting information on a permanent storage
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A perfect detector would be able to ….

• detect charged particles

• charged leptons, charged hadrons, …

• detect neutral particles

• Photons, neutral hadrons, neutrinos

• perform particle identification

• precisely measure the energy and/or the momentum of each 
particle

• allow to construct 4-vectors for all particles produced in an interaction

• do so even at very high interaction rates ( > 20 MHz ?)
5



Typical Particle Physics Detector: 
Onion Shell Principle

6



Example: CMS (CERN)
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Physics with Hadron Colliders

Problem:

• Interesting physics channels have production rates as 
low as 1 event in 109 interactions

Options:

•Store everything and do the selection in the offline analysis

•Find selective triggers allowing to record only interesting 
physics

•Event filtering in order to effectively suppress events which 
are not interesting

8
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Case Study : LHC physics

bb̄

W → ℓ ν

Z → ℓ ℓ

tt̄

H

Process Cross section (nb) 
@ 14 TeV

Production rates (Hz) 
@ ℒ = 1034 cm–2s–1

inelastic 108 109
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15 150
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Many orders of magnitude between QCD background 
and primary physics channels rates 

Even if feasible, storing all collision events at 
hadron collider is not useful

Rprod
X = σX �L

Expected production rate for process X:
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Options for triggering / event filtering

•Store everything and do the selection in the offline analysis ?

•Limitation: storage capacity and processing resources for offline analysis

•LHC:  40 MHz bunch crossing,  

•ATLAS/CMS : 60 TB/s raw data rate !!!

•Impossible to store !
•LHCb: running at lower luminosity

• possible (but expensive !)

•Find simple, selective triggers allowing to record only interesting physics
•Suitable only for experiments with a very specific focus

•There is no simple Higgs trigger !
•Event filtering in order to effectively suppress events which are not interesting

•The most general approach

•Can be done by a combination of veto-triggers and more sophisticated online-selection

•Typically multi-level system, combination of hardware/firmware/software

•First-level trigger, second level trigger (hardware)

•High level event filtering software 9



Typical Triggered System
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Introduction Triggering outside the boxDifferently timed analysesDark Matter and TLA

Trigger systems in ATLAS/CMS/LHCb
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LHCbATLAS CMS

Level-1:  
custom hardware

Software HLT: 
20k cores

1 kHz to storage

40 MHz bunch 
crossing

H. Brun, LP 2015 
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TRIGGER AND DATA ACQUISITION TRENDS

As the data volumes and rates increase, new architectures need to be developed
�23

RDAQ = Rmax
T ⇥ SE

more channels, more complex events
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ATLAS/CMS 
Data to Process: 

100kHz * 1MB = 1Tb/s

Data to Store: 

~ 1 PB / year /experiment



Nikos Konstantinidis ATLAS Upgrades

Timelines towards HL-LHC
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Run 3
� Peak lumi up to ~3x1034cm-2s-1

� Peak <pile-up>~80
� ~100fb-1/year Î ~300fb-1 by LS3
==> Upgrades mainly to cope with

higher L1 trigger rates 

HL-LHC
�Peak lumi up to ~7.5x1034cm-2s-1

�Peak <pile-up>~200
�~300fb-1/year Î ~3000fb-1 in 10 years
==> Upgrades to cope with occupancies,

radiation levels, trigger rates etc… 

25fb-1 3000fb-1300fb-1100-150fb-1

Phase-1
upgrades

Phase-2
upgrades



LHCb Run 3
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Triggered vs. Streaming DAQ Systems
Triggered  Systems
• Hardware/firmware based first level trigger

• Example: at least two high pT muons 
Digitisation happens after trigger signal is 
received

• Analog pipelines in Frontend electronics 
to wait for trigger latency

• Latency cannot be very large (think: 
microseconds)

• Algorithms cannot be very sophisticated

• Hardware/Firmware/software based second 
level (or high level) trigger

• Digitised raw date from Frontend 
electronics need to be stored in buffer 
memory

• Latency and complexity of algorithms 
depends on available buffer space

15

 Streaming Systems
• Data from all sub-systems is permanently 

digitised 

• Since there is no trigger, typically sampling 
ADCs are used

• Zero-suppression and feature extraction 
on the front end

• High-precision time distribution system 
required to correlate the data fragments from 
the sub-systems (event building)

• Data concentrators and event building 
network

• Event filtering by FPGA based systems or on 
PC/GPU server farms

• Latency of algorithms determined by 
buffer space in the various processing 
stages



Example 1: CMS Global Muon Trigger

� The CMS Global Muon trigger received 16 muon 
candidates from the three muon systems of CMS

� It merged different measurements for the same muon 
and found the best 4 over-all muon candidates 

� Input: ~1000 bits 
@ 40 and 80 MHz

� Output: ~50 bits @ 80MHz

� Processing time: 250 ns

� Pipelined logic
one new result every 25 ns

� 10 Xilinx Virtex-II FPGAs

� up to 500 user I/Os per chip

� Up to 25000 LUTs per chip 
used

� Up to 96 x 18kbit RAM used

� In use in the CMS trigger  
2008-2015



FPGA: Field-Programmable Gate Array

• Array of configurable logic blocks 
(CLB) with configurable 
interconnects

• Configurable input/output blocks 
(IOB)

• Configuration is defined using a 
hardware description language 
(VHDL or Verilog)

• A development tool interprets 
the code and creates a bit 
stream which is loaded into 
SRAM-cells in the FPGA, creating 
the designed configuration

17



Modern FPGAs
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… from the previous lesson
• But it also features Hard Blocks:

Example of FPGA architecture



FPGAs vs. ASICs
• Application-specific circuits and FPGAs can perform similar functions

• ASICs are not configurable. If you do not like their features, you have to design an 
manufacture a new one

• FPGA designs can be changed very quickly and without cost for new hardware

19



XILINX Zynq Ultrascale+ Architecture
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Case Study
The Belle II Experiment at KEK
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Belle II Detector

electrons  
(7GeV)

positrons 
(4GeV)

K
L
 and muon detector:

Resistive Plate Counter (barrel)
Scintillator + WLSF + MPPC (end-caps)

Particle IdentiNcation 
Time-of-Propagation counter (barrel)
Prox. focusing Aerogel RICH (fwd)

Central Drift Chamber
He(50%):C2H6(50%), small cells, 
long lever arm,  fast electronics

EM Calorimeter:
CsI(Tl), waveform sampling (barrel)
Pure CsI + waveform sampling (end-caps)

Vertex Detector
2 layers DEPFET + 
4 layers DSSD

Beryllium beam pipe
2cm diameter

TDR: arXiv:1011.0352

Tracking

Velocity
detector

Calorimeter

Magnet

Muon 
detector

Muon

Photon

Charged
particle



Belle II Vertex Detector (4 Layers SiStrip + 2 Layers PXD)
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The ONSEN Data Reduction System for the
Belle II Pixel Detector

Thomas Geßler, Wolfgang Kühn, Member, IEEE, Jens Sören Lange, Zhen’An Liu, Senior Member, IEEE,
David Münchow, Björn Spruck, and Jingzhou Zhao, Student Member, IEEE

Abstract—We present an FPGA-based online data reduction

system for the pixel detector of the future Belle II experiment.

The occupancy of the pixel detector is estimated at 3%. This

corresponds to a data output rate of more than 20GB/s after zero

suppression, dominated by background. The Online Selection

Nodes (ONSEN) system aims to reduce the background data by

a factor of 30. It consists of 33 MicroTCA cards, each equipped

with a Xilinx Virtex-5 FPGA and 4GiB DDR2 RAM. These

cards are hosted by 9 AdvancedTCA carrier boards. The ONSEN

system buffers the entire output data from the pixel detector for

up to 5 seconds. During this time, the Belle II high-level trigger

PC farm performs an online event reconstruction, using data

from the other Belle II subdetectors. It extrapolates reconstructed

tracks to the layers of the pixel detector and defines regions of

interest around the intercepts. Based on this information, the

ONSEN system discards all pixels not inside a region of interest

before sending the remaining hits to the event builder system.

During a beam test with one layer of the pixel detector and

four layers of the surrounding silicon strip detector, including a

scaled-down version of the high-level trigger and data acquisition

system, the pixel data reduction using regions of interest was

exercised. We investigated the data produced in more than 20

million events and verified that the ONSEN system behaved

correctly, forwarding all pixels inside regions of interest and

discarding the rest.

Index Terms—Data acquisition, field programmable gate ar-

rays, high energy physics instrumentation computing.

I. INTRODUCTION

O
NE of the goals of the Belle II experiment [1] is the im-
provement of the CP-violation parameter measurements
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Fig. 1. Cutaway drawing of the Belle II interaction region. The visible
subdetectors, from the interaction points radially outwards, are: the pixel
detector (PXD, two barrel layers), the silicon vertex detector (SVD, four barrel
layers), and the central drift chamber (CDC, with wires shown).

made by its predecessor Belle. This makes a very precise
determination of particle decay vertices necessary. For vertex
measurement, Belle used four layers of double-sided silicon
strip detectors in a barrel arrangement around the interaction
point, called silicon vertex detector (SVD). In order to achieve
a higher vertex resolution than Belle, Belle II will feature two
additional layers of DEPFET [2] pixel detectors (PXD) very
close to the beam pipe, surrounded by four SVD layers. This
arrangement is shown in figure 1.

The inner PXD layer will have a radius of only 14mm. As
a consequence of this very close proximity to the interaction
point, the PXD will detect many hits from background events,
mainly two-photon QED processes. The number of fired pixels
per read-out cycle (20 µs) from such processes will be in the
order of 100 000 for the whole detector, while only a small
number of hits will belong to charged tracks from events
relevant to the Belle II physics program. It is necessary to
extract these signal hits from the much larger background,
because the Belle II event builder system cannot cope with the
PXD output data rate of over 20GB/s—more than 10 times
that of all other subdetectors combined. With the PXD data
alone, however, it is virtually impossible to distinguish signal
hits from background hits.

A distinction between background and signal becomes pos-
sible when data from the outer tracking detectors are taken into
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The DEPFET Ladder 

DHP (Data Handling Processor) 
First data compression TSMC 65 nm 

Size 4.0 u 3.2 mm2 
Stores raw data and pedestals  
Common mode and pedestal correction  
Data reduction (zero suppression) 
Timing signal generation 

UMC 180 nm 
Size 5.0 u 3.2 mm2 

TIA and ADC 
Pedestal compensation 

SwitcherB 
Row control 

AMS/IBM HVCMOS 180 nm 
Size 3.6 u 1.5 mm2 

Gate and Clear signal 
Fast HV ramp for Clear 

7 34 cmarinas@uni-bonn.de 

PXD 

DCDB (Drain Current Digitizer) 
Analog frontend 
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Central Drift Chamber (CDC) 
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Silicon Vertex Dector
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•	Silicon	Vertex	Detector	(SVD)	
4	layers	of	DSSD	
r	=	3.8	cm,	8.0	cm,	11.5	cm,	14	cm	
L	=	60	cm	
~	1	m2

•	Pixel	Detector	(PXD)	
2	layers	of	DEPFET	pixels	
r	=	1.4	cm,	2.2	cm	
L	=	12	cm	
~	0.027	m2



Charged Particle Track
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Fig. 2. Illustration of the ROI generation mechanism. The active areas of the PXD and half of the SVD are shown. The HLT and the DATCON use SVD
strip hits to reconstruct a particle track. The track is extrapolated to the PXD, and regions of interest are defined around the intercepts with the detector layers.

account: Particles produced in background processes typically
have a low transversal momentum; their tracks reach the
PXD, but not the SVD or the central drift chamber (CDC)
surrounding it. The tracks from most relevant events, however,
have a momentum high enough to reach at least the SVD.
By reconstructing these tracks and finding their intercept with
the layers of the PXD, rectangular areas can be determined,
inside of which the corresponding hits on the PXD layers are
expected. These areas are referred to as regions of interest
(ROIs). The intercept of an extrapolated track with one of the
PXD layers defines the center of an ROI on that layer. The
ROI size depends on the uncertainty of the track reconstruction
and extrapolation processes. The concept of ROI generation is
illustrated in figure 2.

II. DATA ACQUISITION AND ROI GENERATION

The data path for the PXD data and ROIs in Belle II is
shown in figure 3. Each of the 40 PXD modules—so-called
half-ladders—includes several ASICs as front-end electronics.
They digitize the charge of each pixel, convert it to a zero-
suppressed format, and store the digitized data in a buffer.
Upon receiving a hardware trigger, a Data Handling Hybrid
(DHH) [3] for each half-ladder reads these data out. The DHH
is an FPGA board that is also responsible for initializing the
ASICS of the half-ladder and setting configuration parameters,
such as pedestal and threshold values. For every 5 DHHs, a
DHH Controller (DHHC) performs a 5-to-4 multiplexing: It
merges the data from 2 half-ladders of the inner PXD layer
and 3 half-ladders of the outer PXD layer into a subevent (see
figure 4a). Each of the 8 DHHCs then sends the merged data
to the ONSEN system (see below) on one of its four output
links, alternating between links on an event-by-event basis.
This mechanism compensates for the higher occupancy closer
to the beam pipe and effectively balances the load across the
output links. The total number of output links from the PXD
read-out system is 32.

Fig. 3. Simplified PXD read-out and ROI generation scheme for the Belle II
experiment. Only the subsystems relevant for PXD data reduction are shown.

Two independent subsystems of the Belle II DAQ chain
create ROIs for an event:

1) For events selected by the hardware triggers, the Event
Builder 1 creates subevents with data from all detectors
except the PXD. With this information, the high-level
trigger (HLT)—a highly parallel PC farm—performs
an online event reconstruction and makes a physics-
level event selection (software trigger) [4]. The HLT
extrapolates the tracks that were found during the event
reconstruction step to the PXD and uses them for ROI
generation. Depending on the event topology, a latency
of up to 5 seconds is possible between the hardware
trigger for an event and the response from the HLT,
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Belle II SVD Module 
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DEPFET Pixel Sensor
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• 768x250	DEPFET	Pixels	
• 50x75	μm2	pixel	pitch	
• 75	μm	thickness



Requires dedicated ASIC development
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DHP	(Data	Handling	Processor)	
First	data	compression

TSMC	65	nm	
Size	4.0	×	3.2	mm2	
Stores	raw	data	and	pedestals		
Common	mode	and	pedestal	correction		
Data	reduction	(zero	suppression)	
Timing	signal	generation	
Rad.	Hard	proved	(100	Mrad)

UMC	180	nm	
Size	5.0	×	3.2	mm2	

TIA	and	ADC	
Pedestal	compensation	
Rad.	Hard	proved	(20	Mrad)

SwitcherB	
Row	control

AMS/IBM	HVCMOS	180	nm	
Size	3.6	×	1.5	mm2	

Gate	and	Clear	signal	
Fast	HV	ramp	for	Clear	
Rad.	Hard	proved	(36	Mrad)

Sensor

PXD

DCDB	(Drain	Current	Digitizer)	
Analog	frontend



PXD - Detector - small, fragile and expensive  
(This is a full-size model)
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VXD Online Data Reduction 

cmarinas@uni-bonn.de 40 

• Amount of data created by PXD is larger than the data generated by all other subdetectors 
• Only reduced PXD data is written to tape 
• Use tracks in SVD (and CDC) to find PXD regions of interest 



Belle II Data Acquisition System

33

Fig. 2. Illustration of the ROI generation mechanism. The active areas of the PXD and half of the SVD are shown. The HLT and the DATCON use SVD
strip hits to reconstruct a particle track. The track is extrapolated to the PXD, and regions of interest are defined around the intercepts with the detector layers.

account: Particles produced in background processes typically
have a low transversal momentum; their tracks reach the
PXD, but not the SVD or the central drift chamber (CDC)
surrounding it. The tracks from most relevant events, however,
have a momentum high enough to reach at least the SVD.
By reconstructing these tracks and finding their intercept with
the layers of the PXD, rectangular areas can be determined,
inside of which the corresponding hits on the PXD layers are
expected. These areas are referred to as regions of interest
(ROIs). The intercept of an extrapolated track with one of the
PXD layers defines the center of an ROI on that layer. The
ROI size depends on the uncertainty of the track reconstruction
and extrapolation processes. The concept of ROI generation is
illustrated in figure 2.

II. DATA ACQUISITION AND ROI GENERATION

The data path for the PXD data and ROIs in Belle II is
shown in figure 3. Each of the 40 PXD modules—so-called
half-ladders—includes several ASICs as front-end electronics.
They digitize the charge of each pixel, convert it to a zero-
suppressed format, and store the digitized data in a buffer.
Upon receiving a hardware trigger, a Data Handling Hybrid
(DHH) [3] for each half-ladder reads these data out. The DHH
is an FPGA board that is also responsible for initializing the
ASICS of the half-ladder and setting configuration parameters,
such as pedestal and threshold values. For every 5 DHHs, a
DHH Controller (DHHC) performs a 5-to-4 multiplexing: It
merges the data from 2 half-ladders of the inner PXD layer
and 3 half-ladders of the outer PXD layer into a subevent (see
figure 4a). Each of the 8 DHHCs then sends the merged data
to the ONSEN system (see below) on one of its four output
links, alternating between links on an event-by-event basis.
This mechanism compensates for the higher occupancy closer
to the beam pipe and effectively balances the load across the
output links. The total number of output links from the PXD
read-out system is 32.

ROIs

FEE

SVD
CDC and others

Event
Builder 1

PXD read-out

DHH

×40

~20 GB/s

<1 GB/s

ONSEN

Merger

×32

×8

Selector

DHHC

Event
Builder 2

DATCON

HLT

PXD

Fig. 3. Simplified PXD read-out and ROI generation scheme for the Belle II
experiment. Only the subsystems relevant for PXD data reduction are shown.

Two independent subsystems of the Belle II DAQ chain
create ROIs for an event:

1) For events selected by the hardware triggers, the Event
Builder 1 creates subevents with data from all detectors
except the PXD. With this information, the high-level
trigger (HLT)—a highly parallel PC farm—performs
an online event reconstruction and makes a physics-
level event selection (software trigger) [4]. The HLT
extrapolates the tracks that were found during the event
reconstruction step to the PXD and uses them for ROI
generation. Depending on the event topology, a latency
of up to 5 seconds is possible between the hardware
trigger for an event and the response from the HLT,



FPGA based Embedded Systems (Trigger Lab, IHEP)
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(a)

(b)

Fig. 4. Conceptual illustration of the PXD data path. (a) The 40 PXD
half-ladders are divided into eight sections: four in backward (B) and four
in forward (F) direction. One DHHC handles the data from each section and
distributes them between four outputs, based on the event number. (b) Each
of the 32 ONSEN selector cards receives the data from one of the eight PXD
sections for one out of every four events.

including software trigger and ROIs. Furthermore, the
HLT output is unordered: Since the HLT processes
many events in parallel, a recent event with a simple
structure may already be finished, while an older, more
complicated event is still being processed.

2) The data concentrator (DATCON) is an FPGA-based
online track reconstruction system that operates on the
SVD data. The hardware platform is, for the most part,
identical to that of the ONSEN system (see below).
The tracking is based on a two-step approach: a sector-
neighbor finder and a fast Hough transformation. The
DATCON extrapolates reconstructed tracks and uses
them to determine ROIs on the PXD planes, similar
to the HLT. However, since it processes events in a
pipelined fashion on FPGAs, the maximum processing
time per event is around 10 µs, and the output is ordered.

The existence of two separate ROI sources and the high latency
of the HLT output make a system necessary that:

1) receives and buffers the data output from the PXD;
2) receives and buffers the ROIs generated by the

(a)

(b)

Fig. 5. Hardware used for the ONSEN system. (a) An xFP card with
a Virtex-5 FPGA. The final system will use 33 cards of this type. (b) A
“Compute Node” carrier board, populated with four xFP cards. The cards are
equipped with SFP+ transceivers for either optical fibers or RJ45 Ethernet
cables. The final system will include 9 such carrier boards.

DATCON;
3) receives software triggers and ROIs from the HLT;
4) matches all ROIs and data for an event as soon as the

HLT ROIs have arrived; and
5) performs the actual pixel data reduction, based on the

combined ROIs from both sources.
The hardware platform for such a system must meet certain
requirements, including: fast optical serial links for the re-
ception of PXD data; gigabit Ethernet interfaces for both the
reception of the software trigger and ROIs and the output of
the reduced data; large memory, allowing the buffering of the
PXD data; high memory and I/O bandwidth; and high-speed
data processing capabilities.

III. THE ONSEN SYSTEM

The Online Selection Nodes (ONSEN) system was devel-
oped to fulfill the requirements stated above. An earlier version
of the system was described in a previous publication [5].
The hardware platform has since been upgraded, and many
changes were made to data formats, implementation specifics,
and the overall data flow concept. The new system was tested
extensively in both laboratory and beam tests.

A. Hardware
The hardware platform for the ONSEN system will consist

of 33 xTCA-based FPGA Processor (xFP) cards [6] hosted
by 9 AdvancedTCA carrier boards. It is a development of
IHEP Beijing in collaboration with JLU Giessen. Figure 5a



xFP Card (Xilinx Virtex 5)
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Technological Challenges: 
Example: Data Links

• Radiation hard links for data 
transport from the frontend 
electronics

• Power Consumption is a problem

• 1 W per 10 Gb/s

• For 10 Pb/s:  1 MW !!
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Microprocessor Trends 
Power wall and memory wall
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Data Transport: High Speed Serial Links

• Xilinx Virtex Ultrascale+

• Up to 128 serial links

• Up to 8.38 Tb/s 

• What to do with so much data ?

• Store in attached DDR memory for further processing ?
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Leveraging UltraScale Architecture Transceivers for High-Speed Serial I/O Connectivity

Key Enablers in UltraScale Architecture Transceivers
When choosing a device for a serial-based design, developers must consider a diverse set of 
criteria. The UltraScale architecture silicon leads the industry in line rates, aggregate bandwidth, 
signal integrity, and easy link tuning. Together with the intuitive design tools, broad IP support, and 
plentiful resources, the UltraScale architecture transceivers provide an unprecedented 
programmable device transceiver solution.

Line Rate, Density, and System Bandwidth
The transceiver offerings cover the gamut of today's high-speed protocols. The GTH and GTY 
transceivers provide the low jitter required for demanding optical interconnects and feature 
world-class auto-adaptive equalization with PCS features required for diff icult backplane 
operation. Table 3 shows the range of support within each device family.

The protocol configurations in the PS-GTR transceiver are restricted to those shown in Table 4. 

Table  2: Zynq UltraScale+ MPSoC PS-GTR Transceiver Protocol List

Standard Data Rate (Gb/s) Configuration

PCIe® 2.0
2.5

x1, x2, x4
5.0

SATA 3.1

1.5

x23.0

6.0

DisplayPort
TX-Only

1.62

x1, x22.7

5.4

USB 3.0 5.0 x2

SGMII 1.25 x4

Table  3: Range of Support within UltraScale and UltraScale+ Families

Type Max
Performance

Max
Transceivers(1)

Peak
Bandwidth(2)

Virtex UltraScale+ GTY 32.75Gb/s 128 8,384Gb/s

Kintex UltraScale+ GTH/GTY 16.3 / 32.75Gb/s 44/32 3,530Gb/s

Zynq UltraScale+ PS-GTR/GTH/GTY 6.0 / 16.3 / 32.75Gb/s 4/44/28 3,316Gb/s

Virtex UltraScale GTH/GTY 16.3 / 30.5Gb/s 60/60 5,616Gb/s

Kintex UltraScale GTH 16.3Gb/s 64 2,086Gb/s

Notes: 
1. Max transceiver count found across multiple device families
2. Combined transmit and receive 



Memory Bandwidth Bottleneck
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Industry Trends: Bandwidth and Power
Over the last 10 years, the bandwidth capabilities of parallel memory interfaces have improved very 
slowly—the maximum supported DDR4 data rate in today's FPGAs is still less than 2X what DDR3 
could provide in 2008. But during that same time period, demand for memory bandwidth has far 
outpaced what DDR4 can provide. Consider the trend in Ethernet: since the days of DDR3, Ethernet 
port speeds have increased from 10Gb/s to 40Gb/s, then to 100Gb/s, and now to 400Gb/s—a more 
than 10X increase in raw bandwidth. 

Similar trends exist in high performance compute and video broadcast markets. FPGA 
machine-learning DSP capability has increased from 2,000 DSP slices in the largest Virtex-6 FPGA, 
to over 12,000 DSP slices in the largest Virtex UltraScale+ device today. For video broadcast, the 
industry has moved from standard definition to 2K, 4K, and now 8K. In each of these application 
areas, a significant gap exists between the bandwidth required by the application vs. that which can 
be provided by a DDR4 DIMM. See Figure 1.

To compensate for this bandwidth gap, system architects attempting to use DDR4 for these 
applications are forced to increase the number of DDR4 components in their system—not for 
capacity, but to provide the required transfer bandwidth between the FPGA and memory. The 
maximum achievable bandwidth from four DDR4 DIMMs running at a 2,667Mb/s data rate is 
85.2GB/s. If the bandwidth required by the application exceeds this, then a DDR approach becomes 
prohibitive due to power consumption, PCB form factor, and cost challenges. In these 
bandwidth-critical applications, a new approach to DRAM storage is required.

Revisiting that same 10-year time period from a power efficiency perspective, it is clear that the era 
of “hyper-performance” at any cost is over. According to one MDPI-published paper, it was 
forecast that by 2030, data centers alone could be responsible for consuming anywhere from 3% 
up to potentially 13% of the global energy supply[Ref 1], depending upon the actual power 
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Figure 1: Relative Memory Bandwidth Requirements
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DRAM Memory - FPGA Hybrids

42

WP485 (v1.1) July 15, 2019 www.xilinx.com  3

Virtex UltraScale+ HBM FPGA: A Revolutionary Increase in Memory Performance

efficiency of data center equipment in deployment at the time. Designers greatly value power 
efficient performance, especially in this era of multi-megawatt data centers. They also value 
efficient thermal solutions, because OPEX requirements for reliable airflow and cooling are 
significant—one-third of the total energy consumption[Ref 2]. Therefore, the vendor who can 
provide the best possible compute per dollar and compute per watt in a practical thermal envelope 
has the most attractive solution.

Alternatives to the DDR4 DIMM
To bridge the bandwidth gap, the semiconductor industry has introduced several clever 
alternatives to commodity DDR4. See Table 1. More recently, the industry has seen the rise of 
transceiver-based serial memory technologies such as hybrid memory cube (HMC). These 
technologies offer higher memory bandwidth, and as such, can provide the memory bandwidth of 
several DDR4 DIMMs in a single chip—although at the expense of allocating up to 64 
ultra-high-speed serial transceivers to the memory subsystem.

An Introduction to High Bandwidth Memory
HBM approaches the memory bandwidth problem differently, by removing the PCB from the 
equation. HBM takes advantage of silicon stacking technologies to place the FPGA and the DRAM 
beside each other in the same package. The result is a co-packaged DRAM structure capable of 
multi-terabit per second bandwidth. This provides system designers with a significant step function 
improvement in bandwidth, compared to other memory technologies.

HBM-capable devices are assembled using the de facto standard chip-on-wafer-on-substrate 
(CoWoS) stacked silicon assembly process from TSMC. This is the same proven assembly 
technology that Xilinx has used to build high-end Virtex devices for the past three generations. 
CoWoS was originally pioneered by Xilinx as silicon stacked interconnect technology for use with 
28nm Virtex-7 FPGAs. CoWoS assembly places an active silicon die on top of a passive silicon 
interposer. Silicon-on-silicon stacking allows for very small, very densely populated micro-bumps 
to connect adjacent silicon devices—in this case, an FPGA connected to DRAM, with many 
thousands of signals in between. See Figure 2.

Table 1: Comparison of Key Features for Different Memory Solutions

DDR4 DIMM RLDRAM-3 HMC HBM

Description
Standard commodity 

memory used in 
servers and PCs

Low latency DRAM for 
packet buffering 

applications

Hybrid memory cube 
serial DRAM

High bandwidth 
memory DRAM 

integrated into the 
FPGA package

Bandwidth 21.3GB/s 12.8GB/s 160GB/s 460GB/s

Typical Depth 16GB 2GB 4GB 16GB

Price / GB $ $$ $$$ $$

PCB Req High High Med None

pJ / Bit ~27 ~40 ~30 ~7

Latency Medium Low High Med
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With CoWoS assembly, the DQ traces connecting to HBM are less than 3mm in total length and 
have very low capacitance and inductance (LC) parasitic effects compared to typical DDR4 PCB 
traces. This allows for an HBM I/O structure that is 20X smaller in silicon area than a typical external 
DDR4 I/O structure. The HBM interface is so compact that a single HBM stack interface contains 
1,024 DQ pins, yet uses half the I/O silicon area of a single DDR4 DIMM interface. Having 1,024 DQ 
pins with low parasitics results in tremendous bandwidth in and out of the HBM stack, with a 
latency similar to that of DDR4.

With an HBM-enabled FPGA, the amount of external DDR4 used is a function of capacity 
requirements, not bandwidth requirements. This results in using far fewer DDR4 components, 
saving designers both PCB space and power. In many cases, no external memory is needed.

Xilinx HBM Solution Overview
As illustrated in Figure 3, Virtex UltraScale+ HBM devices are built upon the same building blocks 
used to produce the Xilinx 16nm UltraScale+ FPGA family, already in production, by integrating a 
proven HBM controller and memory stacks from Xilinx supply partners. The HBM is integrated 
using the production-proven CoWoS assembly process, and the base FPGA components are simply 
stacked next to the HBM using the standard Virtex FPGA assembly flow. This approach removes 
production capacity risk since all of silicon, IP, and software used in the base FPGA family are 
already production qualified.

X-Ref Target - Figure 2

Figure 2: TSMC CoWoS Assembly Allows for Thousands of Very Small Wires Connecting Adjacent Die
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Figure 3: SSI Technology and HBM-enabled XCVU47P 
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The Rise of Serial Memory and the Future of DDR

Hybrid Memory Cube (HMC)
The strongest serial memory candidate to replace DDR DRAM memory is HMC, being promoted by 
the HMC Consortium and spearheaded by Micron Technology, Inc. (see Figure 3). HMC has been 
well advertised. “HMC” for some designers has even become conversational shorthand for “serial 
memory.” In fact, though, HMC is just one type of serial memory. 

In addition to HMC: 

• MoSys is developing its Bandwidth Engine technology, basically a kind of “serial SRAM” 

• Broadcom is offering a range of serial interface TCAMs

At the other end of the future spectrum: 

• Samsung is promoting High Bandwidth Memory (HBM), a TSV-based DRAM stack with a 
massively wide parallel interface. It might seem lower risk since it uses a parallel interface. 
Read Other Memory Solutions for more details.

HMC, however, is still the leading contender to take market share from DDR3 and DDR4. It has four 
or eight stacks of DRAM connected together using through-silicon via (TSV) technology on top of 
a logic layer to create a 2G or 4G package. The logic layer creates a convenient interface. Up to 
eight devices can be daisy-chained if more capacity is needed. There is 256-bit access and 
enormous throughput considering the 1-to-4 link capability (in steps of half a link). Each link 
comprises sixteen transceivers (eight for a half-link)—all capable of handling 15 Gb/s, an 
extraordinary amount of bandwidth previously unavailable to memory designers. HMC claims to 
support chaining up to eight devices, but this has yet to be proven, and it will surely come with its 
own set of challenges.

To see the improvement in bandwidth over the DDR solution, see Table 2, where three designs are 
presented. Each of the three designs (DDR3, DDR4, and HMC) is sized to support 60 Gb/s. Pin count 
is reduced in the HMC solution by at least a factor of 8, greatly reducing board complexity and 
routing (see Figure 4). The high bandwidth of the SerDes links allows fewer devices to be 
used—just one in the case noted. This single device and FPGA reduce board space needed by a 
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Figure 3: Illustration of the Structure of HMC
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Some final thoughts …

• Emerging technologies will make DAQ for next generation hadron collider 
experiments feasible

• Data storage and data processing resources might be the final bottleneck

• Possible solutions, however there is a price to pay

• Decide not to store (all) the detector (raw) date but instead perform high 
level of feature extraction online and store only the extracted data

• Track parameters instead of hits in tracking detectors

• Cluster energy instead of energies of individual modules

• Ultimately: store only 4-vectors (not very realistic)

• Decide to run more selective filtering algorithms to cut down raw data rate

• Dangerous, when looking for New Physics
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