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1
Synopsis

This book is an introduction to the mathematical formalism of quantum
fields. The various topics discussed in this book are focused on the elabora-
tion of the quantum mathematics that is encoded in the theory of quantum
fields. Quantum mathematics refers to the system of mathematical concepts
that arise in quantum systems — some of the leading concepts being that
of quantum fields, vacuum expectation values, Hamiltonians, state spaces,
operators, Lagrangians and Feynman path integrals.

The phenomena of PhaSEMTaNSItioN arises in equilibrium statistical me-
chanics and is completely based on classical physics. Nonetheless, IWilS6i

(1953) solved the problem of PSS ANSHONMSHEHENTAGAESHo!
quantum field theory. A major area of application of quantum mathematics
is the field of pure and applied mathematics. Donaldson obtained ground

breaking results in the classification of four dimensional manifolds by study-
ing the classical solutions of Yang-Mills gauge theory in four dimensions.
Witten (1989) applied the techniques of quantum field theory to derive the
Jones polynomial, which classifies knots and links in three space dimension.
More recently, superstring theory has led to a plethora of results in pure
mathematics using quantum mathematics.

Quantum mathematics has been applied to finance in Baaquie (2004) and
Baaquie (2010). The classical random behavior of financial instruments is
interpreted in terms of the symbols of quantum mathematics; the framework
for connecting the observed market behavior of these instruments with their
mathematical description turns out to be quite different from that of quan-
tum mechanics. Quantum mathematics has also been applied to the analysis
of problems in the social sciences by Haven and Khrennikov (2013).

Needless to say, neither critical phenomena, nor mathematics nor mathe-
matical finance nor the social sciences are quantum systems. The interpre-
tations of quantum mathematics that are valid for quantum systems are not











2 Synopsis

directly applicable to these problems; instead one has to reason from first
principles to interpret the structures of quantum mathematics. In particular,
the results obtained in mathematics and finance using quantum mathemat-
ics entail a radically different interpretation of its symbols. Similar to the
approach taken in Baaquie (2014) in analyzing path integrals, the focus of
this book is on the [ GHNENSHCHAGCSIONRNNCINNeoRN  nd
which could form the basis of applications of quantum mathematics to dis-
ciplines that go beyond theoretical physics. All the topics and subjects in
the various chapters have been specifically chosen to illustrate the structure
of quantum mathematics.

The prime objective of this book is to study quantum mathematics by ex-
amining different mathematical aspect of quantum fields. The derivations in
this book are not tied down to the application of quantum fields to physics —
as this would require many concepts that are not necessary for understand-
ing the mathematical formalism of quantum fields.

1.1 What is a quantum field?

Quantum fields arose from the synthesis of quantum mechanics and special
relativity. To maintain causality, special relativity - when combined with
quantum indeterminacy — requires the existence of anti-particles. The ex-
istence of AMGIEPArticlés makes non-relativistic quantum mechanics, which
always has a fixed number of particles, inconsistent; particle-antiparticle

annihilation and creation from the vacuum needs [@state space with an in=
definite number of particles.

The requirement for indefinite number of particles finds its realization in
a state space based on/infiifely many degree of fiéedom. Recall a degree of
freedom is defined to be an independent variable for each instant of time. For
example, a non-relativistic quantum mechanical particle in three dimensions
has three degrees of freedom.

A quantum field theory can be self-interacting, as is the case for the quan-
tized Goldstone Lagrangian, or is nonlinear due to the coupling of two fields,
as is the case of scalar quantum electrodynamics, which consists of the pho-
ton field coupled to the complex scalar field. (QUaNtGNNHEIANREST is appro-
priate for describing a nonlinear relativistic quantum system as well as [GlieH
random system with infinitely coupled degrees of freedom snch ax classical
phase transitions.

In summary, a quantum field describes a system, either quantum or clas-
sical. with infinitely many coupled degrees of freedom.

The distinction between quantum mechanics and quantum field theory



















1.2 Focus of the book 3

is that quantum mechanics is a system with a finite number of degrees of
freedom while quantum fields consist of infinitely many coupled degrees of
freedom.

1.2 Focus of the book

There are many voluminous and encyclopedic books on quantum field the-
ory, such as Weinberg (2010) that runs for over 1,500 pages and are meant
for professionals and researchers — being inaccessible to non-specialists and
beginners. Some books on quantum fields are geared towards specific appli-
cations, such as the book by Peskin and Schroeder (1995), which is written
for applications in high energy theory and phenomenology, or the book by
Zinn-Justin (1993) that seeks to explain critical phenomenon.

Many of the standard books on quantum field theory are written primarily
for a readership that is drawn from theoretical physics. The proposed book
eschews this approach and provides a quick, short and direct introduction to
quantum fields to a wide audience who neither has the patience nor any use
for the voluminous books. The book avoids advanced topics such as Yang-
Mills gauge fields or supersymmetric quantum fields. Instead, the book gives
a quick and direct route to the leading ideas of quantum fields, from free
fields to the concept of renormalization and the renormalization group.

The book is divided into the following three parts.

e Part One is the Introduction to the two underlying themes of the book,
which are the flantunsprinciple and CIASSICANASIANRESTE. The mathemat-
ical formalism of these two fields contain the seeds for all the mathematics
that is developed all the way to superstring theory.

e Part T'wo focusses on Linear Quantum Fields and is a necessary prepara-
tion for the study of nonlinear quantum fields. Linear fields are important
in their own right, and this is demonstrated in the detailed analysis of
both the Maxwell and Dirac fields. The importance of two-dimensional
free fields is exemplified by the exact solution of the Dirac field coupled to
the gauge field as well as an introductory discussion of bosonic superstring
theory.

e Part Three discusses Nonlinear Quantum fields. The nonlinear properties
of quantum fields are, in general, mathematically formidable as well as be-
ing fairly intractable. The nonlinearity also yields novel and unexpected
results. To address the nonlinear aspect of quantum fields two different
approaches have been taken. The nonlinear scalar quantum fields is stud-

ied to discuss the eiASAIONECHONTAZAHOMANAIONEIeCHONAlZAtoN
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BEOUP! The cffective action is evaluated for scalar electrodynamics and
its spontaneous symmetry breaking is shown to be renormalization group
invariant.
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INTRODUCTION
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Part One is an introduction to two underlying concepts that are the start-
ing point of quantum fields, which are

e The quantum principle
e (lassical field theory

The theoretical framework of quantum mechanics and classical field the-
ory provides the mathematical tools for studying both quantum fields and
superstrings.

Chapter 2: The quantum principle

The quantum principle is discussed in Chapter 2 and states that all physical
systems are constituted by degrees of freedom that are fundamentally inde-
terminate. The indeterminacy is realized in two different manners [Baaquie

(2013)]

e In the Hamiltonian formulation all physical observables are Hermitian op-
erators acting on a state space built on the underlying degree of freedom.
Physically observable quantities are the expectation value of the operators
obtained by either using the state space approach of Schrédinger or the
operator algebra of Heisenberg.

e In the path integral formulation, the degrees of freedom are integration
variables and hence having no fixed value and being intrinsically indeter-
minate. Physical observables are defined by the matrix elements of op-
erators representing physical quantities, which in turn can be evaluated
using the path integral.

Chapter 2 discusses both the path integral and state space/operator for-
mulations of the quantum principle. The mathematics of quantum mechan-
ics is generalized in defining quantum fields and further generalized in the
formulation of superstings. But what remains valid for quantum fields and
superstrings is that both these entities are based on degrees of freedom that
are quantum mechanical in nature, being indeterminate, and that the opera-
tor algebra and path integral mathematics of quantum mechanics continues
to be the mathematical backbone of these objects.

Chapter 3: Classical field theory

Chapter 3 introduces the concept of the classical field. The Standard Model
of high energy physics as well as the geometrical theory of gravitation holds
‘stuff’ that Nature is made out of is a variety of fields. The key feature
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of a field — in fact, its most important and defining property — is that the
field carries both energy and momentum at every point of space (and time).
This is the reason that a field is considered to be a physical entity — as
physical as a classical particle — with the difference that the field’s energy
and momentum can flow from one part to another, unlike a particle for
which its energy and momentum is at the point that it occupies (of course,
this point can move). Just as is the case for particles, the time evolution of
a field exactly conserves the field’s energy and momentum.

As the field evolves in time, the energy and momentum of the field can
be re-distributed from one point of space to another by the variation in the
field’s strength. The term ‘a propagating field’ is a short hand for describing
the re-distribution of the field’s energy and momentum at the different points
of space; this re-distribution can take place in many ways, with the most
commonly studied case being the wave-like oscillations of the field’s strength
at different points of space. And conversely a propagating electromagnetic
field impinging on a charged particle can transfer energy to it and cause the
particle to accelerate. The total energy and momentum of the field coupled
to charged particles, taken together, is exactly conserved.

A propagating electromagnetic field can, in principle, spread out over
infinite distances.

In general, a classical field is a determinate entity, which is completely
specified by assigning a numerical value to the field (with appropriate di-
mensions) at every point in spacetime. The values specifying the field at
every point can change as it evolves in time. A particle of classical physics
occupies a single point whereas a scalar and vector field are spread over
space. The numerical value of a field can be a single number, as in the case
a scalar field, or it can consist of several numbers, as in the case of a spinor
or a vector field. The gravitational field is a tensor field requiring 10 real
numbers at every spacetime point.

The description of a classical field using Lagrangian mechanics is dis-
cussed, including the symmetries of the Lagrangian and the conserved quan-
tities tha arise from such symmetries. A few classical fields, which include
the effective field theory that describes superconductivity as well as the the-
ory that describes the Higgs mechanism, are discussed to illustrate some of
the classical field’s key features.



2

Quantum Mechanics

The starting point of both quantum fields and superstrings is from the prin-
ciples of quantum mechanics. We briefly review the foundations of quantum
mechanics.

2.1 Fundamental principles

The three fundamental ingredients of quantum mechanics are the following:

e The degree of freedom; this can be discrete or continuous and can be one
or infinitely(many). The degree of freedom will be denoted by ¢, and all
its values form a space F

e The state space, which in quantum mechanics is a Hilbert space, but can
be larger in systems that don’t conserve probability; it is denoted by V
and an element of Vis |[¥) e V.V : F — @

e Operators O that act on V and map it to itself O:V — V. The space of
operators is denoted by Q.

In summary, quantum mechanics consists of the mathematical triple {F,V, Q}.
Physical observations are represented by Hermitian operators

Ol =0;,i=1,2,..N

In general, [62, 6]] = 0. The physically observed value of a physical quantity
Q, such as position, energy..., is given by (¥|Q|¥), where |¥) represents the
quantum state of the physical entity.

Consider the eigenfunctions and eigenvalues of a Hermitian operator given
by

Oltn) = Anltn); (Gmltn) = dmn (2.1.1)

All Hermitian operators have the following spectral decomposition in
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terms of their eigenvalues

0 =3 Aulthn) (0 (2.1.2)

Define projection operators II,, = |¢,,) (¢, ], such that
2 =10, and O = Y A II, (2.1.3)
n

The completeness equation on V yields

I=) My =1 (2.1.4)

Every state vectors has the decomposition

) = ZIX) =D calthn), (2.1.5)

n

where
Cn = (¥n[X) (2.1.6)
Since
(xlx) =1
it follows that
1= "leal® = |eal? € [0,1] (2.1.7)

2.2 Theory of Measurement

To measure a physical quantity represented by operators O, a device has
to be made that is designed to experimentally realize all the projection
operators II,,. The probability P, of a detector representing II,, detects the
quantum states [¢) is given E\ [IL,] = (x|, |x) = Py.

Note quantum theory of measurement requires that only one of the detec-
tors, represented by II,, detects the quantum states. This also the so called
collapse of the wave function. Define

Py = |ca)? €0,1] (2.2.1)
Tracking the expectation value of Z yields

1=EJI]=) P, (2.2.2)

Egs. 2.2.1 and 2.2.2 show that quantum mechanics is a theory probability
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Device Il

Figure 2.1 Projection operators observing the quantum state function .

that is a synthesis of classical theory of probability with the concept of an
underlying linear vector space V and Hermitian operators based on it.

Note the fundamental paradox of quantum mechanics, namely that the
foundation of the quantum entity, namely the degree of freedom, can never,
in principle be observed by any experiment. Furthermore, two orthogonal
projection operators II,,Il,, can never simultaneously observe the state
function . A measurement results in the state function collapsing to ei-
ther the state |¢,) = II,|Y) or |¢y,) = I,|Y); the state vector [¢) and
is mever simultaneously observed by both the projection operators. If any
experiment, two orthogonal projection operators simultaneously observe the
state function 1), then that would spell the end of the current (Copenhagen)
interpretation of quantum mechanics.

2.3 The Schrodinger and Heisenberg Formulation

h o
——= =H 2.3.1
ol = Hlve) (231)
The coordinate eigenstate |¢) and operator </b\ is defined by
ol6) = 69) (2.3.2)
and yield the coordinate representation

h, 0
—;<¢’§Wt> = (p|H|r)
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and hence
h o

~ 0
—;awt(@ = H(¢, 90

Note the Hamiltonian operator acts on the dual basis state, and this is the
rule for all differential operators. From Eq. 2.3.1

)Pe(@) (2.3.3)

i) = e~ |ypo) (2.3.4)
The expectation value of a Schrodinger operator O is given by (h=1)
Ey[O(t)] = (11|Ol¢h) (2.3.5)
= (wle™ e ) (2:3.6)
= (¥|O(t)[y) = tr(O(t)p) (2.3.7)
where
p=[V)¥

is the density operator.
The Heisenberg operator is defined by
6(t) _ eitHaefitH

~

00 ~
= Z@?E) = [O(t), H] : Heisenberg operator equation
Heisenberg’s formulation is more suitable for measurement theory. A device
represents physical projection operators Il,; the quantum state is p. The

result of repeated measurements yields P, = tr(II,p).

2.4 Feynman Path Integral

The Dirac-Feynman formulation of path integrals is derived from the Hamil-
tonian operator. Although every Hamiltonian yields a path integral, it is
not the case that every path integral can in turn be expressed in terms of
a Hamiltonian. This aspect of path integrals come to the fore in studying
path integrals for curved manifolds, but will be not addressed in this book.

Consider the continuation of time to Euclidean time given by x; = x,, t =

—i7 Hence
- m dr. o _ omdx .,
=20 - Vi) = TP - V()
The canonical momenta changes sign but gives the same Hamiltonian
1 0 1 02
H = + V(@) ; Hp= V()

~ 2m 0a?  2m 0a?
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A

Y

T=-it

Figure 2.2 Euclidean continuation of real (Minkowski) time.

The Dirac-Feynman Formula is given by

(2'|e” "M |z) = N(e)e’F@* ) . Minkowski
(2'|e= e |z) = N(e)eCr® )+ Buclidean (2.4.1)
where A (e) is a normalization term. The subscript E will be dropped unless

necessary.
The Euclidean path integral has the following derivation.

2
(2 |e= M8 |z) ~ (2 |e=2m |z)eV (@) (2.4.2)
Note
dp
JEE: (243)
Hence
—6—2 dp 22 dp —6—2 —ip(z—a’
@lebrla) = [ Sl lppla) = [ Fhehmemine)
m m 2
_ - (e—at)
27ree i
Hence
d
eL = —@(azﬁ_e )t V() = L= —T(—:EF —V(z)

2€

Using the completeness equation

/ dolz)(z| = T (2.4.4)
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Time

i Xy

Space

Figure 2.3 The paths between initial and final state.

yields for the path integral, for e = 7/N, the following

K2, z;7) = (2'|e”™|z) (2.4.5)

N-—1
_/ H dxn<x/|€_EH|xN—l><.%'N_1‘...<$n+1‘e_EH‘xn>_“<xl‘e—eH‘x>
n=1

Let xny = 2/; 29 = x, then

N-1 N-1

K o;71) = {/ H dzn}{ H (xn+1|e_EH|xn>} (2.4.6)
n=1 n=0

= / DaeXn=o L@nti.en) (2.4.7)

The lattice action is

N-1 N—-1

Slz] = —% Z(@F ey Vi) (2.4.8)
N—-1
/Dwz 1:[1

0 n=0
m

/ (27_‘_6)%6&7311 (2.4.9)
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In the € — 0 limit

m  dx

Slz] = /OT Ltydt ; L= —5(5)2 —V(2) (2.4.10)

T oo
/D:U :NH)/_OO dz(t) (2.4.11)

The evolution kernel (z|e"™H|z;) is given by the Euclidean Feynman Path
Integral

K(zj2p;7) = (xple” ™ |2;) = / Dze® : Euclidean (2.4.12)
B.C.
Boundary Condition : 2(0) = x; , z(7) = xy

The Minkowski time path integral, which in fact is the original version
written down by Feynman, can be obtained by analytically continuing Eu-
clidean to Minkowski time. Using subscript M for Minkowski time, we have
T = itps; hence, Egs. 2.4.9 and 2.4.10 yield

Sula] = /t " dtarLas(t) = —iS[al: Lar = ZL(;Z;)Q V()

N-1
m .1
D = I 2 : —ti=N
/ M Nl—rgo};[l/(Qﬂie)den Pyt ¢

The Minkowski time path integral, from Eq. 2.4.12, is given by

Kn(xi,ap;7) = (aple =0 |4,y = Dz pre™™™ : Minkowski
B.C.
Boundary Condition : z(t;) = x; , z(tf) = xy

2.5 Hamiltonian and path integral

For a continuous degree of freedom the Lagrangian consists a kinetic term
that is usually the same for a wide class of systems; one needs to choose
an appropriate potential V' (z) to fully describe the system. For the sake of
rigor, consider the Euclidean Lagrangian and action given by

1 (da\? ty

The evolution kernel (z¢|e~"|z;) is given by the superposition of all the
indeterminate (indistinguishable) paths and is equal to sum of ¢ over all
possible paths as obtained in Eq. 2.4.12.
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Path integral quantization is more general than starting from the Schrodinger
equation and the Hamiltonian operator for following reasons.

e The Schrodinger approach is based on the properties of state space in
addition to the Hamiltonian driving the Schrédinger equation.

e The spacetime symmetries of the quantum system are explicit in the La-
grangian based path integral approach whereas in the Schriédinger ap-
proach these are implicit and need to be extracted using the properties
of the Hamiltonian and state space. In particular, one has to derive the
symmetry operators that commute with the Hamiltonian.

e Path integral quantization yields a transparent formulation of constrained
systems, as for example discussed in Baaquie (2014). In the Schrédinger
formulation, one needs both the Hamiltonian and commutation relations,
which for a constrained system are far from obvious and require a fair
amount of derivations.

These considerations come to the forefront for complicated systems like non-
Abelian gauge fields that are discussed in Part V on lattice gauge theory,
where the starting point is the Lagrangian; path integral quantization turns
out to be more efficient than the Schrédinger approach.

2.6 Hamiltonian from Lagrangian

Recall in Section 2.4, the Lagrangian was derived from the Hamiltonian
using the Dirac-Feynman formula. In this Section, it is shown how to derive
the Hamiltonian H if the Lagrangian is known; one can use the procedure
of classical mechanics for the derivation, but instead a quantum mechanical
deviation is given in this Section.

A Lagrangian that is more general than the one discussed in Section 2.4,
and arises in the study of option theory in finance Baaquie (2004), is chosen
to illustrate some new features. Option theory is based on classical random
processes that are similar to the diffusion equation and hence the time pa-
rameter ¢ in the path integral appears as ‘Euclidean time’ ¢, which for option
theory is in fact calendar time.

Let the degree of freedom be the real variable ¢. Consider the following
Lagrangian and action

L(t) = —% [mez‘w{‘;‘f + a(, t)}2 + V(qb)}

1

S = /DT deL(t) = — /DT dt [me_w’{z{f +a(p, )} + V(qﬁ)} (2.6.1)
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For greater generality, a ¢ dependent mass equal to me™2¢ and a drift term
a(¢,t) have been included in L.
The path integral is given by the following generalization of Eq. 2.4.12

K(¢i,¢p;7) = /che‘”’es (2.6.2)
T JrOO

/Dqﬁe"‘]5 = H/ dqﬁ(t)e*Wﬁ(t)
t=0" —°

Boundary Conditions ¢(7) = ¢ ; ¢(t =0) = ¢;

Note the path integral integration measure | D¢, has a factor of e ¢ needed
to obtain a well-defined Hamiltonian.

Recall from the discussion of the evolution kernel in Section 2.4, the path
integral is related to the Hamiltonian H by Eq. 2.4.12, namely

K(¢i,¢;T) = /Dée_”‘z’es = (prle ™| ) (2.6.3)

One needs to extract the Hamiltonian H from the path integral on the left
hand side of Eq. 2.6.3.

The Hamiltonian propagates the system through infinitesimal time; the
time index t is discretized into a lattice with spacing e, where ¢t = ne with
N =T/e and ¢(x) — ¢,. The path integral reduces to a finite (N — 1)-fold
multiple integral, analogous to what was obtained in Eq. 2.4.6. Discretizing
the time derivative d¢/dt — (¢n+1— ¢n)/€ yields the following lattice action
and Lagrangian

N—-1
(onle o) = T [ donevone50 (2.6.4)
. n=1
S(e)=¢Y_ L(n)
n=0
—2vén
L(n) = =" [Buss — O+ con]” = 5[V (Bsn) + V(6]

As in Section 2.4, the completeness equation given in Eq. 2.4.4 yields

/d¢n|¢n><¢n| =T

and is used N — 1 times to write out the expression for e V. The Hamil-
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tonian is identified as follows
(Srirle” M |on ) = N(e)e " Pretn

—vé
T [bu1 = du + ean]” = SV (6ut1) + V(60)]}

Since the Hamiltonian depends on the value of ¢ at two different instants,
to simplify notation let

On1 =@ ¢n:¢, ;0 Op =«

Ignoring terms that are of O(e) in Eq. 2.6.4, the matrix elements of the
Hamiltonian are given by

= N(e)e ™ exp{—

me—2u¢

(Ble=|¢') = Ne)e ™ exp { = —[6 — ¢/ +ca]’ — eV (9) } (2:6.5)
Note that unlike Eq. 2.4.12, for which the Hamiltonian is known and
the Lagrangian was derived from it, in Eq. 2.6.5 one needs to derive the
Hamiltonian from the known Lagrangian. This derivation is the quantum
mechanical analog of the derivation of H given by Hamiltonian mechanics
in classical mechanics and discussed by Baaquie (2014).

The key feature of the Lagrangian that in general allows one to derive its
Hamiltonian is that the Lagrangian contains only first order time deriva-
tives; hence on discretization the Lagrangian involves only ¢,, that are near-
est neighbours in time, thus allowing it to be represented as the matrix
element of e~“# | as in Eq. 2.6.5.

In contrast, for Lagrangians that contain second order or higher order
time derivatives, discussed by Baaquie (2014), the derivation of the Hamil-
tonian from the Lagrangian and path integral is non-trivial since the entire
framework of coordinate and canonical momentum is no longer applica-
ble. Instead, one has to employ the Dirac method required for quantizing
constrained systems, and in particular, evaluate the Dirac brackets for the
system in order to obtain the Hamiltonian and commutation relations.

In Eq. 2.6.5, the time derivatives appears in a quadratic form; hence one
can use Gaussian integration to re-write Eq. 2.6.5 in the following manner!

+o0 dp

—€ —vp —€ € . —v
(@l Moy = eV [T R oxp (= oyt ipfo — o + eale )

too g
= V(@) / o exp{— «
oo 2T 2

1 Henceforth N (€) is ignored since it is an irrelevant constant contributing to only the
definition of the zero of energy.

2uep

—p'+ip(p = ¢ +ea)}  (26.6)
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where the pre-factor of e7¥? has been canceled by re-scaling the integration
variable p — pe’®.

The Hamiltonian H = H(¢,0/0¢) is a differential operator and acts on
the dual co-ordinate ¢, as is required for all differential operators, as men-
tioned earlier after Eq. 2.3.3. Hence, for the state function [¢), which is an
element of the state space, the Hamiltonian acts on the dual basis state (¢|,
and yields (p|H|y) = H(¢p,0/0¢)1(¢), similar to the result given in Eq.
2.3.3.

The Hamiltonian is hence given by the following representation?

oo dp /
(ple=H|¢') = e=H(9:0/90) (| ¢\ = ¢H($:0/09) / P ip(9—¢") (2.6.7)
oo 2m
since (¢|¢') = §(¢ — ¢'). Ignoring overall constants and using the property
of the exponential function under differentiation, one can re-write Eq. 2.6.6
as

(ple=M|¢) = exp{ i - ea— }/ P(979Y2.6.8)

8d>2
Comparing Eq. 2.6.8 above with Eq. 2.6.7 yields the Hamiltonian
1 0* 9]
H=_ _—p2v¢ < _ 1V 2.6.9

The Hamiltonian is quite general since both V' (¢) and «(¢) can be func-
tions of the degree of freedom ¢. Note that the Hamiltonian H is non-
Hermitian — and is Hermitian only for v = 0 and a pure imaginary «. The
path integral has a non-trivial integration measure exp{—v¢} that needs to
specified in addition to the Hamiltonian.

2.7 Summary

The principles of quantum mechanics are realized by indeterminate degrees
of freedom. An entity in quantum mechanics is described by degrees of free-
dom that, due to quantum indeterminacy, take simultaneously take all pos-
sible values.This is realized by the operator formalism and by the Feynman
path integral.

Both the operator formalism and the Dirac-Feynman path integral for-
malism were briefly reviewed as these form the basis for the generalizations
2 From Eq. 7?7, the convention for scalar product is (p|¢n ) = exp(—ip¢y ), and the sign of the

exponential in Eq. 2.6.7 reflects this choice. The definition of H requires it to act on the dual

state vector (¢|; if one choose to write the Hamiltonian as acting of the state vector |¢), HT

would then have obtained instead. Since H is not Hermitian, this would lead to an incorrect
result.
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that are required for the description of quantum fields. The path integral
was derived starting from the Hamiltonian and in turn the Hamiltonian was
obtained starting from path integral quantization.

The interplay of the path integral with the underlying state space and
Hamiltonian is one of the foundations and unique feature of quantum math-
ematics that distinguishes the Feynman path integral from functional inte-
gration in general.



3
Classical field theory

The two pillars of contemporary physics are Einstein’s theory of gravitation
and the Standard Model of particle physics. Both these pillars are based on
the concept of the field, with gravity being a nonlinear classical field and
the Standard Model being described by quantum fields. The classical field
is a determinate function of spacetime, having a unique and determinate
(fixed) value for every point of spacetime. In contrast, quantum fields are
indeterminate and ‘have’ all possible values at every point of spacetime.

The field exists at all points of space with the energy and momentum of
the field being spread all over space. The strength (numerical value) of a
classical field at the different points of spacetime is a measure of the energy
and momentum at that point.

Newtonian mechanics of a point particle, specified by position z(t) is
determined by md?z/dt> = F. For conservative system F = —9V /Ox and
we obtain

d*z, o IV (z.)

e oz

Energy conservation follows from equation of motion

dE 1 (da.\?
o0 E= m( x ) + V() (3.0.1)

The Hamiltonian H is

HoT+vV =t (*) v
- — 2"\t v
Note the Hamiltonian H is defined for trajectory z(¢) and not necessarily
for the classical solution, as is the case for the conserved energy F.
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A classical particle has a Lagrangian given by

with action § = ftif dtL(t). The equation of motion given in Eq. 3.0.1 is
obtained by demanding that the solution z.(¢) minimise the action S, with

boundary conditions z.(t;) = xi; xc(tf) = x.

Consider paths that are close to the classical path: 2’ = z. + € with

boundary conditions

boe: 2 (t) = xe(ty); o' (tp) = we(ty)

Hence for & = dx/dt

Slze + €] = a:c—i—e) —V(z.+¢€)]

Slz| + / dt[mieé — €V’ (z.)] + O(€?)

(3.0.2)

(3.0.3)

ty ty
=S+ / dt[—mi. — V' (x.)]e + m/ dt%(ea’cc) (3.0.4)
ti t;

The action is minimized by x.(t) is
mi. = —V'(z.) + boundary term

and the boundary term is zero, namely

ty d
dt

—(ed.) =0
, dt(ex)

More generally, for canonical coordinate ¢;, i = 1,2...N

*mzqz = L(gi, ds)

and

S:/Ldt

The variation of the coordinates, keeping the boundary conditions fixed,
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yields
&S:i/éﬁdt (3.0.5)
oL oL
/[&] Sqi + aq‘iéq} (3.0.6)
oL doL d oL
= — — ———|dqdt dq; dt = 0.
/[a% ﬁ@@}q +/>ﬁ(q0q> 0 (30.7)
g; jtg(i = 0: Euler-Lagrange Equation (3.0.8)
Boundary term must be zero, namely
d oL
/lﬁ<5%8 )dt_O (3.0.9)
Note L is defined only up to a term dA/dt since
dA
I -
L=L+ 7

gives the same Euler-Lagrange Equation up to a boundary term.

Noteworthy 3.1: Relativistic notation

The metric 7, for Minkowski space is given by
1
N =" = - 1 cat = (2% 2t 2%, %) (3.0.10)
—1
This yields, using the convention that repeated indices are summed over
x, = N’ = (ct,—x, -y, —z) = (20, x1, T2, T3)

A Lorentz invariant scalar product is defined by using metric 7, and yields

A*B, = 0" A,B, = 1, A" B

Furthermore
0 10 0 9 0 1 92 -
_ v [ W 1z — N v ¢
o Oar (08 "ox’ Oy’ 82) P 000 =000, c2 Ot?
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3.1 Classical field equation

The field ¢ is defined on space time x, t and can be density, pressure,
temperature fields as well as the electromagnetic and gravitation fields. All
fields ¢(t,x) carry energy and momentum at each space time point. The
kinetic energy of the field is defined for finite volume R? by

T= ;ﬁz/ng d3x(a¢gt’x))2 (3.1.1)

and its potential energy is

0
v=[ & [ (a?) +V(9)] (3.1.2)
R3
The Lagrangian density E(t x) is given by
%5 %5
L= (202 (302 V(o) (313)
and the action is
Ly
S= [ dt[| dzc = [ £(¢,0 1.4
Pa [ e = [ 26.0,0 (314

where V = R3 @[ty t:).
A general transformation for the scalar field has the form
¢(z) = ¢ (x) = ¢(2)

and leads to the variation

3¢ = ¢ (z) — ()
with the constraint that the variation at the initial and final surface is zero;
that is

5¢‘ :o:aqs‘

t=t; t=ty

The variation of the action is given by

o / @)+ 8?5@%)68“(4
/[%ifx) auagf(ﬁ}&b(t,x)qt/v[ (5%0,@)] (3.1.5)
=08y + ISy

The constraint that the variation on the boundary be zero yields

0Ssy =0
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and the field equation is given by S = 0Sy = 0; hence

08§ =46Sy =0 = oL _ 8M87£ = 0: Classical field equation (3.1.6)

99 9(0u9)

Note the label i in ¢;(t) of the canonical coordinate has become a continuous
label Z. In this sense, at every point &, the field has an independent canonical
coordinate ¢z(t). Writing 3.1.6 explicitly yields

oL 8 oL <~ o [ or

3.1.1 Free scalar field

The free scalar field ¢(¢,x) is a real valued function of ¢,z and is an infinite
dimensional generalization of the simple harmonic oscillator; its Lagrangian
and is given by

1 m?2
— ZHH _
L 28¢8“¢ 2¢

In terms of the space and time coordinates

2
1 o e

The Lagrangian yields

oL 5o, 0L 0¢ 0L 0

%:—m ®; @:a; 87%:_%
In relativistic notation

oL
90,0

and the Euler-Lagrange Equation is
—m*¢ — 00" =0 = (0,0" +m?)p =0

Or equivalently

0? 0?
[@ ) +m?)¢p =0: Klein-Gordon Equation
The Hamiltonian density is
~ ~ 2
m . m = w
H=T+V =726+ (Vo) + ¢
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Hence the Klein-Gordon Equation is

m?2c?

[0%0,, + ?]qﬁ =0: Klein-Gordon Equation

In all the subsequent discussions, the units are chosen so that c = h = 1.

3.2 Symmetries; Noether Theorem

The symmetries of a system are those transformations of the field ¢ and
of the coordinates x = (t,Z) that leave the field equations of the theory
unchanged. The symmetry is realized by the transformation leaving the La-
grangian and hence the action S invariant.

Consider a general transformation that has the form

r— =) ; )= o) (3.2.1)

The transformation leaves the Lagrangian invariant (up to a divergence) and
hence, for any arbitrary volume V', we have

s = [ d'52(5(@).00(@).3) = [ d'or(6.06.1)
The coordinate transformation yields
=t + fat
The Jacobian J is given by
oz oz
— SK Iz — -
D o +0,00xt) = J det(@x”

Expanding the action to lowest order in the coordinate yields

) =1+ 9,(6")

5= [ d'52(5(@).00@) = [ dteI{£(6().05()) + 9,L55")
Using the expression for the Jacobian J yields
S = / Az {L(d(x), Dp(x)) + D LIx" + LI, (52H)}
— [ dta{edta),00(a)) + 0,(c5)) (3:22)

Define the variation of the field at the same spacetime point x by

6¢p(z) = ¢(z) — o(x) (3.2.3)
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Since the transformation is a symmetry, it leaves the action invariant and
yields

65 =0= / d' [L(3(x), 00(x)) + D (L6a") — L(6(x), Duo(x)|  (32.4)
Note the fact that S = 0 in Eq. 3.2.4

is a consequence of the symmetry of
S ORUARH .- is .t difloront
from the derivation in Section 3.1 in deriving the field equations, where one
imposes of the condition of S = 0; this condition in turn constrains the
classical field to obey the classical field equation.
Hence, for an infinitesimal transformation, using Eq. 3.1.5

58 = / 350" 30, ¢5aﬂ¢ + 0u(L62")
8£ oc oc
_ /V [% —8um]5¢(t,x)+/v 0 (00 55.) + OulL52")
= 08y +8Say =0

Hence, in general
0=08 =4Sy + dSyy

P Sl - Ty Sestomtin

(3.2.5)

Using Gauss’s theorem, the boundary term can be re-written.! For d-*
being the vector of the surface element

0=0Syy = / d*z0,(5¢ (8f 9.9) + Lozh) = /8 ; dy. ( (af ¢)5¢+£5$#)
oL L ac
- | (55 Sy 0+ uo)is’) = (=0~ L") (326)

Note that
06 + (9,9)0a” = ¢(F) — ¢(x) = A
and yields the final result

oL Ye )
ozasavszdzu(mm 575 50,570~ 5“5]533) (3.2.7)

1 Under a symmetry transformation, the equations of motion are left invariant as long as
L—L =L+0,T" = 6L=0,T"

The current JH* given above does not change the equations of motion because, using Gauss’s
theorem, it integrates to zero in the action. It, however, does contribute to the boundary term
0Spy . We will ignore the extra current J* as it is not required for subsequent discussions.









28 Classical field theory

We analyze special cases of Eq. 3.2.6 to understand the significance of
Noethers theorem.

3.3 Noether Theorem: Internal symmetries

Tor infemalSyMEOHHeS E=. 1| only the Aegreas T fieadony ARG bras!
FOEREAN Honce

ox=0; d0p#0
Hence, from Eq. 3.2.5

oL
dSav = /‘/8“(5¢8(8—m)) =0

Since the volume V is arbitrary, we have for every spacetime point, the

following
Ot = ougt(t,x) = 5¢a—£) = 0: conserved invariant
! ! 9(0,9) '
and we obtain the Noether current
gH = qﬁ (3.3.1)

( mb)

The conserved current j# given in Eq. 3.3.1 is a Elassicaliiesult. On quan-
tizing a classical field, some of the classically conserved currents may no
longer be conserved; in particular, a classical field have the symmetry of
scale invariance and chiral invariance is broken by the quantized field.

If the field has many components, denoted by ¢,, the conserved current
is given by

Za% ma) (3.3.2)

The derivation of the Noether current is based on the field equation and
is essentially equivalent to the field equation; in other words, the Noether
currents can be obtained directly by studying the field equations. Studying
the boundary term is in practice a more efficient and transparent procedure
for identifying the conserved currents.

The Dirac field is defined in Chapter 5 in terms of multi-component an-
ticommuting field variables 1), 1,. For Dirac field the Noether conserved
current is given by

B oL
7 Z{ Yoy M) 50,000 (3.3.3)
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where Lp is the Dirac Lagrangian. The ordering of the variations d¢g, 14
reflects the anticommuting nature of the Dirac field.
The current j# yields the charge

Q= [ dzj’
RS
which is conserved since

d . . 9
OT?Z 00.70:/(_81']):_/ j'dsi =0
RS R3 IR

3.4 Noether Theorem: Energy-momentum stress tensor

Recall from Eq. 3.2.7
oL oL
0=108, :/ d¥ )| =——A¢ — [0 — L L]ox"
= oy 5,52 ~ Lag, g 20 ~ E0)
Consider the infinitesimal coordinate transformation
ot st =gt — ' = ¥ = —€

Since the coordinate transformation is a Lorentz transformation, for a scalar
field

¢(x) =+ 6(7) = ¢(z) = Ap=0
Hence Eq. 3.2.7 simplifies to

oL
0 =108 :/ d¥, | ==——=0,¢ — 0L L]e”
"= Jy Tl g0 )
Using Gauss’s law yields
oL
d*x0,(=—0,¢ — 01 L)e” =0 3.4.1
| a0t = 820 (341
Define the energy-momentum stress tensor by
oL
TV = ——0,¢ — &Y 4.2

The conservation of energy-momentum conservation, from Eq. 3.4.1, is given

by

The energy of the field is given by

E:/d?’xTOO:/(qB?—c):H

T
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The momentum of the field is given by
Pi = / BT = / d3x(pd'¢) (3.4.3)

Note T* = T"* is symmetric and this leads to angular momentum conser-
vation.

Note that the stress-tensor in Eq. 3.4.2 is only defined up to to a total
divergence. An equivalent and modified stress-tensor that is conserved can
be defined as follows

TH =T + O\(KMY) 5 KW = — K (3.4.4)

In some cases, such as electrodynamics, the stress tensor has to be modified
to make it symmetric, as required by angular momentum conservation.

3.4.1 Energy-momentum tensor: Klein-Gordon field
1 1
L= 58“@%)8,@ — §m2q§2

and yields
oL
00,9

= "¢

The stress tensor is
oL

p
= 50,0

06— L = 060" — L

3.4.2 Energy-momentum tensor: Electromagnetic field

The Maxwell Lagrangian is given by

1 v

E — _ZFM FHV

Note that
oL
= _FB

0(0aAp)

Hence, from Eq. 3.4.2, the stress tensor (J* = 0) is given by
oL
T = ————0,A) — ML
VT 00,4y T

and hence

1
T = —FI0" Ay + 0" P Fop # T
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The stress-tensor needs to be symmetric for the conservation of angular
momentum. Using the result from Eq. 3.4.4, the new stress tensor is defined
by
TH = TH 4 O\ KM
with
K)\,LLI/ _ F)\VAV _ _K,u)\u

The sought for symmetric stress tensor is given by

- 1 -
T = FI™FY + (0" F* Fop = T

3.5 Spontaneous Symmetry Breaking

The Goldstone model consists of a complex scalar field ¢(t,x) with a non-
linear Lagrangian given by

Lo = 0,0 0"¢ — 16" — A[9" ]
The parameter 2 in the Lagrangian yields a well defined and convergent

(quantum) field theory for both positive and negative values.
Representing the complex scalar field by the following two real scalar fields

wm=$muwwmn;wm=émm—mm1

yields the following
1 1 1 1
Lc = 50,0101 + 50u020" d2 — S (81 + 83) — JN6F + 03]
Consider the global U(1) symmetry transformation
$(x) = ¢'(x) = e p(x); ¢"(x) = ¢ (2) = " (x)

The phase « is constant and hence the transformation is a global one.
The Lagrangian is invariant and hence

L(z) — L (x) = L(x)

The complex field can be represented using polar coordinate as follows
1 . 1 1
d=—re? = ¢ =——r cos(f) , ¢o = —=rsin(f)

V2 V2 V2
This yields

V(r) = k2670 + N80 = Lr? + o
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A

O

Figure 3.1 Potential for g2 > 0 has a unique minimum.

and hence
— =7 Arf) —5 = 3Ar
Consider a system undergoing a second order phase transition at temper-
ature T,; in the Landau-Ginzburg-Wilson phenomenological approach, p?

has the following dependence on temperature T°
MQ xT—T,
Hence

Non-condensed phase : pu?> >0 : T >T,

0.1
Condensed phase : p? <0 : T <T. (3.5.1)

The non-condensed phase, for x? > 0, is given by

oV 0%V

— =0 =r9g=0; —

or "o T or?

The potential for the non-condensed phase is shown in Figure 3.1. For the
condensed phase ;> < 0 and yields

=u?>>0 = Minima

%1; =0 =>ri=0, —’“;2
Hence
652:2/%:0 = M2 <0 = Maxima
and
?;}Q/L(%:Mf =—24>>0 = Minima

In other words, for 2 > 0, the minimum of the potential is at |¢| = 0. The
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Figure 3.2 There are multiple minimas for 2 < 0, all of which break global
gauge symmetry.

potential V for u? < 0, that is, less than zero is shown in Figure 3.2; for
p? < 0, the minima of the field lie on the circle defined by

2
2 2
eI

Let v2 > 0 be a constant; in the broken phase, to leading order, the value
of the field is

9] = |¢o| = \}iv (3.5.2)

To study the theory around the nonzero minima given by |¢g|, consider the
change of variables

L j ;QF _L’U o(x) —im(x
¢($)=E[U+U(w)+m(x)], ¢($)—\/§[ +o(z) — im(z)]

In terms of the new field variables the potential is given by
V= %,ﬁ[(u b2 a2+ %)\[(U + )2 417

= %M2[02 + 7% 4 2v0 + V¥ + i)\{(ﬁ +7?)

+ 2(v20? + 0*7? + 200° + 2vom?) 4 4Po? + 4030 + Uﬂ

2

2

1 1
= SH o + 7% + 2uo + v + 3 [U202 +v*r? + 20%0% + 21)30}

+ - {(02 + 7r2)2 + 4vo® + dvom? + ’Uﬂ

=
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and which yields the final result that

1 1 1
V= (1 + M) [ve + §7T2] + §(u2 + 3 %) 0 + §u2fu2

1
+ Z)\[(UQ + 7r2)2 + dvo® + dvom? + ot

Choosing v to be at the minima of the potential yields

Since the field is being expanded about the minima of the potential, the
choice for v? eliminates the first term in the potential — that has both the
linear term in o as well as the quadratic 72 term. The mass of the 7 field
is zero because the 72 term is zero and this is due to the excitations of the
field along the valley of the potential are massless; the massive field o results
from excitations away from the valley.

The field 7 is massless and is called the ‘Goldstone boson’ field. It is a
result of the phase transition having long range correlation functions.

Replacing ;2 by —Av? in the Lagrangian, we obtain

1

1
L= B Lwooto — 5(2)\1)2)02 : massive scalar (3.5.3)

1
+ §8M778"7T : massless scalar

A
— \vo(o? + %) — 1[02 + 7%)? : interaction

+ 1)\114 + 11)2;12 : constant
4 2

Expanding the field about the nonzero minimum breaks the global symmetry
of ¢ — "¢ — that exists in the original Lagrangian — and the vacuum state
of the corresponding quantum field theory is said to have spontaneously
broken the global U(1) symmetry. The reason the symmetry is broken is
because the integration variable are now o, 7. The transformation o +im —
eT(o + i) no longer leaves the potential term V invariant since v? > 0
is a physically observable quantity and it cannot depend on the gauge and
hence cannot be changed under a gauge transformation.

Hence, for v? > 0, the Lagrangian £ is no longer U(1) invariant. The
spontaneous symmetry breaking has given rise to the massless Goldstone
boson field .
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3.6 The Landau-Ginzburg Lagrangian

Scalar quantum electrodynamics consists of a complex scalar field coupled to
an Abelian gauge field. The Landau-Ginzburg provides a phenomenological
description of the superconducting phase of ordinary conductors using scalar
quantum electrodynamics. The complex scalar field ¢ is an order parameter
that describes the phase transition. The development of the microscopic BCS
theory showed that, in the condensed superconducting phase, the complex
field’s ‘mass term’ — given by ¢*¢ — represents the density of superconducting
Cooper pairs of electrons.
Consider the local U(1) gauge symmetry given by

$(x) = ¢ (z) = e *@p(x); ¢*(z) = ¢ (x) = " (x)
and yields
Du(x) = 0,/ (x) = €79 — i(Du0)
Under a U(1) local gauge symmetry, we have

Lo — L= Lo+ 0adtad™p +idadp* ¢

— 2P —i0,0(0"¢")p — 9" ) # La

Hence the Goldstone Lagrangian L does not have local gauge symmetry.
A gauge field is introduced to obtain exact local gauge symmetry. Consider
the Landau-Gingzburg Lagrangian

1

L= (D,d)" D6 — 126°6 = A& 6)? = 7 Fju "

where the gauge covariant derivative and gauge field tensor are given by
D, ¢ = 0u¢(x) +ieAu(x)p(x) 3 Fu = 0,4, — 0,4,
Note that
[Duél® ~ 0u6]* + 6" A0t + (Ag)*
Local gauge transformations are defined by

o(x) = ¢ (x) = "D (x);
¢*(x) = ¢ (z) = "W g* (2);
Au(x) = Al (z) = Au(x) + O f (o)
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Hence
D = [0, +ie(Au+ 0, 1) (/)
= e_iefauqb + ieAﬂe_ieng) — ie@ufe_iefqb + ie@ufe_iefd)
— e*iefDH(b
and yields

(Dp)" D dp — (Dpop)"DH ¢
Furthermore, for the gauge field
Fu — 0,(Ay + 0, f) — 0u(Au + 0. f)
= 0,4, + 0,0, f —0,A, —0,0,f = Flu

So we conclude that £ has U(1) local gauge symmetry.
The conserved Noether current for symmetric Lagrangian (v = 0) is given
by the global gauge symmetry transformation and from Eq. 3.3.1

= 3(:3?;;%?1)5@1 i <9(§;52)5¢2 i %gi‘l)éA”
Recall
O =0 ¢ =0 = 6o =—iad; 06" = iag”
and

A, = 8,0 =0

Hence, in terms of the complex scalar fields

oL oL oL
o (5—|— 5*+ (SA :_D*,u *ia —|—D'u ia*
J 0(0u0) ¢ 8(8,,6*) ¢ 9(0,A) " (D™*¢%)icg P(icg”)
The overall scale of the current is fixed by the units used, and for o =1,
j* = i(¢D™¢" — "D ¢) (3.6.1)

More explicitly
i = i(00,6" = 6" 06 — 2e Ay 0) = i(60,6" = " 0u0) + 269" A,

The condition that d,j* = 0 is a result of the Noether’s theorem that j* is
a conserved current.

The field equations are obtained by considering ¢ and ¢* to be indepen-
dent fields; one can obtain the same result by writing the complex field in
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terms of two real fields. The field equations, for A = 0, are the following

. _ % o % 2 0k e
and
c0= 9L 5 OL oy 5 (pe
oL oL
N = —_ = — lLl/ "LL
A, 0 94, 8,,(88VAM) Oy FH + 4 (3.6.3)
Note that the last equation above states that
o, FH = j#

Since M is antisymmetric, one has the identity 0,0, F"" = 0, and hence
consistency requires that

Oujt = (3.6.4)

In other words, the gauge field A, can only be coupled to a conserved cur-
rent, reflecting the conservation of electric charge. Eq. 3.6.4 shows that the
Noether conserved current is in fact already contained by the field equation.

3.6.1 Meissner Effect

The Meissner effect is the fact that a superconductor expels magnetic fields,
upto a critical value of the field.

A superconductor is in thermodynamic equilibrium with no time depen-
dence; hence all the time derivatives in Landau-Ginzburg Lagrangian are
set to zero. All indices are taken to run over only space coordinates.

The conserved current, from Eq. 3.6.1, is given by

Ju = U(@0u0" — ¢"0up) + 2e9" 9 A,

For the symmetry breaking superconductor phase, since the Landau-Ginzburg
has the same potential as the Goldstone Lagrangian, the leading order of
the field is given from Eq. 3.5.2 by

60l = ¢1§“

and we obtain
. 1
¢ P~ WO’Q = §U2

Since the fluctuation of the field is small over space, we have that ¢9,¢* —
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¢*0,,¢ is negligible. Hence, for a symmetry breaking superconductor phase
we obtain, to the leading order value for the current given by

Ju =~ €’U2AM : London equation
The field equation Eq. 3.6.3 now yields
O Fu = 0,(0,A, — 0, A,) = ev® A, (3.6.5)
Note that
0,0, F,, =0 = 9,A,=0.

This is a gauge condition on A,,.
Hence, from Eq. 3.6.5

0,0" Ay + ev2Au = 0 : massive Klein Gordon equation

The gauge field has become massive since the phase transition of the scalar
field leads to the breaking of gauge symmetry. We will see in next Section
3.7 this is the same as the Higgs mechanism.

Consider a superconductor occupying the half plane, with its surface at
x = 0. The magnetic field is given by B=VxA. Imposing a constant
magnetic field of strength By in the z-direction, the London equation yields
the magnetic field as given by

(—8§ + mﬂ)é =0 = B=¢ %95 : g=1/(ev?): Meissner effect

As shown in Figure 4.3, the magnetic field penetrates into the superconduc-
tor only to a depth of g, called the penetration depth; for a low temperature
superconductor, g ~ 10~ m.

B 0= v b=V
g
, < > Superconductor
g
<> A=0
X Ja=0
y

Figure 3.3 The magnetic field penetrates only upto a length of g inside a
superconductor. The condensed phase is perturbed upto a skin depth of &.

For the condensed phase, the mass of the scalar field, the analog of the o
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field given in Eq. 3.5.3, has a mass of 2\v?; hence the field equation for the
field ¢ in the condensed phase —the analog of Eq. 3.6.2 — yields

(+02 — 220%)|¢| + O(pA,) =0

Using the boundary condition that for ¢ in the condensed phase, we have

. 1
S |9l = —5v
and the field equation yields

6(@)] = v =) €= 1/(20?)
Hence, the condensed phase is broken near the boundary of the supercon-
ductor, and the length is given by & = 1/(2\v?). The behavior of the gauge
and scalar field for the condensed phase is shown in Figure 4.3.
In particle physics, for spontaneously broken gauge theories, the mass of
the gauge field A, is equal to the inverse of the penetration depth g and the
mass of the Higgs boson is equal to the inverse of the correlation length &.

3.7 The Higgs Mechanism

The interplay between local gauge invariance and spontaneous breaking of
symmetry is the basis of the Higgs mechanism. A direct way of seeing this
interplay is to choose the so called unitary gauge. Consider polar coordi-
nates for the complex scalar field given by

1 i0(z)
x)=—=r(z)e
6@) = (o)
Choose a specific a gauge transformation that is determined by the 0 field
and given by?

Ay — A, —0,0
The gauge covariant derivative term then yields

D¢ — \}E{a“ +ie(Au(z) — 8M9($))}{r(:1c)ei9(m)}

2 The unitary gauge is a singular limit of the so called R¢ gauge; it can be shown [Peskin and
Schroder Eq 21.29] that in the unitary gauge, the gauge field A, is massless for the case of
u? > 0. The R¢ gauge is defined by the gauge fixing term

1 [8AN
Ve

and the unitary gauge is by the limit of £ — oo.

— Eeur sin(G)}

Oz,
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zzkﬁmwnw&@W@}

In other words, the gauge transformation completely removes one degree
of freedom and makes the complex field ¢(x) into a real field r(x). The gauge
transformation produces no change in Fj,,, and hence we obtain

1 1 1 1
L(r,A,) = §|0”r(x) +iedA,(z)r(z)* - §,u27“2(:v) - Z)\r4(w) - ZFWFW

For the spontaneously broken phase u? = —Av?, with v # 0. Let
r(x) =v+o(x)
The scalar field o is the Higgs boson and yields

L0 Au) = 5[0 @] + 34w + 0(0))” — S0+ o))

a1
1

This yields the following Lagrangian, using the result obtained earlier for

1
- Z)\(v+0(93)) F, F*

the Goldstone potential
1 1 2y 2 1 v, Lo 3
Ly = 561106”‘7 - 5(2)\1) Jo© — ZFWF“ + Z€v A AY — o
1 1
- 1)\04 + §€2AMA“(2UU + 0?)
The massless Goldstone field 7 in Eq. 3.5.4 has been removed using the
gauge symmetry of the Lagrangian. Instead of the Goldstone field, one now
has the gauge field acquiring a mass; the extra degree of freedom for the
gauge field mass arises by the gauge field absorbing the Goldstone degree of
freedom.
On quantizing the fields, symmetry breaking is the result of the properties

of the quantum vacuum |Q2) of the system. The broken phase is characterized
by

(QAu12) =0 5 (Qo"d|Q) = v
In the path integral formalism, this condition yields
E[A)] =0 ; El¢*¢]=v

where E[O] is the expectation value of the field variables O.
In summary, the Higgs transition and mechanism describes the following
phenomenon.
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e Before the phase transition, the system consists of a complex scalar +
massless gauge boson. The number of the degrees of freedom before the
phase transition is 4 = 2 + 2.

e After the system undergoes a phase transition, the condensed phase con-
sists of a real scalar and a massive gauge boson. After the phase transition,
the number of the degrees of freedom is also 4 =1 + 3.

The process of a massless gauge field acquiring a mass through a phase
transition is called the Higgs mechanism. The magic of gauge invariance
and symmetry breaking combine to give a new result. In the absence of
the gauge field, a phase transition leads to the appearance of the massless
Goldstone boson, but when coupled to the gauge field, the Goldstone boson
is completely removed from the theory and instead, gauge field becomes
massive and the complex massive charged field becomes a massive real field
with zero charge.

3.8 Lorentz transformations

| Qcp/(x,) 24 Ayl

Figure 3.4 Lorentz tranformations for scalar and vector fields.

3.9 Summary










PART TWO
LINEAR QUANTUM FIELDS
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Part Two introduces the concept of a quantum field starting with linear
quantum fields. A quantum field is a mathematical system consisting of
infinitely many coupled degrees of freedom. Furthermore, a quantum field
is an indeterminate field, defined on a given manifold, that is equivalent to
set of all possible configurations of the field.

The mathematics of quantum field theory, originating in the synthesis
and fusion of the quantum principle with classical field theory, defines a
mathematical system that is the main focus of this book. The term quan-
tum mathematics is appropriate for the mathematics that emerges from this
fusion since it is quite distinct from other branches of mathematics [Baaquie
(2014)].

BESEIERIE is o special case of a quantum field for which the infinitely
many degrees of freedom can be decoupled, leading to essentially a system
consisting of a few independent degrees of freedom. Although this may sound
like a retreat from the general case where all the degrees of freedom are
coupled, it is logical to start from the case of free fields for a number of
reasons.

e Free fields are linear since their field equations are linear. All free fields
are described by Lagrangians that are quadratic functions of the underly-
ing degrees of freedom. In the path integral formalism, all free fields are
described by Gaussian path integration.

e Free fields have quadratic Hamiltonians and hence can be mapped to an
underlying oscillator algebra, leading to great simplifications. In particu-
lar, one can introduce creation and destruction operators for obtaining all
the excitations of the quantum field.

e Free quantum fields can be solved exactly, in the sense that all the ex-
pressions for quantities of interest can be obtained explicitly, using either
the oscillator algebra or Gaussian integration.

e A fruitful approach to the study of weakly coupled nonlinear quantum
fields is to start from the limit of a free quantum field when the couplings
are equal to zero, and then obtain the properties of the nonlinear quantum
field. This is the approach of using Feynman perturbation theory and
Feynman diagrams, for which the fundamental ingredient is the underlying
free field.

e The bulk of the discussion on nonlinear quantum fields in Part Three is
based on Feynman perturbation expansions around the properties of the
free scalar field.

The free field comes in many varieties, depending on the nature of the under-
lying degrees of freedom. The three most widely used and most useful free
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quantum fields are the scalar, spinor and vector quantum fields. These fields
have many specific features of great generality and hence need to studied
one by one.

e The free scalar quantum field has many features of a quantum field and
is an ideal theoretical laboratory for starting one’s study of a system with
infinitely many degrees of freedom. A scalar quantum field has one degree
of freedom for each spacetime point.

The Fourier transform is introduced to decouple the infinitely many
degrees of freedom since this technique, appropriately generalized, applies
to all free fields. The Heisenberg operator equations for the scalar quantum
field are studied as are the various commutators.

The continuation of Minkowski to Euclidean quantum fields is intro-
duced and is of fundamental importance since almost all the derivations
in this book are based on Euclidean quantum fields.

e The free spinor quantum field, of which the Dirac field is a leading exem-
plar, introduces the concept of a quantum field obeying fermion statistics.
The Dirac field is based on fermionic degrees of freedom that obey canon-
ical anticommutation equations.

The quantization of the free Dirac field requires a multi-component
spinor field, having four degrees of freedom at each spacetime point, and
which is shown to have particles as well as antiparticles in its spectrum
of states.

The Casimir force is evaluated for the Dirac field to study the impor-
tance of boundary conditions for the Dirac field and the associated state
space.

e The photon field is a free vector field with the local symmetry of gauge
inwvariance. The symmetry of gauge invariance is so important that the
photon field is also referred to as an Abelian gauge field. To quantize the
photon field, one has to choose a gauge.

Choosing a gauge is necessary for quantizing both for Abelian and non-
Abelian Yang-Mills gauge fields. The mathematics required for choosing a
gauge is studied in great detail, using both the path integral formalism —
that leads to Fadeev-Popov quantization — and the Hamiltonian formalism
that leads to the Coulomb gauge.

The state space that results for both the path integral and Hamiltonian
quantization are discussed. The BRST symmetry exhibited by the gauge-
fixed action in the Fadeev-Popov scheme is utilized to define the state
space and is shown to be equivalent to the Gupta-Bleurel quantization for
a covariant gauge.
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e Two dimensional quantum electrodynamics — also called the Schwinger
model — consists of the massless electron quantum field coupled to the
massless photon field in two spacetime dimensions. It is a simple model
to start the analysis of interacting quantum fields. Although the theory is
formally nonlinear, a careful analysis reveals that it can in fact be treated
as two free fields, with the electron contributing a mass term to the photon
field. Since the theory is linear, many exact results can be derived, from
the breaking of chiral symmetry to the generation of mass for the photon.

The most intriguing and far reaching result is that although one starts
off by having a Lagrangian being composed of the electron and photon
degrees of freedom, due to the nature of the interaction the spectrum
of states exhibits the presence of only massive bosons. Hence, although
one starts of with massless fermions and bosons, interaction results in the
permanent confinement of the fermions, with the electrons only appearing
in bound states and hence having boson statistics.

The Schwinger model exhibits many features, such as the confinement
of the fundamental fermions, that is expected to occur in quantum chro-
modynamics but is difficult to demonstrate due to the complexity of the
four dimensional quantum fields.

e The pure bosonic string is analyzed and the conformal gauge is chosen.
It is shown that the formalism of BRST quantization developed for the
Abelian gauge field can be used to describe the gauge-fixed bosonic string
in terms of a two dimensional free quantum field. The pure bosonic string
demonstrates the continuing vitality and utility of free quantum fields.
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Scalar quantum field

4.1 Introduction

Quantum fields come in many varieties and defined on a great range of
underlying manifolds. We start our study of quantum fields with a scalar
field defined on flat Minkowski spacetime. The simplest but not unimportant
case of a quantum field is a scalar field, which is described by a single real
degree of freedom at every point of spacetime. To foreground the study
of nonlinear scalar fields, we analyze a free scalar field, which has no self-
interaction.

In this Chapter, we focus on the basic ingredients that constitute a quan-

tum field, and study FHGHCIEHORIGHEHCNACHTHESpacCHmeManion ith
the behavior of the scalar quantum field.

A special case of a quantum field is when [fliSHif€aMand all its degrees of
freedom GaillconsequentlyIberdecotpled. This, for example, is the case of the

photon field, which by itself is linear and hence can be completely decoupled
A free quantum field is linear and all its modes can be exactly factorized.
The main difference between a linear and nonlinear quantum field is that

AN elNoe O T CqRIFNTHOAIZRRON The frec quantum field is

studied as a precursor to nonlinear quantum fields.

The utility of the creation and destruction operators in the study of quan-
tum fields is illustrated by using the example of free fields. Furthermore, the
free quantum field is analyzed in Minkowski spacetime to examine its rela-

tivistic structure — and in particular to verify that [lflSEheFeqHiTeHent
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4.2 Free Two Dimensional Quantum Field

The simple harmonic oscillator, with coordinate degree of freedom x, has a
Hamiltonian given by

Consider a collection of infinitely many decoupled oscillators, , with coordi-

nate degrees of freedom z,, and frequency given by w? = n?w? so that each

oscillator is distinct. The Hamiltonian is given by

1 = 8?1 5= 9
H:—% Tx%—imw ann
n=—oo

n=—oo

{zp: n€Z}isal+ 1 dimensional quantum field. Eigenstate are given
H|l_ o lploo) = E(0_oo.. loo)|N—o0y oMy vy No)

The state vector is the product of the separate oscillators and given by

k=-+o00
M oee M Mo ) = H ®|nk)

k=—o00

The energy of the quantum state is given by

E= Y bu®)+y Y wk=w Y Gll+ze 3 I
k=—00 k=—o00 k=—00 k=—o00
=w Z Uikl + Eo
k=—o00

where Ey = vacuum energy = oo.
The coordinate and momentum eigenstates are given by

o0 o0

2y =[] le) 5 )= ] Ipn)

n=—00 n=—o0
and their scalar product is

: T [ dpn

(xlp) = €' ZnnPm /Dp = n—Hoo/QW

Similar to the derivation for the case of quantum mechanics given in Section
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2.4, the evolution kernel is given by

2
~| —eH o € 2 . - emw 9 9
(Zle”H|x) = /Dp exp{—% an + zean(xn — ) — 5 Zn xs}
n n n
2 2
m - emw
= /\/‘exp{—Q—6 Z(xn — xn)2— 5 Z”Qxi}
n

n

where A is a normalization. Taking the limit of € — 0 yields the Euclidean
Lagrangian

2
= —— Z &En —— n?? (4.2.1)

n

The x,, = x,(t) degrees of freedom define a periodic quantum field

z(t,o) = Z e x,(t) = z(t, o + 27)

n

Since x;, = xy: real, this yields

o (t) = / ;l;'r T g) = (L 0) = a(t, —0)

The Lagrangian in Eq. 4.2.1 is given by
m 0z(t,0) 0x(t,—0o)  mw? /d ox(t, o) dx(t, —0o)
— o

L= d
7 ot ot 2 do 0o
m/ 8:cta +w2‘8x(t,a)’2>
2 do
with action given by
S = /dtdaﬁ
The path integral is given by
= (Zle ™ |z) = /Dmes (4.2.2)

with the boundary x(0,0) = z(0),z(,0) = Z(0).

Noteworthy 4.1: Functional derivative

For a continuous index ¢ and function f(o), let a functional of f be
denoted by G[f]. The functional derivative is defined by

5CIf] . GlA(o!) +eb(o’ — o) — Gl (o)
(Sf(O') e—0 €
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The definition of functional derivative yields

50)
57y 0 o)

Consider the function
Glf) = exp [ do (o)

Then the definition of the functional derivative yields

OG|[f] _ exp{ [ do’'[f(0") + e§(0’ — o)) — G[f]
df(o) €

_ 5{fda'f2(0’)}
6f(o)

Taylor’s expansion can be defined using functional differentiation. Con-

G[f] = 2/f(o)[G[f]

sider functional G of two functions f(o), h(o) and let A be a real parameter.
Then

0"Glf]
0f(a1)---3f(om)

Gf +Ah] = Z % /dgl o -donph(or) -+ - h(oy)
n=0

In more compact notation
)
G[f + \h] = exp {A/dah(a)W}G[f]

To derive the translation operator, let ¢ — o + ¢; then

flo+e)=flo)+ef'(o) 5 f(o) =df(0)/do
Hence, for h(o) = f'(0)

Gli(o+0] = exp {e [ dof' ()55 Y6l = )
and we obtain the HeéTfetianimomentuiloperaton
P = —i/daf’(a)

5f(0)

Consider a potential function V(¢ (z)) that depends only on the field variable
¢(x); the functional derivative of V' (¢(x)) is given by
SV(p(x) _ 1 OV (o(x))

Taoa) = (V@) + el —y) — V(@) ) = =5 250w )





52 Scalar quantum field

Or equivalently, using the chain rule

OV ($(x)) _ OV(8(x)) d6(x) _ OV (6
00(y)  o(x) 00(y) 04

(z))

z)

é(z —y)

Consider operator

S 1 —ino 9
O:%Ze Er

Then
R 1 =0z 1
=y —ino _imao mo_ in(6—0) o —
O() = 33 o = 2n > 5(6 — o)
Hence
N 1)
00) = 5%

is a functional derivative and

a_/ﬂ-d ino g
orn ) .7 52(o0)

The Hamiltonian is defined at an instant of time and hence the time

index on the operators is suppressed. In terms of functional derivatives, the
Hamiltonian can be written as

2
:_Z/do_do_l in(oc— 0)67
ox(o)ox(o’)

_ 7mw22 /da do’ —zn (o+0o )I‘(O')l'(oj)

27 27T

and hence, for 2'(¢) = dx(o)/do, the Hamiltonian is
1 52 1 do
H=——927do—— — —t0w® | —2'(0)2'(—
2m 7T/ 051'(0)51'(—0) 9" / or (0)a(=0)

_ 0 o 1. 2/ 102
= 2'rh/da|(5x(a) 57w dolz' (o)

with m = m/(27).
The Lagrangian can be obtained from the Hamiltonian using the Dirac-

Feynman formula

<ZE|6_EH‘$> _ Neeﬁ(.%,a:;e)
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Consider the momentum basis states

/Dp|p><p| = H/dpaﬂlpo><po|

where (z|p) = e’/ #(@P(@) Then

/Dp eH|p p|x /Dp e mep(a —0) —zfp o)|z(o) —ac(a)] —eVz]

m 2w ~ 9
= exp{—2/ da[’x(a) - m(a)} —eV(x)]}
€Jo
Hence, as obtained earlier in Eq. 4.2.1 |, the Lagrangian is given by

~ m|0x(t,0)
=3 1% ‘

mw ‘8%‘ (t, 0’)‘
Oo
and the path integral is

= /DXexp{/dt/OZW doL} (4.2.3)

In conclusion, x(t,0) is a two dimensional free scalar quantum field that
consists, at each instant of time, of infinitely many independent degrees of
freedom. To render the quantum field nonlinear, one needs to include non-
linear terms in the Lagrangian. An important example is to add a |z(t,o)[*
term and which yields

m|0z(t, o) ‘2
2 ot 2
The nonlinear term couples the infinitely many degrees of freedom and leads

to new features absent in quantum mechanics, and discussed in later Chap-
ters on nonlinear quantum fields.

L=—

4.3 Scalar Field: Path integral formulation

Consider the free scalar field Lagrangian in four dimensional Minkowski
spacetime

1 1 1 1 = 1
E— _Zm2h2 = 2 _ - N )
L 23 PO 2m¢> 2(80¢) 2(Vd>) 5

The canonical momentum 7 is given by

(4.3.1)
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The Euclidean time Lagrangian, for 7 = —it, is given by
1, = 1
L= —5(0:6 — 5(T0)? = Sme?

The path integral for Euclidean time is given by
2= [ pocki euir; [po—T] [ dona
7

For the infinitesimal time, the Lagrangian yields
<¢6|€—5H|¢0> _ esﬁ(m@»/;e)
O—d o o2, 2,2
= eXp{—* [( )2+ (Vo)? +m?¢°]}

z €

= o 5 (LR =5 [(99)?+m2e7)

— V@) H / L R e

To extract the Hamiltonian, note

(gle™|¢) = e MO0 (g|)
and the identity

/Dpe—éffp%eiffpf( F—0%) Jz 5¢2 /Dpelfﬂpz dz—¢L) (4.3.2)

= exp{; /5¢2}

Hence, collecting all the terms yields the Hamiltonian — valid for both Eu-
clidean and Minkowski time — is given by

2
1= [ o+ [ dal(Go@) +mPo(@)

2 52
1 -
=3 / Bz[r? 4 (V¢)? + ¢7] (4.3.3)
where the canonical momentum is defined by
0
T=—i——= 4.3.4
50(@) 34

The definition of canonical momentum 7 given in Eq. 4.3.1 is consistent with
the one given above in Eq. 4.3.4 since, in the Hamiltonian representation, all
time dependent operators are considered to be Heisenberg operators. The
consistency of Egs. 4.3.1 and 4.3.4 will become more clear in Section 4.4.
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Eq. 4.3.4 yields the canonical commutation equations

2).n(@] =i 22@) _ sz 4.3.5
[¢(F), w(a')] 500 ( )s (4.3.5)

and

4.4 Operator field equations

To have some practice with the operator structure of the scalar quantum
field and its momentum, a detailed derivation is given of the Heisenberg
evolution equation. For Minkowski time, the Heisenberg operator obey

o(t, %) = e p(z)e

and hence
0p(t, T
Y05 _ o, 7), H) (1.4.1)
ot
Similarly, the time evolution of the canonical momentum is given by
on(t, =
”(&’ D i, 2, H] (4.4.2)

Recall that the Hamiltonian is given by

H= ;/d?’az[w% + (ﬁﬁbf)g + me2]

with the operator realization of the canonical momentum that yields the
canonical commutation equations as follows

™= —1 0
6p(Z)
Consider the Heisenberg operator equation
0ds =z . .
P2 — il H) = —ic g, H)e ™" (1.43)

The only non-zero term in the commutator above is
1 2
[¢57H] = 5 Q[Wﬂaqsf]

Note
[AB,C] = [A,C]B + A[B, (]
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and this yields

1 1 o o
(60, H] = 5 [ Amaléamz) + oamalng) = i3 [ 7300 - 7) = ims
x/
Hence
Oy = ) .
g;@ —_ —7;267'tH7T5;6_ZtH =Tz

Note 0¢/0t = m is the result expected from the classical definition of the
canonical momentum.

The Heisenberg operator equation for the canonical momentum is given
by

Omy 5 itH ;
L — e [y, H)e H

There are two non-zero terms in the commutator above. The first commu-

tator is given by

1 - 1
3 [ma (G607 = 5 [ (070308 . 02] + OFlmg, oal0f 2}

= / O pz0"0(F — ) =i / V2z6(7 — ')
=iV (4.4.4)

The second commutator is given by

3 im0 = —ios

!

The two terms yield the final result

2
% = 2 V2p 4 m2ele it = (~V2 ¢ m2)yz = 3(;?;,5
Therefore, we obtain the Klein-Gordon operator equation
0? -
(—@ + V2 —m?)gyz =0

or
(0"0, +m*)¢p =0

The classical field equations, for the free scalar field, appear as the operator

equations for the Heisenberg field operators JENeNaRalogyINvitiNtHeNclas
sical field equation breaks down for nonlinear quantum fields due 1o the

requirement of rendering such field theories finite using the procedure of
renormalization.
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4.5 Fourier expansion

The Heisenberg operators ¢(t, ) and #(t,x) can be expanded using the
plane wave basis. Consider the relativistic invariant expansion

n d4p —ipta
bt.a) = [ gr2mbn — m)e 70, 7)
where
="' 0% 0% = (0% D) pu = (0°,—0); pup” = (0°)* = (B)* =p°

The Heisenberg operator <2>(t, x) obeys the Klein-Gordon operator equa-
tion

" d4 iphx
@0+ mP)3(t.0) = [ G Er2m0R — )+ ) 060, 7) =0
Recall for the d-function obeys

D=3 f,(lxi)a(x ) fla) =0

Hence for Ey = /p? + m?.
1
5((p")? = (9)* —m?) = 6[<p0+Eﬁ)(p°—Eﬁ)] = 2Eq[(5(p0+Eﬁ)+5(p0—Eﬁ)
7
we have
7 dS 0 iphx
0o0,) = [ (et 00+ Eg) + 06"~ EIe™ 00", )
1 . -
= /_‘QE_,{e_ZEpt—prQS(Eﬁam + ezEpt+zp-x¢(_Eﬁ7ﬁ>}
P
1 o o
N /~2Eq{€_1E”t+Zp'x¢(Eﬁ,ﬁ) + e PTG (— By —p)}
7D

The coordinate field operator is Hermitian since it is an observable operator;
Hermiticity yields

¢T(t7f):¢(t7f) = (b p7ﬁ) ¢( D3 ]5)

We hence obtain

00.7) = [ g (BB ) + G (B ) (150
p
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Furthermore

9¢(t, T)
ot

E- . . . .
= —i / o e (B p) — € TPl (B 1)} (4.5.3)
p ety

w(t, @) = (4.5.2)

Define the destruction and creation operator for momentum p’ by

1 1
ap = $(Epp) i al= S

vV 2Eﬁ P

Hence we have the expansions

¢T(Eﬁ7ﬁ)

d3 1 . - . -
d)(t,f) — / (277_]))3 — (aﬁe—zEﬁt—l-Zpu’B_f_a;r?ezEﬁt—zp-x) (454)

- [ &
w(t, T) = —z/ (2771))3

The equal time canonical commutation equations given in Eq. 4.3.5 yields

lag,al;) = (2m)*6° (7~ ),

E

—

Es . - . L
J(aﬁeszﬁtJrzp-x _ a;BzEﬁtfz :1:) (4.5.5)

=

and

4.6 Creation and destruction operators

The creation and destruction operators diagonalize the field Hamiltonian
when it is expressed in terms of the creation and destruction operators. The
initial values of the operators are the Schrodinger operators given in Egs.
4.5.4 and 4.5.5 are the following

=5 /d%[vr% — ¢5V20z + m*¢2 (4.6.1)
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The three terms in the Hamiltonian as given in Eq. 4.6.1 are expressed in
terms of the creation and destruction operators.

- -
/

2 o o . o
/7T2(f) — ( 2Z) // ) @(aﬁezp-z _agefzp-x) Eﬁ(az;,e’p .7 —a;r;;efwl'x)
zJpp

1 e o o e
-3 /pp Bl (5 + P agay = 005 =1 agal; — 0 —ajay + 05 +1ajal]

1 1
=3 / Ey(apal; + afap) - B / Epapa_p+ala’ )

and
[ (@) - 6593
z
1 1 L e a
_ / (aﬁezp . a;rseflp-m)(mQ o V2)(a761p T at,eﬂp x)
2 )z oy | [EzE; P

L [m4+p") oo 5 N S Ve o Syt
e / T B Papay = 0= papay = 0= pagay + 5+ p)agay]
p/

p
1 t gt 1 fof
=5 | Bslapay+agag) + 5 | Ejlapa—p+azay)
p p

Adding the terms and taking note of a cancellation of two terms yields

_ [ dp t t
= [ L2 B(p)(alas+ apal)

(2m)?
3
N /%’)E(mag‘lﬁJﬂs(g)(o)/d%E@ (4.6.2)

since [az, a;r;,] = (2m)303) (p — Z;/)

The commutation of the creation and destruction operators with the
Hamiltonian yields the following spectrum generating algebra

lag, H] = /5’ E];,[aﬁ, a}/]al;, = Eja; (4.6.3)
and
lal, H] = /z; Ejap, a;]a; = —Epal, (4.6.4)
Time evolution of the destruction operator, from Eq. 4.6.3, is given by
ay 5 = eitHaﬁe_itH = % =i[H, a5 = —Ezay

ot
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and similarly for the creation operator. Hence

—iE5t T

_ . _ iEgt T
apy=€ “Pag ; a,z=¢e Paﬁ

The time evolution of the creation and destruction operators yield the fol-
lowing time dependence for the field operator

6(t,T) = / O (0 + of o)
@r) 2B, 7 &
dp 1 Edripd |t iBst—ifd
_ —iBpt+ifd iEpt—ifE 4.6.5
| G e FalelBE) (165)

Since
Egt — - & = puat = pz, p" = (p°,p)

Eq. 4.6.5 yields the relativistic expansion as obtained in Eqs. 4.5.4.

4.7 Energy eigenstates

The scalar field is equivalent to a infinite set of decoupled simple harmonic
oscillators. Hence, similar to the case of the harmonic oscillators, the state
space for the scalar field is generated by acting on the vacuum state with
the creation operators.

Recall the vacuum state |0) is defined by az/0) = 0 for all p’ and is an
eigenstate of the Hamiltonian given by H|0) = Ep|0). Furthermore, from
Eqgs. 4.6.2 and 4.6.4

H(afj0)) = (aLH + Ezal)|0) = (E5+ Eo)aljo)

;[). acting on |0) creates an eigenstate a;\0> with energy Ez+ Ej.

The vacuum state, for all p, is given by

Hence a

az0) =0 = (0/0) =1
The one-particle state is given by
) = v/2Eza}|0) = 61 (Ez5)/0)
with Lorentz invariant normalization
(plp/) = 2E5(2m)*6° (5~ 1/)
The multiple-particles states are given by

D1, 5. PR} = /2B .. 2Bzl ..al . |0)
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The most general energy eigenvector, upto a normalization K, is

and is an eigenstate with energy F, where

k
H|{n,p}) = Eo[{n,p}) 5 En=) niEy
=1

The state vector is the simultaneously the eigenstate of energy and mo-
mentum. The momentum operator of the field, from Eq. 3.4.3 is given by

B = [ @opla)pla) = [ dap@n(a)

Using the creation destruction representation of the field and its conjugate
yields

P:[ﬁa%aﬁ
p

and yields
k
Pl{n,p}) = pl{n,p}) ; §=)  nipi
i=1

Since [a;, a;/] = 0, multiple-particle states are symmetric under exchange

of any two particles; this is a reflection of the fact that ¢(¢,Z) is a bosonic
scalar field.

4.8 Schrodinger Wave functional

The Schrodinger state functional W depends on the degree of freedom ¢z.
The coordinate basis is given by

Q) 16z) = |¢)
and the state functional ¥ is given by

Vo] = (¢]¥)
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The ground state |(2) is defined by az/€2) = 0 for all p. Recall the definition
of ay and a; is given by

d3 1 _ e
0@ = [ s (ape ™+ afe )

Hence

1
2,

ay =

[eiﬁ'f[Eﬁé(f) + Zﬂ(f)] = — eiiﬁ'f[Eﬁgf)(f) +

The vacuum state is obtained by a procedure similar to the oscillator case;
since the scalar field is free, consider the Gaussian ansatz for the vacuum
state

The equation

yields

/eiﬁ'f[Eﬁ% - [ff—g¢f]9 =0

z ]

Let fz = [; eiE'ffE, then

Hence
[eiﬁf[Eﬁ— flos2 =0 = fz=Ey=p*+m?
X

This yields the vacuum state function.

Pp g
Qo] = Nexp{— [ fo_ydady} ; fng/pep( D\/p? + m?

2, (2m)3

The normalization N is fixed by requiring (2|2) = 1.
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4.9 Functional formulation of quantum fields
Consider the Lagrangian for a real scalar field ¢ given by
1
L= 50"00up = V(p)
The probability amplitude for a transition from initial coordinate eigenstate
|©) to a final state |¢) is given by
Z = (¢le” )
where H is the scalar field’s Hamiltonian and
o) =Izlez) 5 1¢) = Ilzlef)

The Feynman path integral yields the following representation
, +T
7 = /Dgoezs ;S = / dt/d?’fﬁ(t,f)
-T

The boundary conditions are
o(-T,%) = p(Z) ; @(T,7) = ¢'(Z)

A compressed notation for the transition amplitude is given by

¢’ , +00
Z :/ Dpe /D(p = H/ dp(t, Z)
¥ tz VT

Correlation functions are defined by a functional average overall possible

field values and yields
- - 1 i - -
Elp(ty, 21) - o(tn, 2W)] = - /DS% So(ty,#1) - p(tn, ¥R)

Consider the two-point correlator
D(x1,x2) = Elp(t1, 71)p(t2, 22)]
Let t; > to; break up the path into three segments that go from —T to to,

from to to t; and from t; to T, as shown in Figure 4.1

®(t2, x2) @(t1, x1) ® '
>
t2 T T

®
|
[
T

Figure 4.1 The three segments of time for the path integral.
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The path integral can be written as follows

/

1 w2 ., Y1 . @ iS
D(x1,x2) = Z/ Dso/Dcmw(tz,afz)/ Dcp/Dapwl(h,xl)/ Dye
© 12

2 ®¥1

1 ; N

= Z/D‘PlDQD2<90/6z(Ttl)H’(P1>(P1(t17$1)
<<p1|e—i(t1—t2)H|(p2><p2(t2, x—é)<(p2|e—i(T—i—t2)H|¢> (4.9.1)

where
—+o0
/D%':H/ do(t ) 5 i=1,2
5 J—0
xr

The Schrodinger (coordinate) field operator is defined by
P(T) = /Dsolcmo(f)(sOI s o) =[] le@) (4.9.2)
]
Performing the functional integration over the field ¢ and using the Schrodinger

representation yields, from Eq. 4.9.1 the matrix element

_iTHeitng@(l'_i)e_i(tl —t2)H¢(x3)e—it2He—iTH‘¢>

1
D(z1,a2) = (#'le
The definition of the Heisenberg operator yields

1 . . o a -
D(x1,22) = E(@'k TH oy (t, 21) P u(ta, Th)e

—iT'H ‘ <,0>
Tacking the limit of T — oo yields

e—iTH|(p> ~ ¢ iTEo |Q> <Q‘90> : <g0/‘6_iTH ~ ¢~ iTEo <90/|Q> <Q|
= 7 = e TP |0)(Ql )

Note in the limit of " — oo, the initial and final state vectors |p), (¢'| cancel
out, as does the infinite vacuum energy Fy. Taking the limit of T — oo yields

D(x1,z2) = (QUdn(t1, 21) P (t2, 72)|2) (4.9.3)
Note that time-ordering is built into the path integral. In general, for
D(ar,2) = (QUT(Sr (b, 71) G (b2, 7)) Q) (4.9.4)

one needs to order the operators by hand before converting the matrix ele-
ment into a functional integral.
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4.10 Unequal time commutation equations

The spacetime properties are encoded in the light cone, as shown in Figure
4.2. The scalar field in Minkowski space is investigated to study interplay of
a quantum field with the structure of spacetime, and in particular whether
a quantum field is consistent with causality.

ﬁ\)\\

Spacelike
Spacelike

Figure 4.2 The light cone.

In particular, we expect that for two spacetime points with spacelike sep-
aration, the scalar quantum field at these two points should commute — as
observations can be made at space like separation that are causally inde-
pendent. We will, in fact, find that it is the commutator of the fields that
vanish for two spacetime points, since all observations finally require the
commutator of the field with the observable operator.

Define the notation

v=%) ; y=0"%7) ; pr=puat=p"2’ -5 7

Recall from Eq. 4.5.4

o) = B(t, 7) = / !

V2E,

For unequal time 2° # y°, the commutator is given by!

[

(aﬁe—zEﬁt—pr+a;ezEﬁt—zp~x)

B0 +ip@ By —ip g
e iEzx +ipE oY y[ 5 CLT—;]
p

oot = [ z\/ﬁ{

B0 — iz —iE 5y +ip g
+€7,Epr i, oY T y[aT aﬁ]}

D)

1 . .
— —ip(z—y) _ oip(z—y)
]I/ﬁQEﬁ{e e } (4.10.1)

Note the operator on the right hand side of above equation is the unity

I Recall pr = Epzo — P 7.
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operator I, and this fact simplifies our calculations. Using the fact that
(0[I)0) =1 yields

(O0llo(2), o(W)II0) = Az —y) — Ay — x) (4.10.2)
For equal time 20 = ° the commutator is zero since

0 = o0 i = | L fo—pa9) _ @D\ g (4103
6%, 7)., 6(a”. )] /ﬁQEﬁ{e AP0 (1103)

The result is expected because the operators are at spacelike separation and
hence are not causally connected.
The unequal time opemtor product is given by

©O6(2)owI0) = [
7y 2, /E*E*
sz ip'y e—ip(fﬂ—y)
/ O\ap /
,p/2 /Eﬂ - ﬁ 2Eﬁ

=A(x —y)

TP+ ePal) (e Vay +ewya )|0)

a) Time-like separation. Let the position be fixed at & = ¥ and let the two
different instants of time be given by 2° = ¢,2° = t/; (z—y)? = (2°—y°)? > 0.

Alz—y) = / Pp ittty L
(2r)? NETT:

= o [[do etV
27 2y/p% + m?

—im(t—t)

~e [t —t'| — oo

a) Space-like separation. Let time be equal 2° = 3 and the spatial positions
be & — 4§ =7 (x —y)? = —(T—¢)?% <0.

d®p 1
o — iprcosf —
Ay / e o,

/ / d cos fe'Pr st

— ezpr _ e—zpr
[
0

2(27r)27' pE,
— e’} 6ip7“
202m)%r Jooo T \/p? + m?
m m T
= 4n? K (mr) A2y 2mre = oo)
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a) b)

Spacelike

t
|4y 0,0)
X

Figure 4.3 a) Timelike spacetime interval. b) Spacelike spacetime interval.

There is a non-zero amplitude for the operator product for spacelike sepa-
ration. Does this violate causality?

We expect the commutator of physical observables to be zero for spacelike
separation since these operators should be simultaneously diagonalizable.
Hence, for Hermitian physical operators O(az), special relatively requires
that for spacelike separation [O(z), O(y)] = 0, (z — y)? < 0 Recall

(Oll¢(x), o(y)|0) = Az —y) — Aly — z) (4.10.4)

If z,y have a spacelike separation, that is (z — y)? < 0, then we expect
the coordinate operator of the field to be simultaneously observable, which
in turn requires

Ol[p(x), 0(W)]|0) =0=A(x —y) — Ay —z) : xz,y: spacelike (4.10.5)

If x,y are spacelike, a Lorentz transformation takes (z —y) — —(z — y).
Hence to prove

[6(2),6(y)] =0 : (x—y)*<0

we have to show that A(z) is Lorentz invariant; it then follows that A(Az) =
A(z), where A is Lorentz transformation.
Define the function

Gz — y) = il6(x), (y)] = ilA@@ — ) — Ay — 7)) = G*(z — y)
From the definition of the A(x) function
I L —ipx __ _ipT
G(x) —z/ﬁQEﬁ[e e ]pO:EA

P

=i [ [ 050 — B+ 6060 + Byl
2 2

= i/e(po)é(p2 —m?2)e”P® (4.10.6)
P



68 Scalar quantum field

where

. +1 po>0
e(po) = { 1 <0 (4.10.7)

A Lorentz transformation A of four momentum p,,, given by Ap, leaves the
sign of pp and norm p? invariant. Hence, G(Az) = G(z) is Lorentz invariant
and satisfies the Klein Gordon equation

(0"0, + m*)G(z —y) = 0] (4.10.8)

The function yields

—

eP(@=9)
Glo—9) = [ ©p = silEg(a® o)
p p

and hence

[9(z), ()] = —iG(z —y) =0

20=y0 20=40

By a Lorentz transformation, it follows that

[6(x), d(y)] = 0; for(z —y)* <0
Furthermore

IG(z —y)
9o

eP(T—Y) 0 0
o= | T ErcoslEpta® — 1)

and which yields

_ ;96 —y)

=i (T — ¢
20=y0 Yo 20=y0 ( y)

[p(), 7(y)]

We obtain the expected equal time canonical commutation equation.

4.11 The Feynman Propagator

A fundamental feature of quantum fields is the Feynman propagator, which
is the amplitude of an excitation propagating from one spacetime point to
another. The Feynman propagator is defined by

Al —y) 29 >0

Aly— 1) o0 <y (4.11.1)

D(z,y) = {
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and is written as
D(x —y) = 0(z° —y")A(z —y) +0(y° — ") Ay — )
The propagator is an even function
Dz —y) = D(y — )

This definition takes into account relativistic causality as well as the fact that
there is an underlying Hamiltonian propagating the field. The definition of
Az — y) yields

D(x —y) = 0(z” — y°)(0[é(2)6(y)|0) + 0(y° — 2°)(0l¢(y)$(x)[0)
= (0IT{p(x)¢(y)}10)

where T stands for time ordering the product of operators.
Recall the operator product of the free field is given by

e~ ir(z—y)
Q@60 = [ 5= = —y)
p

and yields

6(a® — %)) 4 9(y" — )]

S
8
|
s
I
s
)
m}—t
1

or

d*p i .
) = —ip(z—y)
D(z —y) / G T e (4.11.2)

The expression given in Eq. 4.11.2 is derived in the following manner. The
pole in the integration is at p° = + /E;( - é—%) ~ + 51— 225;)

e Consider 2° > y°. Then

d>p o APy 00,00 1
D(x — 1) = ip(T—7) —ip? (2" —y")
(=) / (271)36 o ¢ (p9)2 — p? — m? + ie

For 20 > ¢° for convergence the contour is closed in the lower half plane
and contour is traversed clockwise picking up the plane at Ej;— ie. Hence,
the residue theorem yields

. . ; 0 0 .
L) =@ — )L [ EP g i 2w
D(x—y)=0(z"—y )27r / (27[_)36 (—2mi) 5 oF,

=0(2" — y") A —y)
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0

e Similarly, for 2° < y° the contour is closed anti-clockwise in the upper

half plane picking up the plane at —Ej5 + ie. Hence, the residue theorem
yields

i d3p i ‘ eiEp(z0—y")
D(y—x) :e(yo—l'o)zﬂ—/wep( y)(QWZ)T
p

=0(y" — 2°)A(y — x)
The Feynman propagator obeys the inhomogeneous Klein Gordon equation
given by
(25 — VZ+m?)D(z —y) = (8"8, +m*)D(z — y)

- / d'p —p*+m? e~ p(x—y)
(2m)4 p?2 —m? + ie

4 .
— —i/ (; 2)94 e — —igt(@ —y)
m

The physical interpretation of the propagator is the following. The field
is separated into the creation and annihilation components

o(x) = T (x) + ¢~ ()

where

1 . 1 .
+ o —ipx . — _ ipx T
© (ac)—/ e ag; @ (ac)—/ ePrql,
/2B, 51/2 v

5

Note
¢T10) =0=(0l¢~ = (0l(¢p~ +¥1)|0) = 0= (0]0)
Hence we obtain
D(xz —y) = (O[T (x)e(y)]]0)
— 02" — )0l (@)™ ()]0} + 0 — 2°)(0lp* ()¢~ (2)[0)

The interpretation of the components of the propagator is the following.

0(z° — y") (0]t ()~ (y)|0) : create particle at y° and destroying at «°

0(y° — 2°)(0]o " (y)p~ (2)]|0) : create particle at 2° and destroying at 3°

In the presence of a classical source j(z), the Lagrangian for the scalar
field is given by

L= %(aﬂqs)(a“qﬁ) - %m%ﬁ + j(z)o(x)
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The field equation is given by
(00" +m?)¢” = j(z)

and yields the solution
o(w) = dnla) ~ i [ d'yDlz ~ )i(w)

Note ¢g(z) is the sourceless scalar field and D(z — y) is the Feynman prop-
agator. For a time-independent source j(x), the Hamiltonian is given by

H= % /d3x[7r§ + (Voz)? +m?¢2 + 2j(x)]

4.11.1 Retarded Greens function

To examine the role of time-ordering, consider the following retarded prop-
agator that is non-zero only in the future. Namely

Dr(z —y) = 0(z° = y°)(0l[6(x), 6(1)]|0) = 0(° = y"){A(z —y) - Aly —2)}

and
A( ) / e~ ir(z—y)
r—y)= | ——
5 2By

Let O = 0/dxt, 9"9), = 8 and [ = 0(2° —y°) and g = (0[[¢(z), 4(y)]|0).
Then

0%(Dr) = (9°f)g + 20" fOug + 0?9 = (0.f)g + 200 fOog + fO°g
Note, for dh/dz° = h, the identities

po=FEy

P .
@9(330 —y%) =6(z" —y°), 9%0(z" —¢°) = 0(2" — )

and yields
(=) [0(@). 6] =0 = da" ) [6(@). 6(0)] = 0"~y (x). H(v)]
The above identities yield

(0"0y +m*)Dr(x —y) = (9°6(z" = ")) (0l[¢(=), s(w)]|0)

2050 — y)OlI3() GWII0)) + 0" — ) (95, -+ m?) 0lf0() o]0

The free field operator ¢(z) obeys the Klein Gordon equation that
(0"0 +m?)[$(), 6(y)] = [("0, +m?)é(x), $(y)] = 0
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Hence, the retarded propagator obeys the Green’s function equation since

(09, +m*)Dr(z —y) = 8(z° — y")[d(x), d(y)] = =6V (x - y)

4.12 Complex scalar field

The complex scalar field ¢ consists of a scalar particle together with its
antiparticle. A complex scalar field carries charge and hence can couple to a
gauge field. In contrast, a real scalar field has zero charge and cannot have
any coupling to a gauge field. The particle and antiparticle interpretation is
valid only if both the underlying real scalar fields have the same mass m;
otherwise the interpretation fails.

In terms of the complex field ¢, the Lagrangian is given by

L=0up "0ty — m2p*p

where m is the mass of the complex scalar field.
A complex scalar field consists of two real scalar fields ¢1, ¢2. The complex
scalar field is defined by

o(z) = \g[qx(x) tito(@)]; ot (x) = ;5

Using the real component field representation yields the Lagrangian

[91(2) — ig2(x)] # ¢()

L= (0,0i0" b — m*7)

N —

2
i=

1

Note that both the fields ¢, ¢2 have the same mass m, and this is the
basis of identifying the complex scalar field as consisting of a particle and
antiparticle, since a necessary requirement for a particle-antiparticle pair is
that their masses must be exactly equal.
The Hamiltonian is given by
1g ,
H =23 [m + (Vi) +m?]]

2 4
=1

The complex field canonical momentum is given by

oL . 1
™= o5 (@) =¢(z) = ﬁ(”l(x) + imy(x)) # m(x)
and the Hermitian conjugate canonical momentum is given by
1 ‘
= —=(m(x) - im())

V2
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In the complex field representation, the Hamiltonian is
H=nln+ Vel Vo +m?ply
The complex scalar field obeys the Klein-Gordon equation
0,0 —m?]ip = 0

Similar to the real scalar field, has a Fourier expansion given by

— 1 P —ip-Z T
= As TRl 4.12.1
(%) ,;\/TEﬁ(e ste ) ( )
1 L -
pl(@) = | 2E#(6_1p'$A;;—|—eZp'$Bﬁ) (4.12.2)
p p

where
(A AL] = (B, BL] = 8° (5~ 1))
The state space for the complex field ¢ is
Vo=VQV

where V is the state space of a single real scalar field.
In terms of the state space V,, the creation and destruction operators
have the following representation

ap = az QL ; ap =1®a; ; a}lza;@@ﬂ ; a;?:]léi)a;

The destruction operators for the complex field are given by

1 1
Aﬁ:E[aﬁ@)H-}‘iH@aﬁ] ; Bﬁzﬁ[aﬁ‘g’ﬂ_ﬂ@aﬁ]

Instead of writing out the tensor products explicitly one instead uses the
simplified notation given by

A= —=lag +iag] By

V2

The ground state |Q2) is

1 )
= E[“zﬁ —ia]

) = 10) ®|0)
and
A5 = 0= BplQ) = a5[2) =0=a3|Q)
Hence
(Qpl) = 0= (2p12)
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The single real fields ¢1, ¢ have the same propagator given by
QT (¢1(2) D1 ()1 = (AT (d2()¢2(y))12) = D(z —y)
Consider
(QT[p(2)p(y)]1€2) = %@!T[(qﬁl (%) +iga(2))(¢1(y) +ida(y))]|)
%[<Q|T[¢1($)¢l(y)]|9> — (QT[p2(x)d2(y)]IY)] = 0
The non-zero propagator is the one that conserves charge and is given by
(QUT[o(2)e" (W)]I2) = %KQIT[% (2)¢1(y) + ¢2(z)d2(y)] V)]
=D(z —y) = (QAT[P' (2)p@)]|Q)  (4123)
The Hamiltonian, similar to the real scalar field, is given by
H= ﬁ Ej(ALA;+ BiBy) + By 5 Ez= P +m?  (4124)
The change opeiator is given by

Q= ﬁ (A;;A,ﬁ - B;;Bﬁ) + constant
P

Consider the commutator

The one-particle states have the following charges

QATE|Q> = (AT+ATQ)|Q) = AT|Q) : +positive charged single particle state

QB};.|Q> = (B'+B'Q)|?) = —B'|Q) : —negative charged single anti-particle state
Similar to the case of the real field, we have

HAL|Q) = (Ez+ Eo)ATQ); HBLIQ) = (Ey+ Eo)BT|Q)
Note states A%|Q)7 B£|Q> both have energy Ey+ Ey, with first state being a
single particle state, with () = +1 and the second state being an anti-particle

state, with Q = —1.
Hence A% creates a particle state, B;% create an anti-particle state.
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4.12.1 Charge conjugation

The complex field scalar consists of two charged scalar particles which are
a particle and antiparticle of each other, the particle carrying a positive
charge and the antiparticle carrying a negative charge. This property of the
complex scalar field is brought out by the charge conjugation operator, that
interchanges particle with antiparticle.

Charge conjugation is a unitary operator C that is defined as follows

CoCl=net 5 Colct =ne 5 Inf* =1
Repeating the transformation twice yields the following
cCh=1 = C*=I

The Fourier expansion given in Eqs. 4.12.1 and 4.12.2 yields the expected
result

— . Tot — gt
CACt =By 5 CBICT = AL

Since charge conjugation interchanges particle with antiparticle, the charge
operator for the complex scalar field must also change it sign from plus to
minus. A straight forward calculation shows that under charge conjugation,
the transformation yields the expected result given by

coct =—-9Q

For a free complex scalar field, there is no coupling to charge, but in the
presence of a gauge field, the charge allows the complex scalar field to be
coupled to the gauge field. A field theory that is symmetric under charge
conjugation does not have any invariant distinction between particle and the
antiparticle.

4.13 Gaussian Integration

The functional formulation of quantum fields involves the integration theory
of infinitely many integration variables. The study of free quantum fields,
and of weakly interacting quantum fields, is based on an expansion that
utilizes Gaussian functional integration.

Gaussian integration plays a key role in studying path integrals in quan-
tum mechanics and in quantum field theory. To introduce the concepts of
Gaussian functional integration, a few of its key properties the Gaussian, or
the normal random variable, are reviewed.
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The basic Gaussian integral is given by

+oo
/ dze™ 27" T = \/ 2;e2lAj (4.13.1)
— 00

N-dimensional Gaussian integration

The moment generating function for the N-dimensional Gaussian random
variable is given by

N
. 1
with S = 3 Z l’iAijiL'j + Z Jix; (4.13.2)

i,j=1

Let A;; be a symmetric and positive definite matrix that has only positive
eigenvalues. A;; can be diagonalized by an orthogonal matrix M

A1
A=M" M ; M™M =1
AN

Define new variables

. _ T
Z; = M,'jxj ) €T, = Mijzj

N N N
Hdzi - detMHd:zi = dei = Dz
=1 =1 =1

Hence

H / P e T H[ [2T S My M,

=1

In matrix notation

N
1 27 1
—(IMT)(JMT); =JATT 5 [/ 5 = eV P—
Zi:)\i( i ) g VA (2m) Vdet A

Hence

Z[J] = CmP 4yaty (4.13.3)
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All the moments of the coupled Gaussian random variables can be deter-
mined by the generating function given in Eq. 4.13.2; namely
8N
Elzima.2N] = mzmbzo
Let t = ne, n = 0,+1,42--- +£ N. Taking the limit of N — oo, € — 0
yields

1 [t
S() == —2/ dtdt/(EtAtt/CUt/

—0oQ
Z = / Dxe®
The generating functional for the simple harmonic oscillator is given by?
. 1 So+f dtj(t)xt 1 oo /- 1.
Z[j] = 7 Dzxe =exp{; dtdt'ji A, jp ¢ (4.13.4)
—0o0

where

/ At Apndt! = 8(t — ) (4.13.5)

4.14 Gaussian white noise

The properties of white noise are analyzed as this constitutes the simplest

form of Gaussian functional integration; it also shows how the Dirac-delta

functions for the correlation functions emerge from functional integration.
The fundamental properties of Gaussian white noise are that

ERt)]=0 ; ERHRY)=6(t—1t) (4.14.1)
Figure 4.4 shows that there is an independent (Gaussian) random variable
R(t) for each instant of time ¢.

Discretize time, namely t = ne, , with n = 1,2....N, and with R(t) — R,.
The probability distribution function of white noise is given by

P(R,) = 1/ie_§R% (4.14.2)

Hence, R, is a Gaussian random variable with zero mean and 1/4/€ variance,
and is denoted by N(0,1/1/€). The following result is essential in deriving
the rules of Ito calculus

1
R%2 = =~ 4+ random terms of 0(1) (4.14.3)
€

2 The term generating functional is used instead as generating function as in Eq. 4.13.3 to
indicate that one is considering a system with infinitely many variables.
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t

R()

fh 1

Figure 4.4 One random variable R(t) for each instant of time.

To write the probability measure for R(t), with t; < t < to discretize
t — ne. White noise R(t) has the probability distribution given Eq. 4.14.2.
The probability measure for the white noise random variables in the interval
t; <t <ty is the given by

N N
PIR) =[] P(Ra) = [ e~ 2" (4.14.4)

Taking the continuum limit of € — 0 yields, for ¢; <t < t9

1 [
PRt ta] = ¢% ;8= — / 0 (4.145)

t1

Z:/DReSO ; /dR—>/DR

The action functional Sy is ultra-local with all the variables being decoupled.
Gaussian integration, given in Eq. 4.13.3, yields

1 t . 1 t .
Zlj,t1,t2] = 7z /DPueft12 AR S0l = o3 Jor’ dt7* (1) (4.14.6)

The correlation functions are given by

E[R(t)] =0
ER(t)R()] = 1 /DR R(t)R(t")e = 8722[‘7'} =§(t—1t)
Z 9j(t)0j (")~ li=0
and yields the result given in Eq. 4.14.1.
The result given in Eqgs. 4.14.5 and 4.14.6 show that white noise is repre-
sented by a path integral with an ultra local action Sy.
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4.15 Free Scalar Field: Path integral

To rigorously define the functional integral, spacetime has to be discretized
a finite lattice, with total number of lattice sites being finite and equal to
N9, Instead, a heuristic deviation is given of a result that can be obtained
rigorously based on a lattice spacetime.

The path integral for the scalar quantum field is given by

oo
7 = / Dyexp{iS} ; S= / dt / d3xL(t,7)
— 0o
with the Lagrangian for the free scalar quantum field given by

L= % 0 — %m%Q +jg
The external current j(x) is a classical function and is introduced so that the
generating functional for the free field can be evaluated. Since S is quadratic
in the field, Gaussian integration is sufficient to perform the functional in-
tegral.
To diagonalize the action, define the Fourier transform

d*k
o) = [ Ggie™ 00 = 8"() = 0 = 04

Define

Ok =0k +id = ¢ =0} —idy
Hence, the independent integration variables are only the positive momen-
tum degrees of freedom and yields

Taow) =TT [ dofae!
Note
1

s=§/#ﬂ@mﬁ4ﬁﬁ—m%ﬂ:z/

d*k -
(271')4 [k(Z) - k2 - m2]|¢k|2

To make the Gaussian integrations convergent, displace k,, k* —m? to kykH —
m? + ie; this yields

d*k
(27)

Hence, € provides the regulator to render the Gaussian integrations conver-

1
exp{iS} — exp{iS — e/

5 | ol (4.15.1)

gent. Using the rules of the Gaussian integrations yields

W) — ;/Dweéif(kuk“m2+ie)¢k|2+ifjk¢k - exp(—;i/jkajk)
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where
1

kukt —m?2 + ie

Dy, =

The correlator is given by
82

= fewbzo
20§ _p0j_p

1 .
E[cppgp;} = /Dgogapgpp/ezs
Dy
T iDyjp)e” =iDpd(p+p)
J—p

The Feynman propagator is given by

D) = 5 [ Dop@pw)e = 5 [ Dol [ em#E[g )

p.p’
— Z/ eiprrip’y 5(1) + p/)
o p? —m? + e

e~ ir(z—y)
— / . (4.15.2)
P

The deviation shows that Feynman’s ++ie prescription for D(x,y) is the result
of rendering the path integral convergent.

4.16 Continuation to Euclidean time

To make the path integral a rigorously defined expression, one analytically
continues Minkowski time to Euclidean time.
Let Fuclidean coordinates and momentum be given by

b= (af,2f) = (1,27) 5 p”

x = (p§,pF)

Minkowski coordinates and momentum x*, p* are analytically continued to
Euclidean space by the following®

Y =xg=—izl = —ir |, x;=2aF (4.16.1)

P’ =po=ipy , —p =pi=pf (4.16.2)
Note upper and lower indices are the same for Euclidean space. The con-
tinuation to Euclidean space yields the result

2 F_FE FE_FE
Poxpo = —1 Py Ty = Py Ly

3 The continuation of Minkowski to Euclidean momentum is a result that follows from the
definition of canonical momentum in Hamiltonian mechanics — and is discussed by Baaquie
(2014).
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Im Xo Xo plane Im po po plane

Euclidean
=" space

Minkowski space

0 W ‘ . Re Xo . 3_/\_) Re po
) t
Minkowski space

Euclidean
space

Figure 4.5 Rotation of the time xy and energy axis py in going from
Minkowski to Euclidean space.

In particular, we have

Pz, = p’zo + Zpixi = poxo — Zpi:ci =pbal — prxf (4.16.3)

K K3

But in taking the Fourier transform of a function f(p?) the following sub-
stitution is made for Euclidean space [7]

poxs =Y pPal = piaf +) plaf (4.16.4)
7 i

The continuation yields
pup =05 = pivi = —(06)* = (07)° = —pypy 3wt = —wjay (4.16.5)

Both x¢ and py are considered to be complex variables , and the xy and
po integrals in Minkowski space are considered to be contour integrals. The
analytic continuation of the xp and pg contour integrals from Minkowski
to Euclidean space is given in Figure 4.5. Note the direction of rotation
of the time xyp and momentum py axis is defined unambiguously by the
regularization of the functional integral given in Eq. 4.15.1. The time axis
rotates through —m /2 to avoid crossing the singularity in the contour integral
and the energy axis E = pg rotates through +m/2, as shown in Figure
4.5. Hence, we have the following deformation of the spacetime and four-
momentum contour integrals.

e The continuation of time yields
dro = —idzl ; dPz; = dPzF

The rotation clockwise of the contour integral for Euclidean time is given
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in Figure 4.5 and yields

“+o00 —100
/ dzo = —i/ dz¥
—00 +i0c0

e For the momentum integral
dpo = idpy ; d’p; = d’pf

The deformation of the momentum contour for Euclidean energy pf is
given in Figure 4.5 and yields

+o0 +i00 5
/ dpo =1 / - dpp
—00 —i00

4.16.1 Fuclidean quantum fields
For Euclidean time defined by t = —ir, the Euclidean field is defined by
dp _ 0p

ot~ or

To make the analytical continuation, 7 = it means that ¢ = £oo goes
to 7 = £ioco. Hence, as shown in Figure 4.5, the time integral is rotated
counter-clockwise by /2.

The Euclidean Lagrangian is given by
1,0p 1,

5 (G = 5Vl = V(¥) <0

Hence, the action is negative S < 0 and the path integral is well defined

Z:/Dgpes<oo

The generating functional no longer needs the +ie term to be well-defined
and is given by

(p(t, f) - 90(7—7 f) )

L(1,%) = Ly (—iT,T) =

Z(J) =" = /DgoeSJrfj“”

For the free scalar S = Sy is quadratic and
1
5 | #@D —yely)] = exl
.y

)

Z[J] = exp| /j—p(p2 +m?) )

p

N | —

The Euclidean propagator is given by
dip et @=y)
(2m)* (pP)? + m?

Dis(z - y) = Elp(x)p(y)] = / (4.16.6)
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Time ordering continues to hold in Euclidean with 7 < 7 - - - 7;,. Hence
QT [p(tr, T1) - - p(te, T)1Q2) = (QUT (71, Z1) - - - p(Th, T)][€)

The Heisenberg time dependent for the field operator for the free scalar
field for Minkwoski spacetime, from Eq. 4.6.5, is given by

b(t,T) = dp 1 (age FAHPE | of iF5t—ipT)
’ (2m)3 \2E; " P

with
Egt —p-&=puat ; p'= (")
The analytic continuation given in Eq. 4.16.5, with the momentum p'flipping

its sign as in Eq. 4.16.4, yields the following expansion for the free Euclidean
scalar quantum field

BpE 1 . T . B
o1 (7,8) = / p (ape 75T g alem Bt (416.7)

Cr) /285
with
of = By= P T
The Hamiltonian for both Minkowski and Euclidean spacetime is given by

the same expression; dropping the superscript on the Euclidean momentum
variable, Eq. 4.6.2 yields

Hp=H = / (;?;)E(magaﬁqu 543)(0) / d>pE(p) (4.16.8)

A similar result holds for the complex scalar field discussed in Section 4.12.

4.16.2 FEuclidean Feynman propagator

The continuation of the Minkowski propagator — given in Eq. 4.15.2 — to
Fuclidean time yields, from Eq. 4.16.5, the Fuclidean propagator

Dp(z) = 2/ dp  ePut _ z/ d®pidp e~
(2m)% p% — m? +ie (2m)* ((po)? — pipi) — m2 + i€

L
N (2m)4 —pﬁpf —m?2 + e

_/ d4pE eipEmE
) @m)t (pF)2 +m?

and we recover the result given in Eq. 4.16.6.




5
The Dirac spinor field

The Dirac equation was obtained in 1928 by P. A. M. Dirac with objective
of obtaining a relativistic version of the Schrodinger equation. What Dirac
discovered, instead, was a relativistic field equation for a new type of parti-
cles, namely, relativistic fermions — which includes the electron as its most
well known example. The relativistic electron is a spinor field, carrying spin
and constituted by an electron and the antielectron.

The Dirac equation is the field equation for the spinor field and is anal-
ogous to the Maxwell equation, which governs the classical behavior of the
(relativistic) electromagnetic field. Freeman Dyson once said about Dirac
that ‘His discoveries were like exquisitely carved statues falling out of the
sky, one after another. He seemed to be able to conjure laws of nature from
pure thought.’

The Dirac equation predicts that relativistic particles come in pairs of a
particle and its antiparticle, which is equally physical and fundamental like
its particle. In particular, the Dirac equation predicts that the electron is
a spin half particle that comes together with a companion spin half anti-
electron, namely the positron. The existence of an antiparticle was, at that
time, completely unknown and beyond the concepts known to physics. The
discovery of the anti-electron in 1932 by Carl Anderson is considered to be
one of the greatest triumphs of modern theoretical physics. Since the anti-
particle is a salient and outstanding feature of the Dirac equation, the main
focus of this Chapter is to explicate the specific features of the antiparticle
and its relation to the corresponding particle.

The canonical formulation of the Dirac equation is discussed in this Chap-
ter and many standard results are derived. Spacetime is taken to be a four
dimensional Minkowski manifold, unlike most of the other Chapters where
spacetime is taken to be a Euclidean manifold. There are two reasons for
this; firstly, since the path integral is not discussed, there is no particular
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advantage in going to Euclidean time. Secondly, using Minkowski spacetime
allows one to introduce Minkowski Dirac gamma matrices and which in turn
allows the reader to connect with the vast literature on the Dirac equation
that almost always use the Minkowski formulation.

This Chapter prepares the reader for Chapter 7?7 in which the Dirac equa-
tion is analyzed using the formalism of fermionic calculus.

5.1 The Dirac equation

In Minkowski space the relativistic wave equation is given by

0? 292 me o
<3(0t)2 -2 92 T (h)2> P(t,7) =0
=1 i

The natural length that enters the wave equation, consistent with relativ-
ity and quantum mechanics, is called the Compton wavelength,and for an
electron with mass m. is given by

h

MeC

=2.426 x 107'? meters : Electron’s Compton wavelength

The scale of the Compton wavelength is much smaller than the typical size of
an atom, which is about 1071° meters. Hence, one expects that a relativistic
and quantum mechanical particle, since it is much smaller than the atom,
is a candidate for being a fundamental particle; the leading example of a
fundamental particle is the (relativistic) electron.

In covariant notation

(h20,0" + m?c®) h(z) = 0 (5.1.1)
where, for four vectors A, B,,, with 1 = 0,1, 2,3, one has
z, = (ct,T) ; A,B* =A,Bn" ; n" =diag(l,-1,-1,-1) = n,

Dirac felt that the second order time derivative 92/0t? in the relativistic
wave equation spoils the main mathematical beauty of the Schrodinger equa-
tion — which in Dirac’s view is that it has only a first order time derivative.
To address this issue, Dirac chose to factor the wave operator in the following
manner

h20,0" +m?*c? = (+ihry, 0" + me) (—ihry, 0" + me) (5.1.2)

The quantities 7, are not real numbers but are, instead, 4x4 matrices with
the following property

VYo + VoV = {'Vua 'Yu} = 277;w
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There are infinitely many equivalent representations of the Dirac matrices.
A representation particularly suited for studying the Hilbert space of the
Dirac field is, in block 2x2 notation, the following

(0 =\ (1 0
v—(g 0),%—(0_1) (5.13)

where & are 2 x 2 Pauli matices given by

(o) s (0 0) e (0 h)
1 0 i 0 0 —1
Hence, from Eq. 5.1.2

(+ihy, 0" + mc) (—ihy, 0" + mc)

= hzw(‘?“’y,ﬂ” +m2? = hZ%{%“%}B"B” + m2c?

= hznm,(‘)“(?l’ +m?? = h28M8“ + m2c?

and one has recovered the left hand side of Eq. 5.1.2.
The function ¥(t,Z) given in Eq. 5.1.1 is seen, from Eq. 5.1.2, to satisfy
the following

(—ihy, 0" +mc)(t, ) =0 : Dirac equation (5.1.4)

Setting h = 1 = ¢ and writing out all the components of the Dirac equation
yields

4 P .
Z <—i’yo’a56t +iYap - 0 + m5a5> I/JB(t, Z)=0 (5.1.5)
B=1

The Dirac equation is not a relativistic Schroedinger equation since (¢, Z)
is not a probability amplitude. Instead, the Dirac equation is a funda-
mental field equation that describes electrons and positrons — analogous
to Maxwell’s field equation for the electromagnetic field A, (¢, Z).

The Dirac field has four components, namley ¥ (¢,Z) , a = 1,..,4. Every
electron has spin 1/2 and hence needs two independent fermionic variables
for its description; its antiparticle, namely the positron is also spin 1/2 and
needs another two independent fermionic variables. Hence, as expected, a
Dirac fermion v, (t, Z) has in total four fermionic degrees of freedom and is
described by the four-component complex fermionic field.

Furthermore, since a spin 1/2 field describes fermions obeying the Pauli
exclusion principle, the Dirac field (¢, Z) is an anticommuting fermionic
field variable — in contrast to the electromagnetic field A,(t,Z), which is
described a bosonic (real) field variable.
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5.2 Dirac Lagrangian and Hamiltonian

The Dirac Lagrangian can be obtained from the Dirac equation. The Dirac
equation given in Eq. 5.1.4 can be considered to be the result of varying
a classical action. Considering 1) and 1) to be independent fields, the La-
grangian £(v, 1)) is defined by

oY
= W = 0= (—iy, 0" +m)(t,T) (5.2.1)
which yields
£ = —(=inud" + m)p = (i, 0" — m)y (5.2.2)

The negative sign for the Dirac Lagrangian is taken to be consistent the rules
of fermion Gaussian integration given in Section 6.12.1. The Dirac action is
given by

S = / dizl = / A% (i, 0" — m)ip (5.2.3)

The Dirac Hamiltonian is obtained in a manner similar to the bosonic
case using the procedure of Lagrangian mechanics. Consider a boson degree
of freedom ¢ with Lagrangian given by

1.
L= 5‘]2 —V(Q)

The canonical momentum p and Hamiltonian H for the system are defined
by

——aﬁ—m'
1.
H=gp— :§q2+V(q)

The canonical momentum of the Dirac field I, for ¢ = 9 /0t, is defined
by
oL -
I, =—=1 5.2.4
« 5¢a [w')/()]a ( )
where the anticommuting property has been used to obtain Il,. Define the
conjugate field by

ZZ)T = &70



88 The Dirac spinor field

The Dirac Hamiltonian density, using the anticommuting property of the
Dirac field is given by

— a [e% . - A
H(Z) = %Ha — L = WL(Z’V(W -0+ my)Y

= H(Z) = i (—id@-J + m)y

where, in block 2x2 notation

- - 0 & 1 0
a=-7=\ 5 g 1 B=n={,

In the canonical formalism, to obtain the Dirac Hamiltonian density from
the Lagrangian, the only change is to remove the time derivative term from
the Dirac Lagrangian and reverse the sign of the remaining term. The canon-
ical formalism reflects the fact that the time derivative term in the Dirac
Lagrangian, is due to the fermionic Hilbert space and is not a part of the
Hamiltonian. A similar dropping of the time derivative term was required
for obtaining the transfer matrix for a simpler fermionic case, discussed in
Baaquie (2014).

The Dirac Lagrangian is written in phase space variables and is analogous
to the formulation of bosonic system in phase space, with a derivation given
in Baaquie (2014).

The Hamiltonian for the Dirac field is given by

H= / BarH(T) = / Bapt(—ia - J+ fm)y
- /d?’xwhw (5.2.5)
where the matrix h is given by

h =iv¥ -0 +om = —id@-d+ Bm (5.2.6)

The fields (%), (¥) are considered to be time independent Schrédinger
operators. To quantize the Dirac Hamiltonian given in Eq. 5.2.5, the matrix
h has to be diagonalized so that one can ascertain the normal modes of
H. To quantize H canonical anticommutation relations are imposed on the
normal modes.

5.3 Euclidean Dirac Lagrangian

The formulation of the Dirac field in Euclidean time is more suitable for
studies based on the path integral and for studying the lattice Dirac field.
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The Euclidean formulation is briefly outlined. Let 7 denote Euclidean time
and fyf denote FEuclidean gamma matrices. Define

t,%) = (1,7) ; t=—ir ; W=y ; VF=iy;i=1,23
Eq. 5.2.2 yields
L = (i, 0" —m)p = (ind° — ;0" — m)

3
0 0 .
£—>£E2—<’Y(])Ea7_+g ’Yfax'+m>¢(7,$)
i=1 v

=Lp= —@(yfau +m)y : Euclidean Dirac Lagrangian (5.3.1)

The Euclidean Dirac action is given by
Sp =iS = /dfdeE(T, T) = —/d4m/‘)(ﬁaﬂ +m)y  (5.3.2)
The gamma matrices obey the anticommutation equation
{’yf, ’yf} =20 (’yf)T = ’yf : Hermitian

An explicit representation of the Euclidean gamma matrices, from Eq.
5.1.3, is given by

0 —¢& 10
2B __ . B _
7"(& o) ’70_<0—1> (5:3.3)

5.4 Plane Wave Solutions

To diagonalize the matrix h given in Eq. 5.2.6, it’s eigenstates have to be
computed. Similar to non-interacting bosonic systems, the Dirac equation
also has plane waves as eigenstates. Due to the particle and antiparticle
content of the Dirac field, and the fact that they both have spin 1/2, the
plane wave solutions are a four dimensional column vectors.

The eigenstates of h have the form

u(p)eP® (5.4.1)
where
hu(p) = (@ - g+ mpB)u(p) = Eu(p) (5.4.2)
Note

s (7, F2) oan
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and

Hence
h?ug = E?ug = E? = m? + p?
and yields two branches for energy given by

E = +y/m? + p?

The two branches of energy are shown in Figure 5.1.

2 E=JFtm

AN

m

-m

K\ B=—JFFE

(5.4.4)

(5.4.5)

(5.4.6)

Figure 5.1 Two branches of the energy of a single particle with momentum

p-

Define w to be the positive energy solution given by

w = +v/m? + p?

Four linearly independent four-dimensional vectors are the following

1
1 0 2
gy = | )=
0
0
3 0 4
ug’) = | ] g =
0

_ O O O O O~ O

(5.4.7)

(5.4.8)

The positive and negative energy plane wave solutions can be obtained by
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the following procedure. Define
us(p) = (h £w)ug (5.4.9)
Then

huy (§) = (h? + wh)up = w(w + h)ug = wu (P)
=FE=w (5.4.10)

Similarly

hu_(p) = (h? — wh)ug = w(w — h)uy = —wu_(p)
= F=—w (5411)

(htw)uyp yields eight eigenstates, of which only four are linearly indepen-
dent. Two eigenstates are taken with positive energy £ = +w and another
two with negative energy F = —w.

To explicitly determine u note that

m+4w p-7
= = 4.12
us = (h+w)o (zi& w_m>u0 (5.412)
and
ﬁ-&:( Ps p1—2p2> (5.4.13)
p1 +1p2 —P3

The following choice (with N being a normalization) is made in the liter-
ature. Let

WO =N (I ) -1

w+m

The components are the following

1 0
OB =N e | O =N s
(p1 +ip2)/(m + w) ~ps/(m )

Similarly, the negative energy solutions are given by

WO = (D)) =

m—+ w
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and yields
p3/(m+ w) (p1 —ip2)/(m + w)
‘u(3) (ﬁ» - N (pl + ZPQ_){(m + U.)) : |u(4) (ﬁ)) - N _p3/(6n + w) (5.4'14)
0 -1

Note that the four eigenvectors are orthogonal, namely
WDy ~ 65 5 0,5 =1,2,3,4
Two different normalization are commonly used for the u(®(p).
1. The eigenfunctions are taken to be orthonormal and yield
<u(i)|u(i)> -1 = N =+ (w+m)/2w

With this normalization

N —N_p-& wEtm
S = (u'"u u u )—<N = N > ;o Ny = 5

N is the normalization that will be used in a later analysis of the Dirac
field using fermion calculus.

2. For obtaining a relativistically invariant four-vector, the norm of the
eigenvector, namely u*u, is treated as the 0-th component of a four-
vector; to achieve one needs

i)y, (i w
) =y = M= /o)

N is the normalization is used in this Chapter.

In summary, for |[E| = w > 0, taking V = [ d®z to be the finite volume of
space, for the system with normalization No one obtains the eigenfunctions
of the h matrix as follows

Uff) = \/E uD(P)ePT ;. i=1,2 (5.4.15)

and

WO (@FHePE =34 (5.4.16)

(@) _
vt = wV

with normalization for all the plane waves given by
/ U (@)U (2);d°x = 6 (5.4.17)
\%4

For V. — oo, the allowed spectrum for E? is given by +/p? +m?2, with
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0 < p? < oo. Hence, the positive-energy free Dirac particle have m < E < oo,
whereas for the negative energy solution have —oo < E < —m

5.5 Quantization of the Dirac Field

Consider the normal mode expansion of the Dirac field operators

4
1 m .= ;. .
T) = — D e, (1) b(f)
0= Jr ST e o

\Fzz\/; PO ()t (5.5.1)

(i) plit

@) b;i)’ are the normal modes. If the values of the coefficients bﬁ b

where bﬁ b
are fixed to have some definite fixed values, the fields (&), () can be
thought of as classical fields having some fixed (fermionic) value.

Since the plane wave solutions u(® (p) diagonalize the Hamiltonian density,

one obtains the following diagonal form for the Dirac Hamiltonian

H=>" 3wl — 3 wp ) (5.5.2)

P |i=12 7j=3,4
In the old ‘naive’ interpretation of Dirac, the positive part of the H refers
to electron creation and destruction operators with positive energy w. The
negative part of H was thought as coming from the creation of negative
energy —w states by creation operator b](gf T, and bg)T|Q> = 0 was taken

to mean that all states with energy —w = —+/p? + m? were occupied. A
hole in the sea could be thought of as an antielectron. However, with the
introduction of the idea of the positron as a particle in its own right, the
idea of the negative sea of electron can be dispensed with and H is rewritten
entirely in terms of the electron and antielectron operators.

In the Hamiltonian and state space formulation, the field ¥ (¢, Z), for each
value of ¢, 7 is a Heisenberg operator on state space; equivalently the coeffi-
cients bl(;) in Eq. 5.5.1 become operators for each t,p and each 1.

The Dirac field ¥(¢,Z) is an anticommuting field satisfying the Pauli ex-
clusion principle. The canonical quantization of the Dirac field is based
on imposing equal time anti-commutation relations for the normal mode
coefficients, namely

{b(l )T}—(Sz 05 (5.5.3)
{b,b}zo:{bT,bT}
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From the anticommutation given above and Eq. 5.5.2 for the Hamilto-
nian, one would naively think, similar to the case of bosons, that the vac-
uum (ground state) |®g) of the Dirac field should be defined so that it is

annihilated by all the destruction operators bl(;), namely
bz(;) |®g) =0 : False vacuum

The problem with this vacuum is that it is unstable since the (second)
negative energy term in the Hamiltonian in Eq. 5.5.2 implies that the field
can keep on lowering it’s energy by having more and more negative energy
electrons — leading to a vacuum state with infinite negative energy. The
proper Dirac vacuum is defined in the next Section.

The time dependent Dirac field (¢, Z) is considered to be a Heisenberg
time dependent operator. The normal mode expansion is given by!

4 .
(t, ) = \} > z; \/Zeiﬁ'fu“) @) (5.5.4)

The Dirac Heisenberg field operators are quantized by considering the
fields ¥ (¢, &), ¥ (t, Z) to be Heisenberg operators with a plane wave expan-
sion given by considering the normal mode coefficients bz(?i) (t) to be time-
dependent Heisenberg operators.

The Heisenberg equations of motion yield

a3 (1) —iwb( (1) i=1,2

7 100
—B 2 H b ()] = !
g~ by (1) { Wb () i=3,4

(5.5.5)

and similarly for bg)T(t). Since the Heisenberg equations of motion are lin-

ear for the Dirac Hamiltonian given in Eq. 5.5.2, they can be solved using
exponential functions and yield

A —ietp(®) =19
Wy =4 © @ ’ 5.5.6
7 ) { el i=3.4 (5:58)

)

are time-independent Schrédinger operators. Hence

5o L m (1), i 7wt (), 0) i(F+t
Y(t, @) = VZ\/: Z by uy'e (P )+ Z by uz'e (P )] (5.5.7)
P

i=1,2 j=34

(3
where bﬁ

I The field ¥ (t, &) is a quantum field. In the path integral formulation the quantum field
¥ (t, Z) has all possible fermionic values and, for each value of ¢, Z, the field ¥ (¢, Z) is an
independent fermionic integration variable [Baaquie (2014)].
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The plane wave solution that were obtained for diagonalizing the Dirac
Hamiltonian can be shown to be the following

Gptane wave(ts @) = (@o[15(2, 7) b o)
= \/Tu(“ ()P (5.5.8)

The charge and momentum operators for the Dirac field are given by

4
Q= e/z//fzpd% = e N il (5.5.9)
p i=1

p

where |®g) is the Dirac vacuum.

and

4
P= —z'/wﬁﬁ =S5 iy (5.5.10)

7 oi=1

5.6 Electron and positron operators

When Dirac discovered his equation, the concept of antiparticles was absent
in physics. The ‘negative energy’ states were interpreted by Dirac to be
negative energy electron states. No negative energy electrons have ever been
observed; in fact, for a particle that is moving with only kinetic energy, a
negative energy state means that it must have imaginary velocity and hence
is physically forbidden. Dirac postulated that the vacuum state consists
of a sea of all negative energy electron states being occupied; Dirac then
identified the concept of an antiparticle state with the absence — from the
vacuum state — of a negative energy electron state, called a hole.

Positron (Hole) Theory

In the hole theory of the positron, as originally conceived by Dirac, the
absence of electron with —w, p, s is equivalent to the presence of positron
with w, —p'— s. The Table 5.6 given below summarizes the hole theory of
positrons.

Q E P Spin

Electron state £ <0 —le|] —|E| ¢ j:%
Positron le] |E|  —p $%
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Thus charge conjugation takes the plane wave solution with |w|, p to a
solution with —|w| and —p. The hole-theory states that the absence of ¢
is equal to hole(positron) with energy +w and momentum p. On quantizing
the Dirac field,it will be seen that under charge conjugation the electron &=
positron.

5.6.1 Modern interpretation

In the modern interpretation of the Dirac field there are no negative energy
electron states and one dispenses with the hole-theory that requires the
negative sea of electron. Instead, the Dirac field is understood to consist
of two types of particles, namely electrons and positron(antielectrons). All
particles have positive energy and the vacuum simply consists of no electrons
and no positrons.

To precisely define electrons and positrons in the Dirac Hamiltonian, the
following redefinitions are made of the creation and destruction operators
that appear in the system. Define the electron creation and destruction
operators to be

i=12; 0T 0T 6 e = (00T 6E) (5.6.1)

The positron creation and destruction operators are defined as
(Dt 4) | 21 4(3) . )T sy
dV = b dDT =0 d Y = 6 b5 (5.6.2)
The equal time anticommutation relations, from Eq. 5.5.3 are the following
(s) (st _ _ (s DTy r_
{bﬁ ’bﬁ }—58—8’55_;7 = {dﬁ ,dﬁ7 }sos, s =1,2 (5.6.3)
{d,d} =0={d",d'} ; {bd} =0={b,d'} ; {bb}=0={bl,b'}

To identify the electron and positron creation and destruction we need to
examine the charge operator Q. In anticipation of future result, note that

bg)T : electron creation operator with positive energy + w
b . electron destruction operator with positive energy + w
d@)T : positron creation operator with positive energy + w

D,
dg) : positron destruction operator with positive energy + w

Hence, the vacuum state |0) is taken to have no electrons or positrons; that
is

@10y —  — 00)
bDj0) =0 =d|0) (5.6.4)
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5.6.2 Hamiltonian, Charge and Momentum Operators

In terms of the electron and positron creation and annihilation operators

=SS )
= pr (b5 05+ dS ) — 1) (5.6.5)

The Dirac vacuum, as defined in Eq. 5.6.4, is a state with no electrons and
no positrons, namely

Gy — 0 — (8
bﬁ |0y =0= al27 |0)
The energy FEy of the Dirac vacuum, from Eq. 5.6.5, is given by

H]0) = Eo|0)

= Ey=-Y wy=-2)> wy (5.6.6)
Pis 7

In terms of electron and positron operators, the charge () operator is given
by

4
Q=X
5=l

—c Z Z bl 4 Z bWy
= ez ST OB 4 dah

p os=1,2
(8)7(s)T S)T()
_eZprbp d )
p s=12

Defining Nﬁ_ b(s) b( %) for electrons and similarly N + dg”dg) for

positrons yields, for H, Q and momentum P operators, the following

H= pr (Nys + N5 — 1)

Q= —\e|Z +1)

P= Zp (Nps + N,5) (5.6.7)
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5.6.3 Field operators

The spinors for electrons are column vectors

O _,,m ) w®
uy’ = (p) ; (p) (5.6.8)
and the spinors for the positron are
M _ @z . @ 3
vy’ =—u(=p) ; vy =u(-p) (5.6.9)

The definition are chosen so that the annihilation of a negative-energy
electron of —p" and spin-down appears as the creation of a positron with p
and spin-up. The normalization of the spinors is

uOTy ) = 55_51(3) — WTyl)
p p p
5 )T<_ﬁ)u(s )(ﬁ) —0=qyu0 )T(_@U(S) () (5.6.10)

The expansion of the Dirac field is given by

7.%' \/72 Z \/> 5) (s ﬁ)e i(prE—wt —l—d(-.S)TU(S)(ﬁ)e_i(ﬁ'f_Wt)}

s=1,2
: annihilates electrons and creates positrons (5.6.11)
(t, 7) = w*
Z Z / ﬁ)ez(pa: wt)+b( )T =~ (s (ﬁ)e i(p-T— wt)}
\/> p s=12

: annihilates positrons and creates electrons

The quantization of the Dirac field yields, from Eq. 5.6.2, the following
canonical equal time anti-commutation equation

{ta(t, @), 1, 7)} = Baply_y (5.6.12)

The unequal time anti-commutator can be computed from the expansion of
the fields (¢, #) and ¢+ (¢, Z) and yields

[Yal@) Bs(@)} =0 ; o= (6,3); o' = (£&)  (5.6.13)
if
(z—2 ) =F-F)-At—t)>>0 :  spacelike (5.6.14)
Note for spacelike separation of x, 2’ of the fermion fields one has

[ (@), bp(a)] # 0 (5.6.15)

One may naively think that this would imply violation of causality since
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physical operators with spacelike separation, being causally independent,
must commute. However, this is not the case as Eq. 5.6.15 does not imply a
violation of relativity since v and 1) are not directly measurable. What can
be measured is the charge and current density of electrons and positrons
given by

Ju(@) = iepyuab — ie{®o|vy1h|Po) (5.6.16)
Using
[AB,CD] = —-AC{D,B}+ A{C,B}D — C{D,A}B + {C,A}DB

it can be shown that

(@), gu(@)] =0 if  (@—a')?>0
and hence operators representing physically measurable properties of a sys-
tem are indeed causally independent.

5.7 Charge Conjugation

The Dirac field contains both particles and antiparticles. Since one of the
unique and remarkable feature of the Dirac field is the concept of antiparti-
cles, it is of great interest to understand this new construction of theoretical
physics in some detail. Hence, we now take a closer look at the properties
of antiparticles using the concept of charge conjugation.

Charge conjugation is the operation that exchanges electrons and positrons.
In the Dirac field, there is no explicit difference between the particle and
it’s antiparticle. Hence one expects that the properties of the Dirac field
be should be unchanged if one exchanges particles with antiparticles, and
which indeed is the case.

The appearance of charge e occurs in the Dirac equation only when the
electron is coupled to the electromagnetic field

A, = (Ao, A) (5.7.1)
If one couples the Dirac field to the electromagnetic field, charge is able to
differentiate electrons from the positrons since they are oppositely charged.
Hence, under charge conjugation, one expects that the transformed field
should have the same coupling to the electromagnetic field as before, but
with charge e replaced by the opposite charge —e.

To study charge conjugation, the Dirac field is coupled to the electro-
magnetic field using the procedure of minimal coupling, which is effected by
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replacing 0, by 0, — ieA,,. NiNNGNCOUPINE maintains local gauge invari-
ance for the coupled theory. Hence, from Eq. 5.1.4, the Dirac equation with
coupling to the electromagnetic field is given by
0 : .
—z(a—w“ —ieA )V +mip =0 = (yu(—i0" — eA') +m)y  (5.7.2)
One expects that the electron in presence of A, gauge field with charge e
should be equivalent to a positron with charge —e.
To study this question, the Dirac equation is analyzed to ascertain whether
there is an equivalent ‘charge conjugated’ field ¢ — that satisfies Eq. 5.7.2
but with e replaced by —e, as given below

( — Z('?i# + eAu)’y“lbc +my© =0 (5.7.3)
Complex conjugating Eq. 5.7.2 yields
(Vi (10" — eA") +m) " =0 (5.7.4)
Let
¢ = Cy* : charge conjugation (5.7.5)

We verify that Eq. 5.7.4 is obtained from the conjugate equation Eq. 5.7.3
by choosing charge conjugation matrix C, given in Eq. 5.7.5, that satisfies

(C) 'yC=—v; 3 1=0,1,2,3 (5.7.6)
From Eqgs. 5.7.3 and 5.7.5
(—ﬁm+eA07%wﬁ+nww*=o:(—uy+e&004¢%wﬁ+mw
= (yi(i0" — eA") + m) ¢* =0

and we have obtained Eq. 5.7.4 as required.
In the representation we are working with it can be shown that

. vk =1 0 —iUQ . . 0 —
C=ip=0=C _<m2 0 E P R

00 0 1
0 0 —10

=C=|4 1 0 o (5.7.7)
1 0 0 0

The definitions introduced in Eq. 5.6.9 for the spinors of the positron can
be shown to be obtained by charge conjugation, namely

V@) = Cul* () = inu(B* 5 s =1,2 (5.7.8)
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The positron spinors v(*) () have a similar relation with the electron spinors.
Since C*~! = C, Eq. 5.7.8 yields

u®(p) = C* W (p) = Cv®* () (5.7.9)

showing that charge conjugation carried out twice yields the original system.

5.7.1 Example

Consider uM(t, Z), the positive energy E = w > 0 electron spinor. Apply-
ing charge conjugation to this state should yield the antiparticle state with
positive energy w. From Eq. 5.7.8, the positron spinor is given by

o) = Cull*(5) = inou” (7)
From Eqgs. 5.4.14 and 5.7.7

0 0 0 1 1
D) om | 0 -1 0 0 p3/(w +m)
1 0 0 0 (p1 —ip2)/(w +m)
(p1 —ip2)/(w+m)
 Jw+m —ps/(w+m)
N 2m 0
1
= —u(=p) (5.7.10)

where the last equation follows from Eq. 5.4.14 and we have obtained the
definition given earlier in Eq. 5.6.9 for v!) (). Hence, under charge conjuga-
tion particle state with spin up, energy w and momentum p, namely u(l)(ﬁ),
is mapped into —u(®(—p) = v (p), which is the state of an antiparticle
with spin down, momentum —p and energy w.

Similarly, it can be shown by an explicit calculation that

o (@) = Cul(7) = u(-p)

5.7.2 Charge conjugation of the Dirac field

Charge conjugation defined in Eq. 5.7.5 is interpreted as an operator equa-
tion for carrying out charge conjugation for the quantized Dirac field. Charge
conjugation is analyzed to show that for the quantized Dirac field, it is a
symmetry that inter-changes particle with antiparticle, namely that under
the operation of C electrons and positrons are exchanged.
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Note that we have the following operator equation
oF =@ 5 @t =(hT
Hence, the operator interpretation of Eq. 5.7.5 is that the charge conjugated
field is expressed follows

e =Cy* = ¢ =Cyp(HT (5.7.11)

From Eq. 5.6.11, Hermitian conjugation for the Dirac quantum field is de-
fined on the operators b](;) and dg)T. The spinors are complex conjugated
and transposed by Hermitian conjugation and taking the transpose in Eq.
5.7.11 restores the spinors to column vectors. Hence, Eqgs. 5.7.11 and 5.6.11
yield

ST )* —z( T—wt) (s) ( )* el p-T—w
L) = Z , / Culy’ e 1 FT=wt) 4 g 0yl i >]
=7 Z \ / d(s uf)eZ (Pra—wt) | b(S)TU(f)e (ﬁ'f_m)} (5.7.12)

: anmhﬂates positron and creates electrons

where Egs. 5.7.8 and 5.7.9 have been used to obtain Eq. 5.7.12.
In the charge conjugated field ¢¢(¢,Z), the spinor v[(;) is carried by the

electron creation operator bz(;) S

(s)

destruction operator d

and spinor uy’ is carried by the positron

. Hence, as expected, the charge conjugated Dirac
field ¢¢(t, &), given in Eq. 5.7.12, has exchanged the particle and antiparticle
content of the original Dirac field 1 (t, Z) given in Eq. 5.6.11.

From Eq. 5.7.12 one can also read off the effect of charge conjugation on
the creation and annihilation operators. Denoting by C the unitary charge
conjugation operator that acts on the operators of the Dirac field, we have
the following results

: (8)p—1 _ 4(s) . ()tp—1 _ ()t
C: CbﬁC —dﬁ ; Cbﬁ C —d]L7
Hence, it follows that
CHC'=H : invariant
CRC=-Q : as expected.

5.8 Casimir Force for Fermions

The Casimir force is a result of the zero-point energy, which is the eigenen-
ergy of the vacuum state of a quantum field. One can of course normal order
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the Hamiltonian to remove the zero-point energy, but the effect of the en-
ergy of the vacuum reappears if one compares the difference of the energy
between different vacuum states. One of the simplest way of studying the
Casimir effect is to change the boundary conditions on the quantum field.
The change in energy in going from ona vacuum state to another is a finite
and measurable quantity, which in fact dominates physics at the nanoscale.

Fermions with
boundary conditions

o — —

Attractive
Force

Figure 5.2 Casimir effect: fermions confined to a slab bounded by z = 0
and z = d.

Consider the Dirac field that is defined for infinite range of say two of the
space co-ordinates, that is —oco < z, y < +o00 and with the z-co-ordinate
taking values in a finite and open range, that is 0 < z < d, as shown in
Figure 5.2. This case has been studied by Milonni (1994). The case of a
Dirac fermions defined on a cylinder have different boundary conditions and
is considered later in Section 5.9.

What are the boundary conditions on the fermions in the ?

The current normal to the conducting plate should be zero. Let 7i(z =
0) =(0,0,—1) and 7i(z = d) = (0,0, 1). Then

it j = niyin (5.8.1)

It is shown below in Eq. 5.8.5, that these boundary conditions follow from
requiring that the Dirac Lagrangian on the semi-infinite domain have no
boundary terms on being varied, that is 45 = 0 should not yield any bound-
ary terms. The reason for demanding that no boundary terms appear is
because only then does the quantum system have a (well-defined) Hamilto-
nian and state space.
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Consider the Dirac action; suppressing the x,y-coordinates and writing
out only the z-coordinate yields

S—/dzﬁ

2
L = (8, +m)p = —ith (3070 -3 o - aﬂz)zﬁ (5.8.2)
i=1

where

Ve =3 = < ! ) ) (5.8.3)

03

For a finite range for z € [0,d] £ is written more symmetrically as

L= — L (W0t — D) — i) (5.8.4)

In the variation of the action only the gradient term in the z-direction
yields a boundary term given by the following

. d B
55:....—;/0 20, (607:) + ...

Performing the integration over dz yield the following boundary term
i d
55Boundary Term — §5¢7z¢’0

= £ [09:0(d) ~ 697:0(0)]

A boundary condition is imposed on the Dirac fermions so that the boundary
term is zero, namely

55B0undary Term = 0= % [57[}7,21#(61) - 511_)'727,&(0)] =0 (585)

One can see that the boundary condition given in Eq. 5.8.5 is a special case
of the more general boundary condition given by Eq. 5.8.1.

Each boundary term must cancel by itself due to locality. In block 2x2
notation

iz =i(on oo (0 ) ()
= 10033 + 1003y (5.8.6)

Impose constraint

i3¢(0) = ¥(0) (5.8.7)
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In terms of the components of the field, constraint given in Eq. 5.8.7, sup-
pressing the argument of the boundary fermions, yields

0 —i03 wu o wu .
( iocz 0 ) ( by ) - ( Wy ) = by = 1031y (5.8.8)

There is only one constraint from Eq. 5.8.8 since the other component yields
Py = —103Yp = _i20'32,wu =1, = 67zu = Qzu
Eq. 5.8.8 yields the following

1/14 = —1/12_ = —@DJ(—iUg) = Z'IZJUO'?, = 51/7)4 = i&ZJUUg (589)
Hence, applying Eq. 5.8.6 for z = 0 and using above equations yields
i51/773¢ = _Z.(Slzuaiﬂbé + ’6.57756031/% = _7;2&Zu0—303¢u + Z25&u0;‘%wu =0

Similar to Eq. 5.8.7 and keeping in mind that fermions are antiperiodic at
the two ends of an open interval, one imposes another boundary condition

in3p(d) = —¢(d) (5.8.10)

In summary, the boundary conditions imposed on the boundary value of
the fermions are the following

i3 (0) = (0) 5 isip(d) = —(d) (5.8.11)

Consider only the z-axis that has the open boundary condition, ignoring the
other space directions. The Fourier expansion of the Dirac field, as discussed
by Milonni (1994), is given by

P(z) =) (€M +ie”PEag)y, (5.8.12)

Pz

Boundary condition given in Eq. 5.8.11 requires

ePxd — _pmipzd oy — n=1,3,5,-- (5.8.13)

n
2d
Hence, from Eq. 5.8.13, the boundary conditions in Eqgs. 5.8.11 and 5.8.13
are satisfied by

Y(z)= > (T tiem H )y, (5.8.14)

n=1,3,5,

The vacuum energy of the Dirac field is given by Eq. 5.6.6

Fo= 2 VP tmie 23 V7
12 2
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since for the Casimir effect, the mass is irrelevant since the contribution
comes only from the momentum that are much higher than m.

For the open boundary condition, p, has discrete values as given in Eq.
5.8.13; using p? = ;ﬁi + p? yields the following energy of the vacuum

d’p . n?n?
E(d) = —2/ 2n)? S+ " — 12 (5.8.15)
n=1,3,5,-

Consider a change of variables d?p| = 2wéd¢; furthermore, let

n2m2

2 4
& 4d?

=z = &df=uzdx (5.8.16)

Hence

1 [e.@]
B(d) = —— / dxa? (5.8.17)
™ n §5 nw/2d

—Qx

Regularizing the sum with e yields

2
E(d) = - 71r86042 2 / v

n=1,3,5,. 7 7/2d

1 0 —nmra/2d
= W( > e ) (5.8.18)
n=1,3,5,

But

1
D R R — (5.8.19)
n=1,3,5,

and?
1 0% [ 2d T 73 o
d=—-——— | — — — 0= 0 3
(@) = 57 9a2 [mﬁ 124 " 3608 @)
T2

= —m : Attractive ! (5820)

Note that although the zero point energy of the fermion field in negative
unlike the case for the photon where it is positive, the force in both cases
is attractive! The reason is that the sum for fermion over the odd modes
effectively switches the sign of the (regularized) vacuum energy.

2 Note that the energy of the vacuum state for infinite volume, that is, without any boundary
conditions, is given by

1 92 2d
Bd) = =5 5.2 [rcﬁ}
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5.9 Casimir force in a (anti-)periodic geometry

We will now repeat the analysis for the Casimir force but with periodic and
antiperiodic boundary conditions in the z-direction. Consider the Dirac field
confined to a infinite slab in the z, y-directions and with cylindrical boundary
conditions (periodic or antiperiodic) in the z-direction. The fermions are
defined on S' with radius R and d = 27R. The path integral and state
space both are a sum of two contributions, one from fermions periodic in
the z-direction and the other being antiperiodic in the z-direction. These
yield the following boundary conditions on the fermions.?

e Periodic — termed as the R (Ramond sector)

Y(2) =(z+d) ; ¥(z) =(z+d)
represent the periodic boundary condition, which means that the fermions
at z = 0 is equals to fermions at z = d.
e Antiperiodic — termed as the NS (Neveu-Schwarz sector)

P(z) ==Yz +d) ; ¢¥(2) = —P(z+d)

represent the anti-periodic boundary condition, which means that the
fermions at z = 0 is equals to the negative of the fermions at z = d.

ZA

=0 —— O —>

X

Figure 5.3 Casimir effect: fermions in an infinite slab in the x, y-directions,
with periodic or antiperiodic boundary conditions in the z-direction.

3 This is similar to the world-sheet boundary conditions in superstring theory. The periodic
and antiperiodic boundary conditions are the Ramond and Neveu-Schwarz boundary
conditions respectively, and we use adopt this terminology [J.Polchinski (1998)].
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In particular, the Hamiltonian for with periodic and antiperiodic bound-
ary conditions is given by

H=Hgr® Hyg (5.9.1)

For the open boundary case, discussed in Section 5.8, the ends are open.
This implies that the fermions at the boundaries are distinct. So we had to
introduce boundary conditions given in Eq. 5.8.11 so as to obtain the clas-
sical field equation. However, for the cylindrical geometry, the classical field
equation is automatically satisfied by the periodicity and anti-periodicity of
the fermions and is shown below.

e Periodic. The periodic boundary condition is

$(0) = (d) , ¥(0) =P(d) (5.9.2)
The classical field equation (ignoring the x,y,t dependence) is
§S = ...60(d)y.1(d) — 59(0)y.(0) . .. (5.9.3)

For the periodic boundary condition,

65 = ... (d)r.0(d) — 58(0)7:2(0) ...

= . SB(0)7:0(0) — 5(0)7.1(0) ... = 0 (5.9.4)
e Antiperiodic. The anti-periodic boundary condition is
$(0) = —(d) , P(0) = —¥(d) (5.9.5)

For the anti-periodic boundary condition,

5S = ... (d)y.1b(d) — 5P(0)1:4(0) . .
= ... = 6Y(0)7:(=1(0)) = 04(0)7=4(0) ... =0 (5.9.6)
Hence the classical field equation is satisfied by the periodicity and the anti-
periodicity.
We assume the fermion degree of freedom has the similar form as that in
the previous case of open boundary conditions.

U(2) = P Fehy (5.9.7)

The difference of the above Eq. 5.9.7 from the previous section is the con-
straint in p3 and the absence of the ~, term.
To determine p3 impose the boundary condition

D(0) = 5 W(d) = PN, (5.9.8)
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e Periodic Considering the periodic case: 1(0) = ¥(d)
¢34 — 1 = cos pgd + i sin psd

;»pgz%r n=0,24,...:even (5.9.9)

Hence, for the periodic boundary condition
Y(z) = TP, n=0,2,4,...:even (5.9.10)

e Antiperiodic. Considering the anti-periodic case: ¥(0) = —(d)

e3¢ = _1 = cos psd + i sin psd
p3:"§ :n=1,3,5,...,0dd (5.9.11)

Hence, for the anti-periodic boundary condition,

Y(z) =T, 1n=1,3,5,...,0dd (5.9.12)

5.9.1 Zero-point energy

We will now calculate the zero-point casimir energy. Recall for the open
boundary condition, from Eq. 5.8.18

1 _nhmro
E(d) = —— 1
D=1 e 2
n—

The above equation is used for evaluating the zero-point energy, by replacing
2d by din the equation above and summing over even n or odd n for periodic
and antiperiodic cases, respectively.

e For the periodic case, the zero-point casimir energy ER is

1 0% 1 nra
Bp=-=lim——— > e @ (5.9.13)

n=0,2,4
1 7.[.3 3 5
=... e e are interested in the a” term
oo s ™ )
The zero-point casimir energy for periodic case becomes
1 72
Er = (5.9.14)

45 d3
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e For anti-periodic case, the zero-point casimir energy Eyg is

Ene = — 11 1 doew (5.9.15)
NS = Wa%6a2an_135 c o

The summation term

_nra _(@mt+Dra _rna _2mma
E e d = E e d = e d E e d
m

n=1,3,5,.. m
7 3.3
=... %% ... (we are interested in the o term)
For zero-point casimir energy for anti-periodic case becomes
7 7?
Ens = 360 B (5.9.16)
The Casimir force is given by
oF
F=—
od
Hence the Casimir forces for periodic case is
2
and the Casimir forces for antiperiodic case is
Tr?
Fns(d) = ~ 50 (5.9.18)

We can see that the Casimir force for periodic boundary condition is repul-
sive and the Casimir force for anti-periodic boundary condition is attractive.



6
The Photon vector field

The photon field is a vector quantum field that describes quantized electro-
magnetic field. In the classical limit, it is the Maxwell electromagnetic field.
The photon field is a gauge field, with its lowest energy excitation above the
vacuum state being the massless photon.

The photon field is ubiquitous in Nature and serves as an exemplar of
an Abelian gauge field. The key symmetry of the photon field is that of
gauge invariance. All the interactions of the Standard Model, carried by the
electro-weak bosons and colored gluons, obey non-Abelian gauge symmetry.

The main thrust of this Chapter is to study the main features of gauge
symmetry, and to derive the implications of gauge fixing — for both the
path integral and Hamiltonian formulations of the photon field. The Fadeev-
Popov quantization scheme is discussed for the Abelian gauge field, with
both the path integral and the BRST state space approach being studied in
some detail.

6.1 Gauge symmetry
Consider the Abelian gauge field A, with gauge transformation given by

Ay = Au(p) =A,+ 0,0 ; A, =A,(¢0) — Ay =0u0
Consider the gauge invariant field tensor
F,, =0,A, - 0,A,
Under a gauge transformation, the field tensor is invariant since

0Fy = 0,04, — 8,64, = 0,0,6 — 0,06 = 0
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Hence a gauge invariant Lagrangian in Euclidean space is given by
2 4
‘C:_XFW3 S = /dxﬁ
The quantum field theory is defined by

7 = /DAeS (6.1.1)

The prartition function Z is divergent, that is, Z = oco. The divergence of Z
is a consequence of gauge invariance.

Noteworthy 6.1: Jacobian

Consider the following change of independent variables
Ly, 1= 1727"' aN_>yZ :yz(x)a 1= 1727"' 7N
Then

8 9 ,
dwi = i ZJZde]
J

where J;; is the Jacobian of the transformation. The measure has the fol-
lowing transformation

[Tdzi=J]]dvi ; J=det(Jy) (6.1.2)

Let the eigenvalues of the matrix J;; be given by A,; then the determinant
is given by

N
det J =[] An (6.1.3)

The divergence of Z can be seen by considering a change of variables
A, Ag — Ay
that is encoded in the following gauge transformation
Ai=Ai— 00 5 Ag= 000
Hence, from Eq. 6.1.2

DA; = DA; ;: DAy= det(0y) D¢ = const x D¢
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The action S is gauge invariant and hence does not depend on ¢ and S[A] =

S[A]. The change of variables yields, upto irrelevant constants

Z = / DA = / DADgeSA = | / D) x | / DAeSAY
= 00 X finite. (6.1.4)

Note that although the path integral
/DA@S[A] :  finite

is finite, the path integral breaks Lorentz invariance since in this gauge Ay =
0, and is called the temporal gauge. Hence this path integral is not suitable
for perturbation theory using Feynman diagrams. Later, in Section 6.5 where
the gauge symmetry is considered from the Hamiltonian point of view, the
temporal gauge will be appropriate. This is because the Hamiltonian singles
out one direction as time and apparently breaks Lorentz symmetry.!

6.2 Gauge Fixing the Action

To obtain a finite and convergent partition function Z, the infinite term
[ D¢ = oo needs to be factored out of the path integral. This procedure is
called gauge-fixing or choosing a gauge. The pioneering work of Faddeev and
Slavnov (1980) showed how to gauge-fix the path integral for gauge fields.

Consider a gauge-fixing term that necessarily breaks gauge-invariance. A
Lorentz invariant choice of gauge is given by

s =0,A4,=0
Define
s(¢) = 8uAu(¢) = auAu - 82¢

Consider the identity, for t = t(z)
_ [ Dgb(s(6) 1)

J D'o(s(¢) —t

The partition function can be written as
Deé(s(¢) —t)
7= [ paesiard 2.2
| Pac e 1 022

1 Lorentz symmetry is preserved in the Hamiltonian formulation by a combination of gauge and
Lorentz transformations.

1

7 5(s) =[] o(s(x)) (6.2.1)
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Do an inverse gauge transformation given by
Ay — Au(ﬁﬁil) = A, + 0ud (6.2.3)

Then the gauge fixing term in the numerator decouples from the gauge
transformation

3(¢ ' Qb_l) = auAu(¢_l) - 82¢ = au(Au + 8u¢) - 32¢ = 8MAM
and the denominator yields
s(9) = 0uAWd™") = 0P = 0,4, — (¢ — 9) (6.2.4)
Define the Fadeev-Popov counter-term by
e =1/ / D¢o(s(¢)) : gauge-invariant (6.2.5)
The partition function simplifies to

7= [ pa [f Dq{gﬁ()— <z>>>] = @/ DA (s)e’

drop convergent

Dropping the overall irrelevant constant yields
Z = / DAeS5(s)e (6.2.6)

After gauge-fixing, the partition function is convergent. Note in the func-
tional integral, all the four components of the gauge field are integration
variables. The action S is Lorentz invariant and so is the Fadeev-Popov
counter-term Srp — hence leading to a Lorentz invariant action and a sym-
metric perturbation expansion.

The gauge-fixed partition function is a particular case of the fact that
gauge-fixing leaves all the gauge invariant expectation values unchanged.
Let O[A] be a gauge invariant functions of the fields. The gauge invariant
expectation value is given by

E[O]A]] = / DAO[A)e? (6.2.7)
The expectation value of O[A], after gauge fixing, is given by
E[O[A]] = / DAO[A)e®8(s)e kP (6.2.8)

To prove result given above in Eq. 6.2.8 is equal to the gauge invariant
expression in Eq. 6.2.7, consider a gauge-transformation A — A(¢) and
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integrate over all gauge-transformations by [ D¢. Using the fact that O[A], S
and Spp are all gauge invariant, the expectation value is given by

and we recover the result given in Eq. 6.2.7.
The partition function is given by

Z = det(—0?) /DAH 5(s(x) — t(x))e® (6.2.9)
Since Z is independent of ¢(z), the following is valid
7 — const. / ];[dt(:v) exp{~2 / dat?(2)) 2
= det(—0%) /DAeg Jdtes?(@) S (6.2.10)

Hence, the gauge-fixed action Sgr is given by

1
Ser =~ / I'wFl, — 5 / d'ws® +In(det(=0%)  (6.2.11)

The Fadeev-Popov term det(—0?) is usually ignored for the Abelian gauge
field since it is independent of the gauge field A,, but plays a crucial role
for non-Abelian gauge fields.

Making all the four components of the gauge field independent degrees of
freedom comes at a price, which is the gauge-fixing term that is inserted as
a delta function constraint §(s), and which necessarily breaks gauge invari-
ance. The compensation for introducing the gauge-fixing term for leaving
the gauge-invariant sector invariant is the appearance of the Fadeev-Popov
counter-term. For the Abelian gauge field, the Fadeev-Popov counter-term
does not depend on the gauge field A,, but this is not the case for the
non-Abelian gauge fields.

The great utility of gauge-fixing the theory and using the gauge-fixed
path integral to evaluate the expectation values is that gauge-fixing leaves
the gauge invariant sector. Since it is Lorentz invariant, the gauge-fixed the-
ory can be used for a Feynman expansion of all gauge-invariant correlation
functions.
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6.3 The ghost term: finite time path integral

Consider the partition function for finite time — denoted by 7. The finite
time path integral, denoted by Z(7), is a logically necessary part of the path
integral formulation of quantum fields. For example, in Section 7.6, the finite
time partition function Z(7) is used for determining all the eigenenergies of

two dimensional quantum electrodynamics.?

Z(r) = tr(e”™) (6.3.1)

In computing the trace of the operator exp{—Tﬁ}, with the defining Equa-
tion 6.3.1 for Z, the trace must be taken over a complete set of states tht
are periodic functions in the time direction.

Since S = —i i d4xF3V is gauge invariant, the path integral representation

of Z is given by
/DA€S+SQ
-

For infinite time path integral the ghost-fields decouple from the gauge field.

Z(1) = /DA@S = det(—0%)

However, for finite time, the Fadeev-Popov term needs to be kept and we
examine this aspect. Since they are defined by the determinant of bosonic
fields, the ghost field are periodic functions for a finite time 7 — unlike space-
time fermions which would be anti-periodic over period 7.

Hence, the determinant det(—0?) is taken over only periodic functions. In
the Feynman gauge o = 1, and the gauge fixed action for finite temperature
is

1 T
Sar = —2/0 dt/d%Au(—(?Q)AM

Hence, ignoring irrelevant constants?

B det‘r(_a2) _ 1
)= et~ = det, (—0)

The gauge-fixed action Sgr has four components for the gauge field A,

whereas there are only two physical degrees of freedom. This is because
the photon is massless and has only two polarizations. The Faddeev-Popov

2 It turns out that in Euclidean time, Z(7) is formally equivalent to the partition function of
statistical mechanics with 7 = 1/(kp X temperature), but this connection is irrelevant for our
discussion.

3 Egs. 4.13.2 and 4.13.3

N (27T)N/2

N 400 1
Z[J] = / dx, exp{—— T ATt =
[J] g . n exp{ 2 Z 3%} Jot A

ij=1
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ghost determinant precisely cancels the extra factors of determinant that
arise from the gauge-fixed action Sgp; the final answer obtained above is
what one expects.

To evaluate det,(—0?), one needs to find all the eigenvalues and then use
the infinite dimensional generalization of Eq. 6.1.3. In the momentum basis
the eigenfunctions vy, which are periodic in interval [t, ¢+ 7], are given by

2mn

() = (-0 = P [Ty |
T

Hence using det J =[], A,, yields the determinant*

st~ T[] s T 1+ 2]

n=—oo

— const. H [2 sinh(?)} ’ (6.3.2)

and we obtain the finite time partition function®

SR o SR SN SR P 1
Z(r) H[gsmh(p;)]Q [1;(1 — e—7liT)?

with

|p] : =zero-point energy

The factor of 2 in the vacuum energy comes from the two polarizations of
the photon.

6.4 Feynman and Landau gauges

The action in the Lorentz gauge has s = 9,4, and is given by

Ser = — 1/F2 a/(aA)
-

=5 [ A5+ (1= @)0.0)4,

1
__2/AMMMVAV (6.4.1)

*TIRZ (1 + (55)?] = sinh(z) /2.
5 If one 1dent1ﬁes 7 =1/(kp X temperature), then the following equation yields the distribution
function for Bose-Einstein statistics.
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The generating functional for the gauge-fixed action is given by

ZlJ) = / D AeSart] juu

/. .
= exp(§ /]uDuV]zz) (6.4.2)
where D, is the propagator of the photon given by
Dy, =M, (6.4.3)

Note that the propagator is not gauge invariant, and is given by
1
Dy (z,2') = E[Au(z)A,(2))] = 7 /DA@SGFAM(x)A,,(x/)
=A@ nAl@ Q) « t>t (6.4.4)
Define |p) by

(ulp) = Oy

The inverse of the propagator is written as

M2y = (<620 + (0~ D2 )o@ o) (6.45)

o2
M = (—0%)ePIP Pl (2 — o) (6.4.6)
with e? = a. Hence
1o L el — o
M = (_62)(6 )o(z — ')
1
= @(1 + (e = 1)[p)(pl)é(x — 2) (6.4.7)
and the propagator is given by
’ _ ’ 1 8,, 1
DNV(:C’:E ) = M,uul(xvx ) = (5#1’ + (a - 1) 22 )(—82)6($ - .’E/)
1 0,0y
= (G + (.~ DD — o)

where

d4k3 ei/m
v - | Gy

Note that the propagator is divergent for a = 0, as expected, since the
gauge-fixing term is then zero.

1. Feynman gauge is defined by o = 1 and yields
Dz —y) = 0 D(z —y) : diagonal propagator (6.4.8)
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2. Landau gauge is defined by a = oo and yields

Dy~ ) = (B — 1) Dl — ) (6.0.9)

O0uD,y = 0 :transverse propagator

6.5 Hamiltonian and gauge invariant state space

The Hamiltonian and state space is obtained for the photon field. The deriva-

tion is similar to the one for a scalar field, with the additional feature of gauge

invariance leading to new features in the derivation of the Hamiltonian.
Consider the gauge invariant Lagrangian

1 1 1
L=—1D Fh=—35> Foi—7) Fy
v 7 ij
Note

3
Z = (0A; — 0;Ai)° =2 (€105 Ar)?
ij i=1
Define magnetic field by
B=¢B; ; Bi=endiAy
Furthermore, for Ay = dy¢
Fo; = 0o A; — 0iAg = Qo Ai — 0i00¢ = 0o(A;i — 9i¢p) = 0o Ai(9)

Note the far reaching fact that the time component Ag is not a dynami-
cal degree of freedom, but instead, appears in the action to ensure gauge
invariance of the kinetic term 9yA4;.

To obtain the Hamiltonian, the partition function needs to be considered

TH _ feH

as the product of e~ e~ Discretize time t = ne; spacetime

coordinate is then ( Suppressmg all space indices, the action yields
S——/ﬁ/&% o+ B
— 5 Z/ n+1 7 ¢n+1) nz(¢n)]2 + B%} (651)

The partition function is given by

Z= H/dA”i/d¢n"'<An+2,i(¢n+2)|€_EH|An+1,i(¢n+1)>
<An+1,i(¢n+l)|6_EH|An,’i(¢n)><An,i(¢n)|6_€H|An71,i(¢n71)>
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In other words, since all ¢,,’s occurs only in the combination of A,,; —0;¢y,, the
[ d¢, integrations occurs only in the state vectors |A,;(¢y)) and (A, (¢y)|
respectively. Hence we define the gauge invariant Hamiltonian by

e ¥4y = [ DoDS (AW M4 (&) (65.2)
Equivalently, the completeness equation for the photon field is
1= [ DADSIAW@) A (6.5.3)
where
[4(@) = [T 14:(@) - ai(@) (6.5.4)

Consider the matrix element of the Hamiltonian H between only gauge-
invariant states, say ® [A;], ®[A;] such that

D[Ai(¢)] = P[A)] 5 P'[Ai(¢)] = P[A)] (6.5.5)
Then

(@|e=H @) = / DA DA |A') (Al |A)(AlD)
— [ DA'DA [ D&/ Do’ (A1 (&) ¥ A(0) 814950

. . . /
Doing inverse gauge transformation on A; and A,

Ai(¢) = Ai(g- 67" = A,
D[A] — B[A(67 )] = D[4] (6.5.7)

results in the decoupling of the [ D¢D¢’ integrations from the matrix ele-
ment. Hence, from Eq. 6.5.6

(@ |e=H|®) = / DA DAY [A')(A'|e=H | A)D[A] (6.5.8)
For gauge-invariant states, from Eq. 6.5.8

(Ale=H|A') = = 3e S A =5 [ B2 o e (4] 1)

and yields

Jr R 52+1/§2(*)—1/(E2+§2) (6.5.9)
T2 ea@ 2/, Y T2 s e
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where

)
(X)) = m . electric field operator

The Hamiltonian H given in Eq. 6.5.9 represents the photon field only on
gauge invariant states ®[A] such that

D[A(p)] = P[A] (6.5.10)
Gauge invariance in turn implies the following

O[A(¢)] = ®[Ai — 9ig]

= [ 0@AED P 4] (6.5.11)
Since ¢(Z) is arbitrary, Eq. 6.5.10 yields the constraint of Gauss’s law that
8, By (T)|®) = V - E(Z)|®) = 0 (6.5.12)

In summary, no gauge was chosen for Z or the action S in deriving the
Hamiltonian, and H was obtained that acts only on gauge-invariant states.
The procedure followed is seen to be equal to choosing the temporal gauge

Ay=0 = FE;,=Fy=04;
Canonical quantization yields
A7, EF | = i8;_z 3y
with the simultaneous constraint that

V- E(Z)|®) =0

6.6 Gauge-fixing the Hamiltonian: Coulomb Gauge

Gauge symmetry and gauge fixing are analyzed in the Hamiltonian formu-
lation. The formalism is quite distinct from the path integral and hinges on
gauge-fixing the electric field operator, which is a differential operator for
the photon quantum field.

The state space of the photon field is gauge invariant, with the state
vectors obeying

BA(6)] = @[4] (6.6.1)

Gauge invariance of the state space shows that of the three component of
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the gauge field A;(Z) only two are independent—the third component being
a redundant gauge degree of freedom. The two independent components of
A; reflect the fact that the photon has only two polarizations.

To eliminate the gauge degree of freedom from the state space one has to
impose one constraint at every point Z on the gauge field A;(Z) by gauge
transforming it to a new constrained gauge field C;(Z) ; the commonly chosen
constraint condition is the Coulomb gauge given by

8;C; = 0 (6.6.2)

The constraint on C;(Z) in turn requires that the electric field operator be
modified since the three differential operators E; = 0/idA; are no longer
independent.

The gauge transformed C; yields the constrained electric field EZT oper-
ator; we will show in this Section that in the Coulomb gauge, the electric
field ElT satisfies the transverse commutation equation

0,0}
o2
as required by 0;C; = 0. It can be shown that

(Co, BT = i(6i; — 20)5(7— &) = [0iCi, BT = 0= [Cy,0;ET]

[Bi(t, &), Ej(t , &) =0 if (Z—F)2—(t—1t)>>0  :spacelike

We choose the Coulomb gauge for a more general configuration where there
is an electric charge density p(&). The charge density can come from charged
complex scalar fields or charge carrying fermions. In presence of charges,
Gauss’s law is modified to

(VB p)2) =0 ; Ei@):Mf@ (6.6.3)

In the Coulomb gauge, the redundant gauge degree of freedom is completely

eliminated. To do so, perform a gauge transformation from A; to (Cj, ¢)
such that

Ci=A;i—0;i¢ (6.6.4)
and choose the Coulomb gauge
ViCi =0 (6.6.5)
The magnetic field is unchanged
VxA=VxC (6.6.6)

The kinetic part of the Hamiltonian, namely E? has to expressed in terms
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of C; and ¢. Gauss’s law also has to re-expressed in terms of C; and ¢. For
both these cases, one needs to express §/0A4; in terms of the new variables.
The chain rule yields

6 [ gy 000 0 s, 505 0
—/dyz , : —|—/dy a@ 5 66D

To evaluate the coefficients dc¢;/0A; and d¢/0A; one needs to analyze the
change of variables (gauge transformation). Note

Hence, from Eq. 6.6.8

oY) 5 oy e
8?45/1 (&) 5141.(5)83“43'(3/) = 0/6(z —¥))

and which yields

= —OYS5(% — 7)) (6.6.9)

Also, from Eq. 6.6.4

0C;(¥)
0 A (T)
Hence, from Eq. 6.6.7

) 0;0; ) 1 )
R 85 — —=L - — oY -
54 (7) /f’“"( i~ WsEm +/ya§ o 55

More explicitly

— 5;0(% — ) — O

where

Gyl — ) = (al(8 — 29)ly) = 813 — y) + Bidy Dz — )

and with the Coulomb potentlal given by

B @ 11
R R e e

Am |7 — g

In compact notation
0 0 0; 0

§A; — oCT * 0266
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and the transverse electric field operator is given by
)
10C;

The transformed electric field operator is transverse since

g0 /ax(a-- O st
PocT(@) ST o Ysci @)
920° 5
~ - 2% @m0 6.6.11
/g( 52 )0~ = (6.6.11)

The transverse electric operator is orthogonal to the generator of gauge
transformations since

/ 6 0; O /{—8- ) ~i6]—0
oCT(@) 02 00(7)  JzL TocT(z) 926(z)]
Hence, the electric field yields

/fﬁzsz[mi(f)} _/[uscT } /Z[a%&b T

Note the gauge term gives

/Z[;&;(z)r:/ DG~ 5 D@~ i

'Y

<L

52
/ DE =9 s sminem)

The kinetic term of the photon Hamiltonian is given by

. ~ 0 1 1 1)
EQ—/ET2+/. —
/f EH | Geran =71 06

Gauss’s law yields the following

o
O E; oF
1 Z( ) 2 (514( )
The constraint from Gauss’s law completely factorizes from Cj, the physical
degrees of freedom, and is expressed purely in terms of the gauge trans-
formation. From KEq. 6.6.7, using the transversality condition given in Eq.
6.6.11, yields

8, Ei(T) = 07 / ;j((q)) u;;y / [225( @} i;%:wj(f)
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Hence Gauss’s law in the presence of a charge density, from Eq. 6.6.3, is
given by

|19 =

and which yields
DA = eifp(fw(f)(p[c]
where ®[A] = ®[C] is gauge invariant

For any arbitrary matrix element of the Hamiltonian between gauge in-
variant states

A 1[0 1 L
wlw) = (@l 0 |15 [ ot )

— (3|1|%)

with
i 1/{<ET>2+52}+1/ @ — @) (66.12)
== — T .0.
2 Jz 2 ;z,gp 47T|f—37|py

Hamiltonian in the Coulomb gauge

The instantaneous Coulomb potential arises from gauge fixing. It is not
retarded and may raise question about Lorentz invariance. The theory in
fact gives the correct expressions and the electric field is

T )
E=E"+ ﬁv@ (6.6.13)

6.6.1 Coulomb gauge normal mode expansion

In Minkowski space, the expansion of the gauge field C_"(t, Z) in Coulomb
gauge can be written by considering the gauge field as a collection of free
scalar fields that has an normal mode expansion similar to the one given in
Eq. 4.5.4. This yields the following expansion in terms of the creation and
destruction operators

. Be 1 & o o
Ot 7) = / (> {agyeHET 4 gl etnt=T)e (6.6.14)

(2m)3 2wy =~ kA

where wp = \E| and €, are the polarization vectors. The Coulomb gauge
condition is given by

V- Ct,d)=0 = k-&, =0
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The photon creation and annihilation operators have commutation equations
[aE/A,aEA,] = 5)\)\,51;—1? (6615)

The electric field operator is given by E; = 9yC; with an expansion similar
to Eq. 4.5.5 and yields

N . dSk‘ Wy —ilwnt—kT T i(wpt—k3) =
0C' = —z/ n)3 \/EZ (aEAe (wr ) — a:. € (wr ))612)\
A

The Hamiltonian, in the Coulomb gauge, is given by

i % / Pu[(E + B = 2 / P00 + (Y x O] (6.6.16)

2
The normal mode expansion of the Hamiltonian is given by
2 1
0= Z/Ew/;a,&% + [5 : 2/kw,;;] 5(0) (6.6.17)
A=1

The spin operator of the photon field is given by
ST = ¢lii / 329y CIC"

The normal mode expansions given in Eqs. 6.6.14 and 6.6.16 yield, after
some simplifications and dropping a normal ordering infinite constant, the
following

G_ 1 Bk o+ i L
~ 5 Z (271)3 <a;aai5x - a,;’y“/%)) SR
AN
Let k = |k|&; choose polarization vectors
i = a(k) 5 &y = k)
Then

S = Z/(Qﬂ)?)’]g‘(ama/;l - alﬁal??) = / 7<2ﬂ>3m<a];+a5+ - aE_aE_)

where the helicity basis is defined by

T S
U = 500 T i)

The spin operator S is diagonal in the helicity basis, with each momentum
degree of freedom having a spin along and in the opposite direction to the
direction of momentum.
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6.7 Faddeev-Popov quantization

From Eq. 6.2.5, the Faddeev-Popov counter-term is given by

¢S =1/ / Do6(s(6))

Consider

Hence

eSe = det(—f)z)fDid(s)

The representation of the determinant det(—0?) using fermion integra-

= det(—0?) (6.7.1)

tion, reviewed in Section 6.12 and discussed in detail in Baaquie (2014), is
fundamental to the Faddeev-Popov formulation of constrained systems, and
of gauge fields in particular. The full power of the Faddeev-Popov formula-
tion comes to the fore in the study of Yang-Mills nonabelian gauge fields.
We foreground the case of nonabelian gauge fields by developing discussing
the essential ideas in the more simple case of the photon field. Fermion
integration is reviewed in Appendic 6.12.

The gauge-fixed Euclidean action Sgp, from Eq. 6.2.11, is given by
1 «a
Sap = 2 /d4:pF3V -3 /d41‘52 + In(det(—8?))

Let ¢, ¢ be two complex fermion scalar fields, called ghost fields for reasons
discussed below. The result of fermion integration yields

det(—9?%) = /DEDcexp{SFp} (6.7.2)

The Faddeev-Popov determinant requires the ghost field ¢, ¢ to be complex
fermionic fields due to the result for fermion Gaussian integration given in
Eq. 6.12.9.5

The Faddeev-Popov ghost field action, using Eq. 6.12.9, is given by

Spp = —/d4xc(—82)c = /d4xaucau c (6.7.3)
The gauge-fixed action, with a covariant gauge-fixing term, is given by
1
Ser =~ / d'zF;, — % / d*z(0,A,)° + / d*z0,e0, c

=S+S5,+ Spp (6.7.4)

6 Real fermionic variables would yield /M instead of det M, and has been discussed in detail
in 7.
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The fermionic ghost field have spin zero and hence are not physical — since
all physical spacetime fermions must have half integer spin. Nevertheless,
the ghost field plays a key role in the study of gauge field theories and string
theory and

_ Since the fields ¢, ¢ do not obey the spin-statistic rule

that requires that all fermions must have half-integer spin, they are for this
reason called ghost fields.

6.8 Ghost state space and Hamiltonian

The state space of the quantum field is determined by the time derivative
terms in the action; the reason being that the time derivative couples the
gauge field at two different instants and at each instant, the gauge field is
a coordinate of the underlying state space. The ghost action is similar to
the action for the complex scalar field discussed in Section 4.12. Hence, the
state space has the fermion coordinate eigenstates given by

le,c) = o) @ |¢) = [] le(@)) © |e(@))
z
The completeness equation is given by
/ DEDefz, &) (@, ¢| =1
The inner product is given by
(e,cld,d) =d(c—c)o(c—C)

Due to the rules of fermion calculus, we have

§(c—2)o(c—d)=—-(c—7)(c— ) (6.8.1)

To prove above statement, consider an arbitrary function f(¢,c) of ¢, ¢ with
the following Taylor expansion

f(¢,c) = a+ Be+ ye+wee
Using the rules of fermion integration given in Section 6.12 yields
/dcdcf(c, c)e—2)c—d)= /dcdc (ac — pec'c — yed +weedd + )

= /dcdccc (a+ 8 +7c +wdd +---) =—f(.c)
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where - -- refers to terms that go to zero. Hence we have verified Eq. 6.8.1.
In general, for N complex fermions, one has

N N
H d(en — 511)5(671 - C;z) = (_1)N H(En - 521)(611 - C;’L)
n=1 n=1

The gauge-fixed action in the Feynman gauge, with o = 1, from Eq. 6.7.4
is given by

1
Sor =~ /d41‘(8uAl,)2 + /d%@HE@H c (6.8.2)

In the covariant gauge, the gauge field state space requires all four compo-
nents of the gauge field the completeness equation is given by

I= H/dAu(f)\Au(f)MAu(f)l E/DAM‘AM><AM|
The completeness equation for the gauge plus ghost field is given by
I= /DA#DEDC|E, c; Ap) (G, c; Ayl (6.8.3)

The connection of the state space and action for the quantum mechanical
case in given in Eq 2.4.1; the Dirac-Feynman formula for Euclidean time is
given by

(&,c; AyleH|E, s Al) = N (€)eFEeeedi450) (6.8.4)

where N (€) is a normalization.
The action consists of two decoupled free fields; the Hamiltonian is the
sum of the gauge field and ghost Hamiltonians and given by

H=Hs+ Hg (6.8.5)

To obtain the Hamiltonian of the gauge field the steps in Section 4.3 can
be repeated and yields, from Eq. 4.3.3, the Hamiltonian

1 52 1
Hy=—- [ d® ~ | Br(0:A(D)? 5 i=1,2
A 2/dw5Ai(f)+2/dx(8 (@)% 5 i ,2,3
1)

1 3,02 2 ~ .
- /d ol + @]+ ) = i (6.8.6)

To obtain the ghost field Hamiltonian, note that the ghost Lagrangian
density, from Eq. 6.8.2, is given by

eLag= 1(E —&)e— )+ €dico; c (6.8.7)
€
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The fermion identity

_ & N 52 _ /
(¢, | exp{—eéé(sc}\c )= exp{—e(sédc}(S(c —Z)o(c—¢)
52 — —/ / = —/ /
:—(1—65556)(6—0)(6—0)Z—[(C—C)(C—C)—FG}
= —¢ exp{%(é —&)(c—)} (6.8.8)

yields, from Eqs. 6.8.4, 6.8.7 and 6.8.8, the ghost field Hamiltonian

He = / de{&c(f()ic(f) — Oie(@)0,(7) (6.8.9)

6.8.1 BRST cohomology and physical state space

The Coulomb gauge, discussed in Section 6.6, is manifestly non-covariant
and explicitly breaks Lorentz invariance. The gauge condition is Ag = 0
supplemented by imposing the transversality condition on the state space
given by 0;A4; = 0.

One can also obtain a state space description of the photon field using
a covariant gauge that respects Lorentz symmetry. For example, consider
the Lorentz gauge defined by 0,4, = 0; one can consistently quantize the
photon field using the Gupta-Bleuler formalism. However, this approach
cannot be generalized to Yang-Mills non-Abelian gauge fields.

The BRST method of quantization is a modern formulation of the Gupta-
Bleuler approach that is equally valid for the Yang-Mills fields. The ghost
fields are used to remove the extra degrees of freedom for the case of a
covariant (Lorentz invariant) gauge that can be generalized to the Yang-
Mills case.

The BRST method has the following ingredients. The gauge-fixed action
has a BRST symmetry with a fermionic BRST charge operator QQp. The
BRST symmetry yields a conserved charge such that [H, Qpg| = 0, where H
is the Hamiltonian of the gauge fixed theory given in Eq. 6.8.5. The state
space is enlarged to include the ghost field V4 ® V. with completeness on
this state space given by Eq. 6.8.3. The physical state space is defined, for
‘(I)> EVA® V@C.

BRST cohomology given below defines the physical gauge invariant state
space.

e The operator ()p is nilpotent in the sense that QQB =0.
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e The exact states are of the form @Qp|x) that are automatically annihi-
lated by Q. These exact states are states that correspond to pure gauge
transformations such that A, = 0,¢.

e Physical states |®) are constrained to be annihilated by @p and are said
to closed under @p and obey Qp|®) = 0. Since charge Qp is conserved,
the constraint is conserved over time.

e Physical states |®) are not exact, that is |®) # Qp|x).

e States that can be written as |®) + @p|x) are all equivalent to |®) and
can be shown to differ from it by only a gauge transformation.

e Physical states |®) are precisely the gauge invariant states of the photon
field.

The BRST formalism is shown in Section 6.10.1 to reduce to the Gupta-
Bleuler scheme for the case of the Abelian gauge field.

6.9 BRST charge Qp

The gauge fixed action given in Eq. 6.8.2 has a so-called BRST invariance,
which is the result of choosing a gauge and its compensating Fadeev-Popov
counter term. The Noether current due to BRST invariance yields the BRST
charge Qp [Das (2006), Zinn-Justin (1993)].

It is convenient to write the gauge-fixed action in terms of an auxiliary
field as this simplifies the derivation. From Eq. 6.8.2, in the Feynman gauge
with a = 1, the gauge fixed action is given by

Ser = —i/d4mFﬁy —~ ;/d‘lx(aMAu)? +/d4x8“68“ ¢ (6.9.1)

and is re-written using an auxiliary field G as follows

e56F = /DGeS . S= /d4x£ (6.9.2)
1 2 ]. 2 . _
L= _ZF‘“’ — §G +1i0,GA, + 0,0, ¢ (6.9.3)

Consider a fermionic parameter A\ such that
M=0; {Ne=0={)\c}

The BRST transformation consists of an infinitesimal gauge transformation
for A, together with the following transformation of the ghost and auxiliary
fields

A, = A0uc ;5 6c=—iAG ; dc=0=0G (6.9.4)
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Note one can define a BRST transformation with 6¢ = 0 and dc # 0; this
gives rise to the same BRST charge.
The BRST variation of Eq. 6.9.2 is given by

68 = i)\/ﬁqu)ﬂc—l—i)\/Gazc: 0

BRST invariance yields a conserved fermionic charge @ p using the Noether
current discussed in Section 3.2. From Eq. 3.3.2 the BRST current is given
by the variation of the Lagrangian given in Eq. 6.9.3. Using

0 I B
m(_ZF‘“’)_F"“_ Fuw

the variation of the Lagrangian in Eq. 6.9.2 under the BRST symmetry given
in Eq. 6.9.4 yields

, oL _ oL .
]'u = 6Aym + 60@ = )\&,CF,,M - Z)\Ga'uc (695)

Since the BRST current is conserved d,j, = 0, dropping the parameter A
yields the conserved BRST charge

QB = /dSCL’jQ = /d3l’ (aiCFi() — iGaQC)
= /d?’l‘ (—CaiFi(] - iGaoc)

The Euler-Lagrange equation for A,

5 (0L \_ o
"\ 9(0,4,)) ~ 04,

leads to the following

= OuFy, =10,G

Qp = / d>x (icdyG — iGdyc)
The Euler-Lagrange equation for G

oL oL .
8# <8(8PG)> = % = ZaMAM = —G

yields the final expression for BRST charge

Qp = / @ (e(#)00(0uAu(T)) — (9A0(@)00e(@))  (69.6)
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6.10 () and state space

The conserved charge is an operator (Qp that acts on the state space of the
gauge fixed action. To obtain an explicit representation of the operator Qg
the operator representation of the quantum fields A, and ¢, ¢ are written in
terms of creation and destruction operators.

Since the auxiliary field has been removed in Eq. 6.9.6, Qp follows from
the gauge fixed action given by Eq. 6.9.1

1 _
Ser =3 ; / d*x(9,A,)% + / d*rd,co,c (6.10.1)

OO RN BAPISHSIRE !\ v con <o the

results of Chapter 4 on free fields with some minor modifications.
The normal mode expansion in Euclidean time ¢ = —i7 of the gauge field,
similar to the case for free field given in Eq. 4.16.7, is the following
S d3p 1

AT, %) :/(27r)3 TE};

The equal time canonical commutation equations given in Eq. 4.3.5 yields

(BT +PTg e—iEm—iﬁfa;M) Ey=|p] (6.10.2)

g, at. 1 = (2)° 8% (5 — k)du,

with the rest of the commutators being zero.
The ghost field are similar to the complex scalar fields, as discussed in
Section 4.12, and one has the expansion for Euclidean time given by

1 . - ) - d3p
o(r, ) = / (efBrm+iPE gy c—iEsr—iPE Bl / - / EP (6.10.3)
7 \/2E5 ' 7y ) ey

1 o -
E(T, f) = [ 2EH(€_ZE;5¢_ZP.IA;+ elEﬁT—i_Zp'xBﬁ)
p D

The equal time canonical anticommutation equations

{80(677i )

PT) o)

co(r, @)} = (& - &) = {

yield
{45 AL} = {By, B} = °(7~ )

and with all the other anticommutators being zero.
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The gauge field Hamiltonian is given by Eq. 4.16.8 and the ghost Hamil-
tonian is similar to the complex scalar field given in Eq. 4.12.4. Hence”

H=Hjs+ Hg
= [ Eﬁ[aguaﬁu + ALAz+ BLBs| + Eq (6.10.4)
p

Substituting Eqgs. 6.10.3 and 6.10.3 into the expression for (g given in Eq.
6.9.6, and after some algebra, yields

Qp=— / (pual, Az + puag, BY) (6.10.5)
jZ
To verify that Q% = 0 consider the following

1
Qb = 5{Qs, Qs}
_ / {puafyal, AsAg + kg, BB + / bl BiAG
p7 p’
= [ pupuBLA; (6.10.6)
p

Since all state vectors are defined for Minkowski spacetime, we need to
analytically continue time back from Euclidean to Minkowski spacetime.

Note that p, is a four-vector in Euclidean spacetime; let pi‘[f be the mo-
mentum four vector in Minkowski spacetime that corresponds to p,. Then
from Eq. 4.16.1

Ep=pl=po=1ipy' ; pi=p) :i=123
From Eq. 6.10.2 that Ez = [p] and hence
pupu — =My = —(po)® + p* = —[pI* + p* =0
Hence, from Eq. 6.10.6

Pl =0 = Qf leM“pyB}Aﬁz
p

Hence we have the important result that as an operator (Qp is nilpotent,
namely that QzB =0.

T By =25()(0) [ d*pEy.
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To show that @Qp is conserved, consider the following.

(@p, Hal = — [(—pua;MAﬁu +pua5MB;) (6.10.7)
p

@p, Hg| = — [(pua;#Aﬁu — puaﬁﬂB;) (6.10.8)
p

From above and Eq. 6.10.4

Qp,H] =[Qp,Hy+Hg] =0

and hence we have confirmed that for the quantized theory BRST charge is
conserved.

As discussed in Section 6.8.1, every vector |®) in the physical gauge in-
variant state space is annihilated by @) p, that is

QB|P) =0 (6.10.9)

6.10.1 Gupta-Bleurel condition

It is shown how the definition of state space given by BRST quantization

reduces to the Gupta-Bleurel constraint on state space when the gauge field

state space is considered by itself, without the presence of the ghost field.
From Eqgs. 6.10.6 and 6.10.9

0= Qsl®) = = [ (puaf, Ayt s, 3|
p

Since the gauge and ghost field are decoupled, the physical state vector is
taken to be a tensor product

|®) = | 4)|Pc)

Ghost number is conserved and hence |®¢) is taken to have zero ghost
number. From the expression for (Jp given in Eq. 6.10.6, the ghost state is
taken to be the ground state |®g) = |€)g) that is annihilated by Ay and
yields®

A590a) = 0 = BylQq)
8 It can be verified by using the ghost Hamiltonian Hg given in Eq. 6.8.9 that

3
Hlf6) =0 = (@clf) = Nexp{~ [ (;lT’);\pw(mc(m}

where ¢(p); c(p) are the Fourier transform of the coordinate basis &(%); ¢(Z).
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Hence the BRST constraint reduces to
Qp|®) = —i[puaﬁu|®A>B;|Qg) =0
P

Since B;:[)»|Qg> # 0, to achieve Qp|®) = 0 the following constraint is imposed
on the gauge field state vectors

Qp|®) =0 = puaz|®Pa)=0

This constraint can be written more transparently in real space; from Eq.
6.10.2

OuAu(T) = 0 A7) (T) + 0, AP (7)
(

where AL_) has all the annihilation operators and AJL) has all the creation
operators. The BRST constraint yields the following

Pu|®a) =0 = 8MA£L_)(:Z’)|<I>A> =0 : Gupta-Bleuler condition

Note that, since
(@ 4]0, A =0

the Gupta-Bleuler condition implies that for any physical state |®4)

(@410, Aul®a) = (@a] (9,ALD + 0,407 |24) = 0

In other words, instead of imposing the gauge condition on the operator,
namely 0,4, = 0, in the Gupta-Bleuler approach

In conclusion, the physical gauge invariant state space is given by the
constraint

Qp|®) =0 ; |®) =|P4)|Q0)

The physics of the BRST constraint on state space has been discussed in
Peskin and Schroeder (1995).

6.11 Discussion

The quantum theory of the Abelian gauge field revolves around the concept
of gauge invariance and the main focus of the discussion was on analyzing
the various ramifications of gauge symmetry. Although the photon is a free
quantum field, a number of complexities arise in addressing the concept of
gauge invariance.
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It seems that only gauge invariant vector fields can be consistently de-
fined as a quantum field theory. Gauge invariance entails extra non-physical
degrees of freedom and the gauge-fixing removes the redundant degrees of
freedom in a vector field.

There are many ways of gauge-fixing the theory. One can remove the
unphysical degrees of freedom by for example, choosing one component, such
as Ag in the temporal gauge and set it to zero. This choice of gauge leaves
a very asymmetric action that is suitable for studying the Hamiltonian and
state space — but is not amenable to Feynman perturbation expansion. The
Hamiltonian in the Coulomb gauge was derived to show the complexity of
choosing a gauge for a differential operator.

A symmetric way of removing the unphysical degrees of freedom is to
choose a covariant gauge. This choice of gauge is compensated by the Fadeev-
Popov counter term, which in turn introduces the concept of the ghost field.
Fadeev-Popov quantization is most suitable for using Feynman perturbation
theory. A Hamiltonian and gauge invariant state space — using cohomology
of the nilpotent BRST charge operator Qp — was derived for the covariant
gauge.

Although the ghost field is an artifact of gauge fixing, it seems to have
mathematical significance that is yet to be fully understood since it also
appears in superstring theory. The ghost field brings about a marvelously
compact re-organization of the mathematics of both the photon field’s path
integral as well its state space.

6.12 Appendix: Fermion calculus

Fermionic calculus has been discussed in detail in ?. The results here are
focused are on the Gaussian path integrals for fermionic variables.

An independent and self-contained formalism for realizing all the defining
properties of fermions is provided by a set of anti-commuting fermionic vari-
ables 11,19, . . .1y and its complex conjugate fermionic variables 11, 9o, . ..
defined by the following properties

(i 5y = —{i i} 5 {0y} = —{ws i} 5 {¥i 9} = —{¥5, i}

Hence, it follows that
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Noteworthy 6.2: Real and complex fermions

Fermions, like ordinary real variables, can be real and complex. Consider
a real fermion y; its defining property is

x’=0 = f(x)=a=byx with a,b: real numbers

A complex fermion v and its complex conjugate v is given by real fermions
X, & as follows

Yp=x+i ; v=x—1i

Fermionic differentiation is defined by

) 5 -
57%% =0i—j ; 57%%' =0
and
52 52 5?2 52

=0

Sy ool ol 602

Similarly all the fermionic derivative operators 6/6v;,6/6v; anti-commute.
Similar to the case of fj;o dx f(x) which is invariant under z — x + a,

that is f_Jr;o dref(x) = fj;o dxf(z + a), define fermion integration by the
following

/ D () = / aDF G+ 1) (6.12.1)

Since 12 = 0, Taylors expansion shows that the most general function of the
variable 1 is given by

f=a+b

It follows that rules of fermion integration that yield Eq. 6.12.1 are given by

the following
/ dp =0 = / )
/dd)w =1= /dq/n/J (6.12.2)
[ diidvw =1~ [ aiaviv
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For N fermionic variables v;, with ¢ = 1,2,..IN, one has the generalization

N
[H /d¢n] Vi Yig - Wiy, = €3y i, i (6.12.3)
n=1

where €;, 4,. 4, is the completely antisymmetric epsilon tensor.
Consider a change variables for a single variable, namely

Y =ax+¢

where @ is a constant and ( is a constant fermion. From Eq. 6.12.2, the
non-zero fermion integral yields

1= /ddﬂ,!} = /d¢(ax+§) = /d¢ax = dip = 2(1}( (6.12.4)

Note this is the inverse for the case of real variables, since x = ay yields
dx = ady.

For the case of N fermions, the anti-symmetric matrix M;;) = —M;; yields
the following change of variables

N
i =Y Mjx; = ¢=DMx
j=1

Similar to Eq. 6.12.4, it follows that

N 1 X 1
db = —— TTdy; Dip — D 6.12.5
E v detM]l;[l Xi = D= Px (6.12.5)

where D) = Hf\il dip; and so on.

6.12.1 Gausstan integration: Complex fermions

Consider the N-dimensional Gaussian integral for complex fermions 1, and

Un
N —_ —_ — -
zln=1] / dpndipy, exp{—n Mumbm + Jptby + ¥nJn}  (6.12.6)
n=1

where M,,,, = —M,,,, is an antisymmetric matrix.?

9 For real fermions ¢ = ¢*. For complex fermions 1 = 1 + it)s.
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An antisymmetric matrix M = —M7T can be diagonalized by a unitary
transformation

A1
M=U" U,UU=1
AN

In matrix notation
M=UAU , UU =1, det(UU") =1 (6.12.7)

where A = diag(\1,...Ax). Since the fermions 1, ¥ are complex, define the

change of variables using the unitary matrix U, and from Eq. 6.12.5°
yut=q , 9=U¢
1 1 - _
DnDn = D Dy = DyD A2,

Hence, the fermion integrations completely factorize and yields, for J, =
0 = J,, the following

B B N
Z[O] = /Dle/} eXp{_"qu/)} = H/dnndnn exp{— Z /\nﬁnnn}
n n=1

=11 { / dnndnneA“""""] =[] 2w = det M (6.12.9)

The fermion Gaussian integration obtained in Eq. 6.12.9 can be directly
done using the rules of fermion integration. On expanding the exponential
term exp{—1 M1}, only one term — namely (—1)¥ (’(ZJM?,/))N /N! containing
the product of all the fermion variables — is non-zero inside the integrand.
Using the notation of summing over repeated indexes, Eq. 6.12.3 yields

_ - _ ~1)N
/wae“w—/wa[ﬂg waﬂ
_1\ _ _ _ _
= (]\1T?Mi1j1 Mi2j2 o 'MiNjN /Dwa¢il'¢j1 ¢i2¢j2 T win.jN
1
TN

Miyj, Miyjy - - My €ivigin €1gojn = det M
The partition function with an external source given in Eq. 6.12.6 is evalu-
ated by a shift of fermion integration variables. Write the partition function

10 Note for real fermions one cannot use a unitary transformation for a change of fermionic
variables as this would lead to the transformed fermions being complex.
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Z[J] = /D&qu exp{—( — IM YM(p — M~ )+ TM 1T}

Using the fundamental property of fermion integration that it is invariant a
constant shift of fermion variables — as given in Eq. 6.12.1 — yields

b=+ JIME s s+ MTUT
and hence
Z[J] = / DD exp{—tpMp + JM ' J} = (det M) exp{JM ~*J}(6.12.10)

The correlator, using Egs. 6.12.6 and 6.12.10, is given by

Gorn = Elthmhn] = Zh / DED Y exp{—d M}
1 52

-z
Z[0] 6708 T [J])J:O:J
= Gyn = E[mtn] = My = =M, (6.12.11)

For the case multi-component complex fermions v, (), ¥5(z), the action
is given by

S == [ daia(@)Mas(z - v)oa(0)
The propagator in coordinate space, from Eq. 6.12.11, is given by

Gpa(z,y) = Elbp(x)daly)] = =Mz, (x —y) (6.12.12)

In the Fourier representation, define the Fourier transformed field

ddp ipx 7 ddp —ipx, 7,
1/1,8(95) - / (27r)d€p wpﬁ ) %(fc) - / (27[-)d€ P wpa
and which yields the Minkowski action

d .
i8 = = [ Gt Masphae) 5 Mas(w) = [ d'ac™ Mas(o)

The propagator in Fourier space is given by

Goa(p 1) = Elhpstiyal = —(2m)%6%p — p) Mgl (p)  (6.12.13)

Foregrounding the path integral quantization of the Dirac field discussed in
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Chapter 77, consider the action given by Eq. 5.2.3

iS = i/ddazz/;a(a:)[i’yﬂﬁ" — mlyg(x) (6.12.14)
d
=i [ gt + mlys (6.12.15)

Hence, from Eq. 6.12.13, the propagator is given by

Gﬁa(p»p,) = E[@'bpﬁﬁp’a] = (Qﬂ)déd(p - p,)Gﬁa(p)

1
=G0p) = —— 6.12.16
(®) VPt +m ( )
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Two dimensional quantum electrodynamics

7.1 Introduction

Free quantum fields can be reduced to studying only a finite number of
degrees of freedom. The study of free quantum fields is a preparation for
studying interacting quantum fields, that in general have infinitely many
coupled degrees of freedom. One of the simplest interacting quantum field
theory is massless quantum electrodynamics in two dimensions, also called
the Schwinger model: the theory of massless fermions coupled to photons in
two spacetime dimensions. Studying the Schwinger model is a preparation
for analyzing more complicated nonlinear quantum field theories.

The Schwinger model can be solved exactly and is a toy model that ex-
hibits many non-perturbative features that one expects in four dimensional
quantum field theories. Some of these are the following.

e The role of regularization in breaking classical symmetries can be studied
exactly.

e The model spontaneously breaks the chiral symmetry of the theory. The
axial vector current that is classically conserved is not conserved after
quantization.

e The breaking of chiral symmetry generates a mass for the gauge field.

e The model exhibits confinement of the fundamental fermions: the eigen-
states of the interacting theory do not have any fermions.

e The Wilson loop is evaluated exactly to examine if it is the appropriate
order parameter for confinement of the fundamental fermions.

The solutions generally take Schwinger’s(1962) approach of using the field
equations with a suitably regularized gauge-invariant current to solve the

model [Lowenstein and Swieca (1971), Hetrick et al. (1995)]. The model
has been studied using Feynman diagrams [Falck and Kramer (1988)]. The
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solution discussed in this Chapter is based on the path integral [Baaquie
(1982)].

The action is regularized in a manner that preserves gauge invariance.
Note that there is no need to introduce a cut-off since the theory is super-
renormalizable. The gauge field is the decomposed into a sum of a gauge-
invariant and gauge-variant pieces. The gauge-variant piece is removed by a
gauge transformation and the coupling of the fermions to the gauge-invariant
piece is regularized. The fermion path integral is performed to all orders in
perturbation theory using the axial-vector current anomaly [Bell and Jackiw
(1969), Adler (1969)].

The confinement criterion for the interacting theory is studied using the
Wilson loop integral [Wilson (1974)], which shows the exp(-area) dependence
for the pure gauge field but not for the interacting theory. The behavior
of the Wilson loop for the interacting theory is explained by studying the
eigenstates of the Schwinger model [Baaquie (1983)].

7.2 The Euclidean action

For simplicity, the model is studied in two dimensional Fuclidean spacetime.
The Euclidean action, from Eq. 5.3.2, is defined for two dimensional space-
time using two-component spinors 1 and 1 and gauge field A,,. Dropping
the superscript F, the action is given by

1 - .
=Ap+ Ap + A; (7.2.2)
where
Fly = 0,A, — 0,4, (7.2.3)
and

{'V,uv%/} = 25,u1/ /E/ d*x

Note that g is the bare coupling constant and carries the dimension of mass.

Noteworthy 7.1: Two dimensional Euclidean Gamma matrices

The following concrete representation is chosen for the Fuclidean gamma

712(??) ;722((1)(1)) (7.2.4)

matrices.
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Define the v5 matrix by

B=imv2 ;3 {5 % =0 = €uwr =15 (7.2.5)
where €g1 = —e19 = 1. A concrete representation of ~y5 is given by
1 0
=1 = 2.
V5 = 17172 < 0 —1 ) (7.2.6)

Consider a global chiral transformation given by
y — €y Uy — 1hgeS” : ( : constant (7.2.7)
The action given in Eq. 7.2.1 is invariant under Eq. 7.2.7
A — A : Classical chiral invariance

Two dimensional massless quantum electrodynamics is classically a chirally
invariant theory.
The gauge field is decomposed as follows!

Au(x) = €u,0,5(x) + Opp(x) (7.2.8)

where €, is the antisymmetric tensor and s(z) and ¢(z) are pseudoscalar
and scalar fields respectively. Using Eq. 7.2.8 yields

Fu = —e#,ﬁQs 0 el = —920%s (7.2.9)

Note that s(x) is gauge invariant and () is gauge dependent. Using Eq.
7.2.8 gives

Ay =Ap +A;
—— 1000+ ilr(endus + 0,0)] i 0= 3 %0,

I

Performing the local gauge transformation on the fermions
Y= PP ah — e, (7.2.10)

yields
A= — /(zpaw + 0y, €1 0, ) (7.2.11)

In eliminating the field p(x), we have chosen no gauge for the gauge for
the gauge field; the only restriction we have is that we can evaluate only

I In fluid mechanics, ¢ is the velocity potential and s the stream function.
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gauge-invariant expectation values for the fermions. Given the ansatz given
in Eq. 7.2.8 for A, it is most suitable to work in the Landau gauge

OuA, =0 (7.2.12)
and which implies that for each z
o(x) =0 (7.2.13)
in the path integral. Using Eq. 7.2.5 yields
Ay =~ [ (00 + r500,9) (7.2.14)
Consider the local chiral transformation given by
W = @B gy — et @ (7.2.15)
Applying Eq. 7.2.15 to Eq. 7.2.14 yields
Ay = —/waw (7.2.16)

and the fermions completely decouple from the gauge field.

The classical symmetry of gauge invariance will be preserved on quan-
tizing the fermion and gauge field, but it will turn out that the classical
chiral symmetry of the theory is broken. The reason being that the short
distance fluctuations that are absent in the classical theory but fundamental
for quantum fields do not respect chiral symmetry.

7.3 Point-split regularization

The action is regularized by point-splitting the axial-vector current. When
the fermions in the axial current are point-split, an average over all possible
angles has to be performed to recover spherical symmetry. This averaging
also requires that the matrices v and J,s are also projected in the direction
in which the fermions are point-split. We pick an arbitrary direction 6 in
the two-dimensional plane. Let é; and és be the unit basis vectors defining
the operator 9; let

€1(0) = cosfé; + sin féy
é2(0) = —sinhé; + cos féq (7.3.1)
Then define

0
0,(0) = é,(0) - (7.3.2)
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Note

D u0)8,(0) =D 7.0 1 5(0) =5

and

{’YM(Q)a ’71/(0)} = 25w/ (7.3.3)

Let @ be an infinitesimal number; then the (point-split) regularized action
is defined by

Al[sa a, ‘9] = _/ (@xa% + 77[7):0'7;1(‘9)75¢w+aeu(0)6u(9)5(56)> (734)

The regularization of the axial current does not generate any gauge-dependent
terms for the boson sector since the field s(x) is gauge invariant; however,
this regularization does not respect gauge invariance for the fermion-boson
coupling sector. In spite of using a non-explicitly gauge-invariant fermion-
boson coupling, it is shown by Baaquie (1982) that complete gauge invari-
ance is recovered for the fermions in the limit a — 0.

Note that there is no reason for putting the line integral exp (z f;‘ura A,dl “>
between the point-split fermions as it would not restore gauge invariance for
the fermions.

The quantum field theory is defined by the Feynman path integral of e
over all values of the fermions and the gauge field; in the Landau gauge the
path integral is given by

Z = H/ds(x)dw(l’)dl/}(x)eAB[3}+A1[8,a,9}

= /DSD’(Z)D’(]Z)@AB[S}JFAl[S,a,e}

where we have ignored certain (infinite and irrelevant) constants.
The path integral over the fermion field is performed giving

eA’[s,a,G} :/DwaeAFJFAI (735)

Before taking the limit @ — 0, A’ is symmetrized by integrating over all
possible directions of the angle 8. The final result is

A/[ 1 t ﬁ !
s] = lim A'ls, a, 0] (7.3.6)

a—0 J_ o 2

The action A’[s] is evaluated in Section 7.4.
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The gauge field sector is given by

Z_/DseAB[s}-i-A’[s]

7.3.1 Free fermion propagator

The fermion path integral is evaluated by a perturbation expansion; for
carrying out this expansion, the free fermion propagator is required. Define
the propagator by

Gop(z) = / DDt (2)55(0) expf — / 7o}

From Eq. 6.12.16

Guste —9) = Fiu(@istu)] = (52 o~

In bra and ket matrix notation

G(x) = B[[0@) O] = —o() = PTts(@)  (737)

8,/yu 0,0,
Consider
1 +o00 d2k eikm
—0,0, + a? (z) /_OO (27r)2 k2 + o2 2 olalz])
Hence

1 1
G() = =0y lim o~ Ko(alel) = 0,7,(; - In(a?))

1 2,y
= Glz) = 5——5" (7.3.8)

7.4 Fermion path integral

Performing an integration by parts gives for the regularized action

A =— / YOy + / s(2)05° (x) (7.4.1)
xX x
where the divergence of the regularized axial-vector current is given by

05° () = 9u(0) (Vv (0)75 Y ac(9)) (7.4.2)

For a # 0, performing the local chiral transformation as given in Eq. 7.2.15
can no longer decouple the fermions from the gauge field — unlike the result
obtained in Eq. 7.4.12. Hence, the coupling of the gauge field to the fermions
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n+1

Figure 7.1 A one-loop diagram with arbitrary number of external bosonic
lines.

is via the anomaly in axial current and the regularization of the axial current
shows this.

If one carries out the chiral rotations after setting a = 0, the fermions ap-
parently decouple from the gauge field in the Lagrangian as in 7.4.12. How-
ever, the chiral anomaly re-appears since the fermion integration measure
is not invariant under a chiral rotation, as has been discussed by Fujikawa

(1984).
Performing the fermion path integral yields

eA/[s@,H] :/DwaeAl

= [ Dipvesni= [ Gov+ / s(a % ( / s<x>8j5<x>>2 .

_Zx [14—/363(:1:) +;/ s(e 5 (2)0° (x )]+...] (7.4.3)
where
£10)= 5 [ DiDvespi= [ diov.30
and
7= [Divesp(= [ 5.00.)

For infinite time Z is an irrelevant constant, but will be important for finite
time.
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Eq. 7.4.3 yields the connected diagrams

/ _001/
A[s,a,ﬁ]—;l :

where EJ...]. denotes the connected fermion loop using the free massless
fermion propagator. Graphically, A is given by an arbitrary number of fields
s(z;) attached to a single fermion loop, and is shown in Figure 7.1.

s(x1) ... s(x)E[07° (1) ... 05°(x))]e (7.4.4)

1yee0s T,

A= -’\/\O + /\/‘Oj\/ + +

Figure 7.2 Finite diagrams, in the limit of a — 0, with one, two and three
external boson lines.

It is shown in Baaquie (1982) that in the limit a — 0 only the first two
terms of Eq. 7.4.4 are non-zero, that is

Alls,a,0] = /s(x)E[8j5(az)]c+ ;/ s(z)s(y)E[05° ()05 (y)]e + 0(s®) (7.4.5)
T Y

and this is shown graphically in Figure 7.2.2

The finite terms are evaluated in momentum space. The Fourier transform
of the boson and fermion fields are defined as usual and

ja) = / P pu(8)=e(6) - p

[=am | 0 o= ILow)

m

The tadpole diagram, in bra and ket notation of Eq. 7.3.7, yields

E[05°(@)] = —0u(0)tr (vu(0) 15 EllYs+ae,(0)) (Va])
= —0u(0)tr (1u(0) 715G (aen(0)))

= ()t (05 Z‘(% ~0

2 The cubic term O(s?) is zero since the one-loop fermion yields an anti-symmetric function.
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p+q

P
vy \7/\_/v

u's Yoo

q
Figure 7.3 Finite diagram, in the limit of ¢ — 0, with two external boson

lines.

where the free fermion propagator, from Eq. 7.3.8, is given by

1 2,y 1 z-7v
G I
(z) 2 12 21 22
Hence, from Eq. 7.4.5
1

A= 5 /p y s_pS_pipu(0)ip,, (0) Eljp,(0) . (0)]e (7.4.6)

The diagram with two external bosonic lines is evaluated in momentum
space. Performing the fermion path integration yields

Tpd(p+p') = ipu(0)ip,, (0)E[jp,(0)7,(0)]e (7.4.7)

where

. | 1 1
T = —p.(8)p, (6)cia©) / ew(qu(emu(e))tr( 0)vs 1 (0 )
p = —Pu(0)pu(0) i Yu )vsqv ( )75p+q

The Feynman diagram for the above expression is given in Figure 7.3. ', is
evaluated in Appendix I and we obtain

T, = —%(pf (6) + p3(6) + p1(O)p2(6)) + 0(a) (7.4.8)
= 07+ p(O)p2(6) + 0(a) (7.4.9)

Therefore, from 7.4.6 and 7.4.8 we obtain, for a — 0
1
Alls, 0] = 5 /s_psp (p* + p1(0)p2(9)) (7.4.10)
p

Taking the symmetric limit by integrating over 6 gives

As] = = / T oA, 0

:% o

- /p25psp L (0s)? (7.4.11)
P

o7
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The effective action for the boson sector has been obtained by integrating
out the fermions and yields the final result

A=A+ A
1 g°
— 82 2 78 2
57 | (@57 + Z(09?)
:A:—L P (p? +m?)s_ps 'mQ:g—2 (7.4.12)
2g% /, er T o

The action given by Eq. 7.4.12 for the boson field sector can be obtained
from the massless free boson field by integrating out all the momentum
modes with momentum higher than m [Shalloway (1979)]. In effect, 7.4.12
is the action for the massless free field for distances much larger than 1/m.

7.4.1 Fermion generating functional

For completeness we evaluate the generating functional for the fermions.
Recall from 7.3.4 that we have for the regularized action

Ay = - / (&xawz + %w(emwﬁaeu(g)aﬂ(e)s(x)) (7.4.13)

= — [ M@y, (7.4.14)
Ty
where

M(2,y) = 06(z —y) + Y _ d(x + aeu(0) — y)7.(0)750u(0)s(x)
I

The result of Section 7.4 can be written in terms of the rules of fermion
integration discussed in Section 6.12. Using Eq. 6.12.9, we write Eq. 7.4.10
as follows

eA'ls0 = / D D1 exp{— / YMy}y = det M (7.4.15)

Let 7(x),n(z) be fermionic sources. Then the generating functional is
given by

ol — [ pipuess (= [arws [+ in) @)

Using the invariance of the fermion (path) integration under the transfor-
mation (in matrix notation)

= — My
Y= — Mt (7.4.17)
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we have, using Eqgs. 6.12.10 and 7.4.15

el = exp (/x ) ()M~ (a, y)n(y)) det M

)

=am(/‘nuﬂw]tawn@0emwﬁpﬁb (7.4.18)
T,y
Therefore, from Eqgs. 7.4.11 and 7.4.18 and averaging over 6, yields

Flna= [ @M @) - 5 @ (7419
T,y

It can easily be verified that
M (2, y) = e@BG(x — y)e W (7.4.20)

From the form of F'[7, ] we see that by performing the local chiral rotation
on the fermions as given by Eq. 7.2.15, the fermions are effectively decoupled
from the gauge field and behave like free massless fermions. The regulator
affects only det M, with M~! not requiring a regulator.

As an example of the effect of the regulator, the propagator for the gauge-
invariant fermion-antifermion state is calculated. Using the bra and ket no-
tation, as in Eq. 7.3.7, yields

K(SC) = E[&xwx'&owﬂ]c = E[12)1623(37)75¢x¢062s(0)v5w0]c
= —tr (B[22 jy) (dole® O [yo) (i

After the chiral rotation, the fermions are free and performing the fermion
path integral yields

K(z) = —tr (E [ezs(w)ﬁf‘r’G(m)e%(o)%G(—x)})
e / Ds tr(206) =500 ) A
_ 2G2 /DS@Z(S(I —s( ) Ap+A’

1 1 P( )
= r 4.21
T o2 2¢ (7 )

For details of the boson path integration see Section 7.5. The final result is
(m? = g*/m)

P(a) =24 Lo o+ In(Gma) + Ko(ma))
xTr) = =@ T — n({—mx mx
A T RS 0
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where v is Euler’s constant and Ky the associated Bessel function. The
function P has the following asymptotic expansions

2,2
p~l 2 =l (7.4.22)
2In(mz) = — o0
Therefore, for x — oo, we have from equations 7.4.21 and 7.4.22
2 2
_m 9 - _ 9 2
K(IE) = @6 v + 0(6 mx) = @6 v (7423)

The cluster decomposition for 1) is violated since K (x) does not go to zero
exponentially for large = but, instead, tends to a constant; this is taken
to indicate the breakdown of chiral symmetry for the vacuum state of the
quantum field. The exact result obtained in Eq. 7.4.23 has been used for
verifying numerical studies of the Schwinger model by Marinari et al. (1981).

7.4.2 Awzial-vector current chiral anomaly

Recall that from Eqs. 7.2.9 and 7.4.2

A:—QQ;WW—A@w%+ﬁmmwmm> (7.4.24)

where
]2(1‘) = 1;:1:'7#(9)751[156—%(16”(9) (7.4.25)

The Ward identities for the axial current are violated, and to see the
effect of the anomaly the divergence of the vector and axial-vector currents
is calculated. Performing only the fermion integration and using 7.4.20 yields

The tadpole diagram, in bra and ket notation of Eq. 7.3.7, yields

B[0j @) = —Tr (e O, (6)35 Bl ac, 0) (]
= — T (¢ O, (6)15Gaey(6)) )

1 —a S(T )75
= — 5 Tr (7015, (8)157,(6)

21a
since
1 1
G(aeu(0)) = %V eu(0) = %W(Q)
Using v57, = i€, yields
E[3(2)] = — —— Tr (7u(0 0)) = = 5™ B Ty (4 (0)7,(0)) = 0
()] = =5 T (Wu(0)17(0) ) = ZQM r(7u(0)7(0)) =
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and hence

= ——0u(6)s(a) (7.4.26)

Bl0u(0)5)] = —~0%s(x) = o —cuFy (7.4.27)
Furthermore
Blju(e)] = iew () = — e (0)s(z) (7.4.28)
and hence
E[0,(6)j(@)] = 0 (7.4.29)

We see from the above that the anomaly breaks conservation of the axial-
vector current but leaves the conservation of the vector current intact. This
is the reason why the vector-current Ward identities are preserved in the
limit a — 0.

7.5 The Wilson loop integral

The Wilson loop was introduced by Wilson (1974) as a criterion for the
confinement of quarks.
the manifold and is independent of the geometry of the underlying manifold.
Witten (1989) showed that the expectation value of Wilson loops in the
Chern-Simon gauge theory yield the Jones polynomials, which arise in the
classification of knots and links.

The Wilson loop is evaluated exactly for the Schwinger model and it is
seen that its behavior depends on the coupling of the theory, exhibiting the
‘area law’ of decaying exponentially as the area of the loop for pure gauge
fields and depending of the perimeter of the loop for large coupling.

Let C denote a circular contour of radius L that encloses the (unique) area
I', shown in Figure 7.4. The Wilson loop integral is defined by the gauge
field as follows

exp (z j(I{Aﬂdl#)


张媛媛�
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V.
/

C
Figure 7.4 Wilson loop integral.

From equation Eq. refdecompose using Stokes theorem
%Aydlu = / d%s (7.5.1)
c r
—21L [ pln(Lipl)s,
P

where J; is the Bessel function. Therefore, in the Landau gauge, the Wilson
loop integral is

eV = Elexp (i }[ A,dl,)] (7.5.2)

1 /
== /Ds exp (— z/ Os)etntA (7.5.3)

Z r
Performing the boson integration using 7.5.1 and 7.4.12 gives
W = —m(gL)? / " dp5 L (1 () (7.5.4)
0 p* +m?

= —7m(gL)*I;(mL)K;(mL) (7.5.5)

where I7 and K; are the associated Bessel functions of the first and sec-
ond kind. The expression for W is exact; W is a monotonically decreasing
function of L and has the following asymptotic behavior

_L2 92:0

L g0 (7.5.6)

lim W ~ {
L—oo

We see from 7.5.6 that for ¢ > 0, the large gauge field loops are not
suppressed as exp(-area), whereas for g? = 0 they do show the area behavior.
This brings us to the question of how we interpret the connection between
the Wilson loop integral and confinement. The following interpretation is
consistent with our result. If the loop integral show exp(-area) behavior for
the pure gauge field (no coupling to fermions, i.e. g2 = 0), then, when this
gauge field is coupled to the fermions, the fermions are confined. In this
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interpretation of the loop integral, we do not expect exp(-area) behavior in
the presence of fermions; since we ‘know’ that the fermions are confined in
the Schwinger model, the above interpretation is consistent with the results
of this model.

7.6 Energy eigenvalues

The energy eigenvalues of the Schwinger model are exactly evaluated; due to
a nontrivial cancellation the fermion eigenvalues are eliminated. The eigen-
spectrum of the interacting theory reduces to that of a free massive boson
field. The energy of the fermion-string-antifermion state and the string ten-
sion can be exactly evaluated. The relation of the string tension to the Wilson
criterion of confinement for the case of the interacting theory is analyzed.
The discussion is based on Baaquie (1983).

Let H be the Hamiltonian operator for Schwinger QED, FE,, the eigenen-
ergies, and |®,,) the orthonormal eigenfunctions. That is,

(| H|Br) = B (7.6.1)

Fermion eigenfunctions using the anticommuting variables has been dis-
cussed in Baaquie (2014).
Consider the ‘partition function’ for finite time

Z(r)=Tr[e ] (7.6.2)
=> e b (7.6.3)

where the sum is over all the eigenenergies. The time 7 plays the role of
inverse temperature and Z(7) can be evaluated using finite-temperature
methods [Kapusta (1993)].

To evaluate Z(7), we consider the finite-time action for Schwinger QED in
two-dimensional Euclidean space, with the boson (fermion) variables being
periodic (antiperiodic) with period 7. In effect the field theory is defined on
a cylinder of infinite length.

The finite-time Euclidean action is defined using the two-component spinors
1,1 and the gauge field A, , and with the coupling constant g. The notation
S is used for the action to differentiate from the action A used for infinite
time in Section 7.2. Similar to the infinite time action given in Eq. 7.2.1,
define the finite time action by the following

I T "
S = —@ ; dt/dx(auAu - 8:/14#)2 _/0 dt/dﬂnw%(au +iAu)
=Sp+Sr+5r
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The boundary condition for bosons are periodic in the time direction and
anti-periodic for the fermions. This gives

Au(t,x) = At +7,2) (7.6.4)

1/1(75,1:) = _¢(t+7—’x) ) &(t,l’)— (t+7—’$)

and

+oo
{7;“71/} = 25,ul/a /de = / dx (7.6.6)

The finite time path integral yields the partition function
z(r) =111 / dA,(t, x)d(t, z)di(t, ) exp(S) (7.6.7)
t=0 zp

We repeat the calculation of Section 7.4 to perform the finite time fermion
path integration. As in Eq. 7.2.8, consider the change of variables for finite
time

Ay = €u0,s + 0,0 (7.6.8)
The path integral measure of the gauge field for finite time transforms as
1111 / dA,(t,x) =det(®) [T ][ / ds(t,z)do(t,z)  (7.6.9)
t=0 zp t=0 =z

where
9 = 0,0,

The determinant of 92 is defined on functions periodic in ¢ with period 7.
Similar to Eq. 7.2.14, the action is given by

1 T T B _

S = —2—92 dt/dx(a2s)2 —/ dt/dx(¢’yu(91/1u+¢’m%waus)
0 0

To evaluate the fermion path integral, note that the finite-time fermion

propagator is given by

+oo
Gty z) = (%18“) S e (t — nr)o(n) (7.6.10)
“+oo
= e G(t —nT, 1) (7.6.11)
>

n=—0oo
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where, from Eq. 7.3.8

1 tyo+2m
= —— .6.1
G(t,x) o 2 P2 (7.6.12)
Hence, for t? + 2% = a®> — 0, we have
G- (t,x) = G(t,x) + O(a) (7.6.13)

which shows that the short-distance behavior of GG is the same as the 7 = oo
case.

As in Section 7.3, the regularization of the action is done by point-splitting
the axial-vector current 1/;%751&8“3. The only property of the fermion prop-
agator that enters in the calculation is zero-distance behavior of the fermion
propagator, which is unchanged for finite time as in Eq. 7.6.13.

The finite time fermion path integral is evaluated; the point-split regular-
ized is not written explicitly as the result derived earlier in Section 7.4 is
used. For finite time, the partition function is given by

=111 [ dbavespi- [ induw) = dete2,0,)

t=0 =x

Hence, from Eq. 7.4.3, the finite time result, up to irrelevant constants, is
given by

exp(S') = HH/ddew exp(Sr + S7)

t=0 =

= Zexp [—21/ dtdx(ays)Q]

™ Jo

= detp(,0,) exp [21/0 dtdx(@us)2]

™

Note that the fermion determinant detp(7,0,) has to be evaluated over the
functions antiperiodic in time with period 7.

To perform the boson integration, we drop the redundant integration over
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¢ (which is equivalent to choosing the Landau gauge), and have

Z(1) = (detp (7,0, ))(detd?) x

HH/ds (t,x exp[ 2;2 /OT dtdz[(9%s)? +m?(9s)?]

t=0 x
_ (detp(7,0u)(detd?)
{det[02(02 + m?2)]}1/2
B detp(v,0,)(detd?)1/2
[det (9% + m?)]/?
From Eq. 6.3.2, for d =1+ 1, we have

; m?=g%/m

[det (% + m?)]Y/? = Hsmh { (p* +m )1/2] , (7.6.14)

The fermion determinant is given by

detp(10,) = \/detp(7,0)detp(1,0,) (7.6.15)

\/detp 82 ]IQXQ detp 82 (7.6.16)

To evaluate the fermion determinant the antiperiodic boundary conditions

are realized by functions that are antiperiodic in interval [t,¢ + 7]. In the

momentum basis the eigenfunctions and eigenergies are given by

T(2n+1)
T

7r(2n+1)t

—6 ) ( 76117:(:) _ [( )2 +p2} (ei”<27;+1)t€ipx) cn=0,+1,+2, ..

The fermion determinant is given by the product of all the eigenvalues and
yields

+o0o
detr(dy) = detr(0?) = [T T[ 122 42
p n=—o0 +o0 |p’7_ ) 2
= const l;Inl;IO {1—# (7r(2n—|—1)) }

The fermion determinant, up to a constant, is hence

detp(v.,0,) = detp(9?) = ] cosh? ['pzh] (7.6.17)
p

To have well-defined products over the momentum p, let € [0, N] with
periodic boundary conditions. Then p = (2n/N)l,l =0,1,...., N — 1.

3 From Gradshteyn and Ryzhik (1980) [T25 [1 + (70257)?] = cosh(147).
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In the product (det 82)!/2 detz(v,0,), there is a remarkable cancellation
that removes the fermion eigenenergies. Note that

(det &)/ 2det (7,0, Hsmh { \p[} cosh? E\p[} (7.6.18)

= exp [Z[ln(l — e TPy £ 2In(1 4 7 7IPl)] 43T Z |p|] (7.6.19)

p

We have for the first two terms in (7.6.19), for N — oo, a remarkable
cancellation

+o0
N/ dp In(1 — 771y 4+ 21n(1 + ¢~ 7IPl))

N 2 72
= — |- +2—| = .6.2
- [ G + 12} 0 (7.6.20)
and hence
(det 9%)Y2det g (7,0,) = exp [ Z |p|] (7.6.21)

where the term linear in the exponential is snnply the zero-point energy.

Note that the fermion determinant with its negative-energy solutions has

canceled and the fermions have been eliminated from the eigenspectrum.
Egs. 7.6.14 and 7.6.21 yield

e [55,b]
" [det (02 + m?2)]1/2

— exp [—;Z[(p +m?)2 3| - Zln{l—exp (p2+m2)1/2]}]

p

Dropping the vacuum energy yields?

= Hln {1 — exp[—7(p* + m2)1/2]}

= H Z exp [—TZTL P> +m? 1/2] (7.6.22)

p np=0
Comparing Eqgs. 7.6.22 and 7.6.3 yields the exact eigenenergies
=> (> +m)2 n,=0,1,... (7.6.23)

4 Note that In(1 —z) = — Y0 jz™.
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The eigenspectrum is the equally spaced energy levels of the free massive
boson field. The integers n, denote the number of particles n, with momen-
tum p that have been created in the system. These massive excitations of
the field are the bound states of the fermion-antifermion pair interacting via
the gauge field.

The eigenfunctions of the interacting theory are

|®,,) = ®p|n,) with eigenenergy Z ny(p? +m?)/?
P

and form a complete basis for the Hilbert space of states.

The fermionlike eigenenergies have been eliminated from the spectrum
due to its interaction with the gauge field, and the cancellation in Eq. 7.6.20
reflects this. The absence of fermionic energy levels is the first indication
that the fermions are permanently confined.

7.7 The gauge invariant states

Consider a fermion-gauge field-antifermion state that is gauge-invariant. Be-
fore calculating the energetics of theis state, we briefly review the definition
of energy for a field theory.
Recall from quantum mechanics the energy of an unnormalized state |®)
is given by
(P|H|P)

E (B|D) (7.7.1)
where H is the Hamiltonian. To use the above definition for a quantum field,
a suitable limiting procedure has to be used since the states are generally
not normalizable. Also, since we are using the path integral, we derive the
Hamiltonian from the action functional. Let |x.) be a state close to |®) such
that

lim |x.) = |P) (7.7.2)
e—0
Then

—tH
= lim lim—gibde [©)

T 50 (x[®)  es0 [1o0 at (x|®) (7.7.3)

The amplitude (x|exp(—tH)|®) can be evaluated using the path integral,
and hence the energy can be obtained using (7.7.3).
We are interested in the energy of the gaugeinvariant fermion-antifermion
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Y00 VoL

Figure 7.5 The gauge invariant fermion-antifermion state.

state separated by distance L. In the Schrodinger representation,

L
|®) = vor) exp [Z/o Al(O,m)dz] Y(00)| ) (7.7.4)

where [©2) is the vacuum state shown in Figure 7.5. The state |y) is obtained
by infinitesimally displacing the fermion and antifermion in |®). For nota-
tional simplicity, we will treat |x) as identical to |®) and introduce € at the
end. Let

Q = (®le M |®) (7.7.5)

Then, in the Heisenberg representation, we have
- L -
Q= @i e |~ [ Ato)ts| vunbion

L

X exp [z / A,(0, :J:)dx] boo)|) (7.7.6)
0

where the Heisenberg operators are appropriately time ordered for ¢t > 0. We

can represent (), shown in Figure 7.5, as a path integral using the infinite-

time action and have

1,- L _
Q = —{¥(0) exp [—Z/O Al(t,x)dx] Yary¥or)

L
X exp [z/o Al(O,x)da:} w(oo)es> (7.7.7)

The action S in (7.7.7) is the infinite-time action obtained from (7.6.10) and
Z is also the infinite-time partition function; the brackets denote integration
over all boson and fermion field variables, and v, v, and A, in (7.7.7) are
the field variables.
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Figure 7.6 Time evolution of the gauge invariant fermion-antifermion state.

Introducing the regularizer ¢ and performing the path integration gives

Qe = (xle™"|®) (7.7.8)
_ 217r2t241—62 exp[R(t, L) + P(t)] (7.7.9)

where, using p? = pg + pt,

2 d*p |1 — exp(ipot)|?|1 — exp(ip1 L)|?
1%(157 L) _ _92/ (271-]))2 | p( i%)(;‘g ’+ m2) p(ip1L)| (7710)
2 —exp(? 2
P(t) = 2¢° / (;ZWZ)’Q |1p2 (pQPJE Z‘L’g | (7.7.11)
=2[y+In [Tgt} + Ko(mt)] (7.7.12)

and v is Euler’s constant. The term R(t,L) comes from the gauge-field
variables, and the term P(t) from a combination of the gauge-field and
fermion variables. Note for L — 0, R(t, L) — 0 and we recover the result
given in Eq. 7.4.21.

We have the following exact properties of R(t, L) and P(t):

R(0,L)=0, P(0)=0 (7.7.13)
OR(t, L) g*L  OP(t)
ot |t—0 92 ) ot |t—0 0 (7 7 )
Using (7.7.3) for the energy, and taking the limit of € — 0 gives
OR(t, L) g*L
E=—"""|z0="—7F 7.7.15
5 =0 = 75 ( )

The expression for energy is exact and is a gauge-invariant quantity. We
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see that energy increases linearly with distance, and the string tension, i.e.,
the energy per unit length, is g2/2.

It is obvious that the state |®) is not an eigenstate, given its complicated
time dependence. To understand how the state |®) is constructed, we expand
it in the energy eigenfunction basis. Let

@) =[] Cn,lnp) (7.7.16)
p np
Then,

Q= <q)’€7tH‘q)> = Z |Cnl? exp(—tEy)
(n)

From (7.7.9) we have for mL > 1 (a = g*L/2m)

2y
Q= % exp[—a + ae™™ + 1 — mtK(mt) + 2Ko(mt) + O(e™™)]
e
~ exp(—a + ae”™) (7.7.17)

In obtaining (7.7.17) we have kept only the leading-order terms in mL,
and in effect have disregarded eigenfunctions with nonzero momentum p.
We call this the static approximation, and a detailed study shows that this
approximation has the leading-order effects.

Ignoring the overall constant, we have

Q~e @ Z [C::} e mmt (7.7.18)

Hence, from (7.7.17) and (7.7.18),
E,=nm (7.7.19)
and
—a Q"
|Cnl® = e [n,] ;Y lcP=1 (7.7.20)

As expected, only the static eigenstates |n,—o) = |n) with energy nm con-
tribute to |®); note |®) is a Poisson distribution in |n) and

) ~ > Culn) (7.7.21)
n=0



166 Two dimensional quantum electrodynamics

We obtain
2 9°L
E = (O|H|®) = mzn:n|0n| =ma ="~ (7.7.22)
Note the static approximation gives the correct expression for the energy.
Using the properties of the Poisson distribution, we have for the energy
dispersion

AE = (B|H?|®) — E* =m® ) _n’|Cp* — E*> =mE  (7.7.23)
n

The dispersion in the energy is large and is proportional to the energy of the
state. Hence in any numerical calculation it would be difficult to separate
out the energy of the state from the background statistical fluctuations. We
can see the origin of this large fluctuation by expanding the |C,|?> about
its maxima, and assuming all the coefficients are real, we obtain, up to a
normalization constant,

@) ~ ) exp [—;(n — a)Q] n) (7.7.24)
n=0

We see that |®) is peaked at the state |[N) with integer N = «, and has a
spread of 2a which gives rise to the large dispersion for F.

Identifying the eigenstates |N) as n pairs of fermion-antifermion bound
states, we have the interpretation of (7.7.24) that the excited gauge invariant
state is, with the largest amplitude, a state of N ~ mL pairs. That is, for
large L the gauge string ‘breaks’ instantaneously into a number of pairs
proportional to the length of the string. See Fig. 7.7.

Hence, if we view the state |®) as a case where the quarks (fermions) are
well separated and attempt to see the single quark, we will end up observing
the bound-state pairs and not the isolated fermion. Once the fermions consti-
tuting the gauge invariant state are separated by a distance larger than m™=!,
pair production takes place. Hence we conclude that the fermions are per-
manently confined within a distance of m™!, and no isolated single fermion
can be seen for separations much larger than m~!.

This view of string breakup has been discussed by other authors and the

Schwinger model provides a quantitative basis for this.

7.8 String tension and fermion confinement

We define the string tension p as the change in the energy of the string when
the length is varied.
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Figure 7.7 Eigenfunction expansion of the gauge invariant fermion-
antifermion state.
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Figure 7.8 The Wilson loop.

That is,

where F is the energy and L the length of the string. For the gauge invariant
fermion-antifermion state |®) we have from (7.7.15)

g
- 8.2
=7 (7.82)

The connection of p with the Wilson loop integral can now be obtained.
Consider a square contour of length L and width ¢ and with enclosed area
I' as shown in Figure 7.8. Similar to Eq. 7.5.1, the Wilson loop is given by

W= (exp [z 7{ A#dly]> — (exp {2 / a2s]> (7.8.3)
C T
Performing the bosonic path integral yields
W =exp|R(t,L) + R(L,t)] (7.8.4)

where R(t, L) is given by (7.7.10).
For large loops and large time, we have

g2

—o - (t+ L)+ 0™ e (7.8.5)

W =exp
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We see that W does not have exp(-area) Wilson behavior, and the string
tension p cannot be extracted as the coefficient of the area term. The reason
for this is the string breaks into (£ + L) pairs and gives the exp(-perimeter)
behavior for the loop; in other words, fermion pair creation removes the
Wilson behavior for the loop.

The Wilson loop in the absence of the fermions can be obtained by setting
m =0 in R(t, L), and we obtain the exact result,

e
W = exp [—2tL} (7.8.6)
= exp [—utL] (7.8.7)
@ " @ B :‘“‘ R 'I"
mR>>1 mR>>1 mR~1

Figure 7.9 Breaking of the string.

and the string tension is the coefficient of the area term. Hence p can be
obtained by studying the large gauge-field loops in the absence of fermions,
and the introduction of fermions does not change the value of u, at least in
Schwinger QED. Note that in the presence of the fermions, for small loops,
ie, t,L <1, we again have

W = exp[—utL + O(t%, L?)] (7.8.8)

We hence have the following picture for confinement in Schwinger QED.
The small gauge-field loops show the Wilson exp(-area) behavior. As the
loops are made larger and larger, due to the Wilson behavior of the pure
gauge loops, large energy is required to make these loops, and instead the
system produces fermion-antifermion pairs, breaking the string and giving
the exp(-perimeter) behavior. The string breaks, i.e., crosses over from the
area to perimeter behavior at the characteristic length scale of the system,
which for Schwinger QED is m~'. See Figure 7.9.

In summary, the behavior of the large gauge-field loops in the pure gauge
theory determine whether or not there is confinement of the fundamental
fermions, and the Wilson criterion is appropriate. However, in the presence
of the fermions, confinement can be equally studied by looking at the en-
ergy of the fermion-string-antifermion state, which involves looking at the
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short-time behavior of the system. Both these approaches can be used for
evaluating the string tension and give the same result in Schwinger QED.

7.9 Discussion

We solved the Schwinger model exactly using a point-spit current, and
showed that the axial-current anomaly is responsible for generating the mass
term for the boson field. A study of the Wilson loop integral for the inter-
acting theory indicated confinement according to an interpretation of the
Wilson criterion. In the presence of fermions, the loop integral breaks due
to the creation of fermion-antifermion pairs and does not show the area
law dependence. A detailed study of the eigenstates however confirmed that
there are no fermions eigenstates for the interacting theory.

7.10 Appendix I
We prove 7.4.8, that is

L0 4 p1(0)pa(8)) + 0(a) (7.10.1)

Fp:—;

where

) 1 1
Ly = (O (6) [ OO T ((6)12(0))
1 p+ l

(7.10.2)

We use the identity

Zeial“(a)pu(g)’}’u(e) _ eiah(@)p + (eialg(a) _ eiah(9))])2(0),72(0)(7.10.3)
W

to rewrite I',, and use the familiar identity(used in current conservation)
that

- (7.10.4)

to perform the momentum space integration. That is

Fp =I'1+IT9+T73 (7105)
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where
P = / i Ty (pl, 1) (7.10.6)
= (1= o) [aupr et (7.10.7)
l
1
= —;p%(@) +0(a) (7.10.8)
Ty = 2o (0) / ¢ie11(0) (al2®) _ iah @) Ty (15(9) 1 p—L ) (7.10.9)
! ["p+1
1
=~ pa(O)(p1(6) + p2(0)) + 0(0) (7.10.10)
and

1 1

Iy = p%(@) /(eiall(e) _ eialz(a))Z Tr (72(0)7’}/2(9)@) (71011)
l

= p5(0) /Z(emll(e) — e'a2()2 1y (72(9)%72(0)%) +0(a) (7.10.12)

) ) 9 2 _ 72
:p%(e) /(ezall(e) o ezalg(@))Z( l2(9)l4 ! (0)) (71013)
l
=0+ 0(a) (7.10.14)
Hence, collecting our results, we have from 7.10.8, 7.10.10 and 7.10.14
1
Lp = —;(p2 +p1(0)p2(0)) + 0(a) (7.10.15)

which is the result required.
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Bosonic string path integral

8.1 Introduction

A quantum particle consists of a point-like degree of freedom, as shown in
Figure 8.1. In contrast, a quantum string is a one-dimensional object with
the string degree of freedom extended in space, as shown in Figures 8.1 and
8.2.

Since the string is an extended object, and the evolution of a string spans
out a two-dimensional world-sheet embedded in d-dimensional spacetime,
as shown in Figure 8.3. The degrees of freedom of the string on the world-
sheet constitute a two-dimensional quantum field theory and the techniques
developed so far can be applied to the study this quantum field theory. The
approach of Polyakov (1987) is adopted for studying the covariant bosonic
path integral.

Figure 8.1 From point to a string.

The bosonic string theory is invariant under the reparametrization of the
string world-sheet, and to have a finite path integral, similar to gauge theo-
ries, a gauge for the metric on the world-sheet has to be chosen. The Faddeev-
Popov procedure of gauge fixing, discussed in Section 6.7 for the photon, can
be applied to choosing a gauge for the bosonic string.



172 Bosonic string path integral

L

Open string Closed string

Figure 8.2 Open and closed strings.

The bosonic string theory discussed in this Chapter is the quantum me-
chanics of an open string since the evolution of only a single string is consid-
ered. The fission and fusion of strings can be studied using the path integral,
and is briefly addressed later. The analysis of bosonic string quantum me-
chanics, including arriving at the critical spacetime dimension of d. = 26,
can be carried out exactly using free quantum fields defined on the under-
lying two dimensional world-sheet of the bosonic string.

t
A

>
X

Figure 8.3 Worldsheet of string

One of the most striking feature of the quantum mechanics of a single
string is that, unlike classical strings, it is only in certain critical spacetime
dimensions — d. = 26 for bosonic strings and d. = 10 for superstrings — that
the theory is consistent. This is shown in Figure 8.4. The critical dimension is
required to preserve conformal invariance and it has been shown by Polyakov
(1987) that the Faddeev-Popov ghost fields play a crucial role in determining
the critical dimension of spacetime.

Noteworthy 8.1: Superstring Theory

Superstring theory is discussed in many standard texts suchas Polchinski
(1998) — and which have being written for specialists. These texts are very
technical, extensive and exhaustive — and require a major effort to master.
The book by Zwiebach (2009) is an excellent introductory text on super-
strings written for physics undergraduates.
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Figure 8.4 The superstring is inconsistent with quantum mechanics in four
dimensional spacetime but is consistent in ten dimensional spacetime.

The mathematics of superstring theory is a natural continuation of quan-
tum field theory. Without introducing any fundamentally new mathematics,
one can start to study the formalism of superstring theory.

In this Chapter, the quantum mechanics of the covariant bosonic string is
studied as an example of free quantum fields in two dimensions. This Chapter
is meant as exemplar of how quantum mathematics can be extended into
greater and more complex domains — as is the case with the formalism of
superstring theory. String theory illustrates new features of free quantum
fields, which forms one of the cornerstones of superstring theory.

8.2 Nambu-Goto String Action

Consider a relativistic point particle of mass m moving in a flat d-dimensional
spacetime with metric n** = diag(—1,1, ..., 1); the trajectory of the particle
is given by X*(7), where 7 is some parameter (u = 1,2,...,d), and shown
in Figure 8.5. The action S is given by the proper distance covered by the
particle in going from the initial to final position, i.e.

b
S = —m/ ds (8.2.1)

b rdX dx \*

The action is invariant under reparameterizations, that is

T=7(1) (8.2.3)

X(r) = X'(7)
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>
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Figure 8.5 Worldline of particle

yields

b / N 1/2
dX'dX
S = —m/ <d7‘l I ) dr’ (8.2.5)

A string on any spacelike slice is specified by the string coordinates X* (o),
where o is a parameter; as it evolves in time, the string sweeps out a two
dimensional surface given by coordinates X (o, 7), as shown in Figure 8.3.

In analogy with the relativistic particle, the Nambu-Goto action is pro-
portional to the area swept out by the string, and string tension T (with
units of energy/length) is the analog of mass.

T
Sva = —5- / dodr[det(0,X195X,) (8.2.6)

with o, 3 =0,1=7,0.

The area of the string world-sheet is independent of reparametrizations, as
shown in Figure 8.6. The string coordinates X* (o, 7) are vectors in spacetime
but on the world-sheet they are scalars. One requires that the action is
invariant be the infinitesimal reparametrization transformations given by

=7 =74+&%0,7) (8.2.7)

oo =0+ o,71) (8.2.8)

Xu(o,7) = X,(0',7") = X (0,7) (8.2.9)

The reason that the spacetime coordinates of the bosonic string X, (o, 7)

are invariant under world-sheet reparametrizations is because, as mentioned,
they are world-sheet scalars.

The world-sheet has a Riemannian metric go3(o, 7) in term of which the
Polyakov string action is (¢ = det gog)

S = —21 / dodr/gg™" (0aX"05X,) (8.2.10)
s
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b)

Figure 8.6 a) One choice of parametrization of the world-sheet using coor-
dinates o, 7. b) Another choice of parametrization of the world-sheet using
coordinates o', 7’.

Eliminating g,g in S using the field equation for g,g yields the Nambu-
Goto action. Although the two actions are equivalent at the classical level,
they are quite different at the quantum level. Most importantly, the Polyakov
action can be given a reparametrization invariant regularization (for exam-
ple the Pauli-Villars regularization) which reveals the quantum conformal
anomaly of the string action.

Under the reparametrization (diffeomorphisms) given by Eq. 8.2.9, to 0(&)
we have

0908 = Vals + Vgéa (8.2.11)
OX = X9, XH (8.2.12)

where
vafﬂ = aozfﬁ + leﬁg'y (8.2.13)

and I'} 5 is the Christoffel connection of the metric gas.
The action is invariant under Weyl (conformal) rescalings, namely

09ap = M0, T)gas (8.2.14)
SXP =0 (8.2.15)

Lastly, the action is invariant under space-time Poincare transformation
0XH = aZX” + v (8.2.16)

where a™wu, and b™u are constant.
In addition to S, the other terms which are reparametrization invariant
are (R® is the world-sheet Rioci scalar)

Sy = ug/dadﬁ/g (8.2.17)

Sy =\ / dodr/gR® (8.2.18)
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The action Sy is necessary in spacetime dimension | d., the Ss yields the
Euler number for world-sheet of non-trivial topology.

8.2.1 Light Cone Gauge

Perform dg,p integrations in Eq. 8.3.1 and recover the Nambu-Goto action of

Eq. 8.2.6 and then fix a gauge for the X* (o, 7). Using light-like coordinates

O+ = (% + %), we choose non-covariant constraints

Z = / DX5(0, X0, X)5(0_XD_X)ene (8.2.19)

To linearize the constraints, choose the gauge for X* to be
Xt=xl+x? Xt=a+4+p'r (8.2.20)

Integrating out X+ from the path integral yields a Hamiltonian involving
only the physical degrees of freedom. However, the light-cone formalism is
only invariant under SO(d — 2) Lorentz transformations and not manifestly
covariant. This poses severe problems in second quantizing the theory to
obtain a field theory of strings.

8.3 Covariant Quantization

Following Polyakov, the string action is quantized using the Feynman path
integral; let ¢ denote an initial f the final string configuration; then the
amplitude for the transition from ¢ to f is given by

!
Z—/ DgDX exp(iS[g, X])

Dg = H dgoodgi1dgi2
DX =[] ]]dx"(o.7) (8.3.1)
o, T

where recall from Eq. 8.2.10

S = _% / dodr/g9°" (8aX"0p,,) (8.3.2)

Due to invariance of S under reparametrizations, the expression in Eq. 8.3.1
is divergent; to remove this divergence we have to gauge-fix the path integral.
Usually, one of the following two gauges are chosen.
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8.3.1 Conformal Gauge

177

The other choice is to choose a gauge for the metric ¢®?, with no constraints

imposed on X*; hence, in this approach the system is manifestly covariant

even after gauge-fixing. The light-like coordinates are

==l A0

Let

Also, for a two component vector

viE=1vot V!
1
Vi = 5(—vojcvl)

In these coordinates, the metric h is

| hr P ) s o

or

1
hyy = 1(911 + go2 + 2912)

1
h__ = 1(911 + 922 — 2912)

1
hy =h_4 = Z(gn — g22)

The path integral can be written as
Z == /dh++dhdh+dXeiS[h7X]

We choose the conformal gauge defined by

o,T -10

or equivalently

hiy=0=h__
]’L+_ = —€¢/2

(8.3.3)

(8.3.4)

(8.3.5)
(8.3.6)

(8.3.7)

(8.3.8)

(8.3.9)

(8.3.10)

(8.3.11)

(8.3.12)

(8.3.13)
(8.3.14)
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To implement the conformal gauge, the method developed for the Faddeev-
Popov gauge- fixing procedure discussed in Section 6.7 is followed. The sym-
metry for strings is reparametrization invariance and a gauge is chosen to
render the path integral finite. The following needs to be evaluated

| De-DE b s6 5 (62) (8.3.15)

where hy () is the value of hyy (&) after an infinitesimal coordinate trans-
formation given by Eq. 8.2.9. From Eq. 8.2.11, it can be shown that

6(h+(§)) = V&4 = 04864 + (0+9)&+ (8.3.16)
S (6) =V ¢ =06 — (0D (8.3.17)
Changing variables from to {1 to hyi(§), h——_(&), we have
Dhyy(€) = det ( h;;z )> D¢ (8.3.18)
Dh__(€) = det < ) De_ (8.3.19)

Hence, from Eq. 8.3.15
| DeeDe b s€)3h- ()
= (det VdetV_)"! / DhyyDh__6(hy)o(h—_)  (8.3.20)
Since
/ Dhe Dh__§(hss)S(h__) = 1
we obtain
| = det V, det V_ / DELDE 5(hss (E)3(h__()) (8.3.21)

We have, from Egs. 8.3.11 and 8.3.21
Z = / DhysDhy DXDE, DE_ X (det Vi det V_)(hy i (€))8(h__(€))

We do the inverse transformation h(¢71); since S[h(¢71), X] = S[h, X] due
to reparametrization invariance — and similarly for det(V,) and det(V_)
as they are reparametrization invariant). Hence the [ DE_ D&, integrations
decouple from Z and yield

Z = / DhyDh__Dh,_DX det V det V_8(hyy)d(h__)e X1 (8.3.22)
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8.3.2 Weyl invariance

The variables hy 4, h—_ have been eliminated in eq. 8.3.22 due to the delta-
functions; only hy_ is still coupled to the string coordinates X,. At the
classical level, due to Weyl invariance, hy _ also decouples from X* as can
be readily seen from the action Eq. 8.3.2 evaluated in the conformal gauge.

The Faddeev-Popov Jacobians det(V ), det(V_) can be represented using
fermion integration as given in Eq. 6.12.9 and yields

det(V,) = / Dc™ Db e~ [ dodre™ Vb (8.3.23)
det(V_) = / Dct Dby et [dodretV_bey (8.3.24)

where ¢*, by are the Faddeev-Popov anticommuting ghost fields. The ghost
action is given by

1
Sgn = = /dng {¢Vib +¢"Vby ) (8.3.25)

Similar to the string coordinates X, the Weyl scaling transformation for
the ghost fields, at the classical (non-regularized) level, from Egs. 8.3.25,
8.3.17 and 8.3.24, yields

Sy = —= / dodr {c_e_¢8 (b)) + c+e_¢3_(6¢b++)} (8.3.26)

s

By performing the rescalings
Ci — e“z’ci, b:l::t — 6¢bi:|: (8.3.27)

the field ¢ decouples from Sy;, and yields

1
Sgh = —— /dadT {eorb_+ct 0 by} (8.3.28)
7r

8.3.3 String path in conformal gauge

It has been shown by Polyakov that Weyl invariance is broken due to quan-
tum effects, and that for bosonic strings only in d = 26 spacetime dimensions
does the first quantized string become conformally invariant and the confor-
mal field g, consequently decouples from the string field.

Henceforth, we will only consider d = 26. Let

c=ct,co=¢b=0b__b=>byy
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The integration Dhy_ decouples from the path integral in d = 26 and the
conformal gauge we have chosen results in

Jab = Tab
We obtain, from Egs. 8.2.10 and 8.3.28, the covariant gauge fixed action

T 1 -
SeflX, e b] = - /dad78+X“8_XM - /dad7(c@+ b+ co_b) (8.3.29)
Hence the path integral, from Eq. 8.3.22, is given by

= / DX DhyyDh,_ det V. det V_§(hy 4 )d(h__)e'Sh]

= / DX DeDbDeDbe o106 (8.3.30)

Eq. 8.3.30 is the sought for result of gauge-fixing and is the form of the
string path integral for the remaining analysis.

o VoL

Figure 8.7 a) Open string with many holes. b) The string path integral
given by a summation over distinct topologies.

To go beyond single string dynamics, according to Polyakov (1987) the
fission and fusion of strings can be viewed as the world-sheet having non-
trivial topology, ‘handles’ for closed strings, specified by the Euler number,
and ‘holes’ for open strings. Figure 8.7(a) shows a string world-sheet with
non-trivial topology. The full action is the S+ 52 and we have for the second
quantized string field theory

=y e tmiEuery / dm / DX DbDbDeDeeSX+1(8.3.31)

Topologies

where m = (my,ma,...) are the moduli parameters specifying the confor-
mally inequivalent metrics for a given topology. The summation over all
distinct open string topologies is shown in Figure 8.7(b).

The Faddeev-Popov ghosts b, ¢, b, ¢ are essential for decoupling the non-
physical states; their role becomes even more important when fermions are
introduced, since, unlike the case of bosonic degrees of freedom, the ghost
fields are directly involved in the emission and absorption of fermionic de-
grees of freedom.
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8.4 Virasoro Algebra

Recall the Polyakov action in conformal gauge is

T 1
S = —/d0d78+X”a_Xﬂ - — /dad7(c+8_b++ +c04b-_) (84.1)
T 7T

This classical action must be taken together with field equations for g.g
yield the constraints on the classical string coordinates of vanishing and
traceless energy-momentum tensor; that is from action given by Eq. 8.2.10

1 48
Toyp=——=——=0 8.4.2
o8 = T SgaB (8.4.2)
or
1
Top = 0o X0 X — iga/gaX@X (8.4.3)
In light-cone coordinates
T++ - 3+X8+X - 0 (844)
T _=0_X0_-X=0 (8.4.5)
T, =0=1T% (8.4.6)

To obtain ng’ note we can form, with respect to o, 7, a two vector ¢® out
of ¢* and a traceless symmetric tensor b,z out of b4+ ; then

1
Sp= / dodrc®0%bag (8.4.7)
and on making the variation 7 — 7 4+ d7 and ¢ — ¢ + do, we obtain
1
T_‘?_}j_ = §C+8+b++ + 8+c+b++ (848)
1
9" = 3¢ 0b —0_cTh_ (8.4.9)
T" —0 (8.4.10)

We now limit all further derivations to the case of open strings. The open
string coordinate is specified by parameter oel0, 7] with X (0,7) # X (7, 7).
To obtain the field equation for X (o, 7) we make a variation X — X 40X,
and obtain

0+0_XH(o,7) =0 (8.4.11)
together with the boundary condition
0X(0,7)0:X (0, 7)|5—g =0 (8.4.12)
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To satisfy the edge condition we have for the open string

0:X(0,7) =0= 0, X (m,7) (8.4.13)
Hence, from Eqs. 8.4.11 and 8.4.13
. T,
XH*o,1) = Xt +phT 41 Z —ahe ™™ cosno (8.4.14)
n#0 n
+oo )
PH(o,7) = 0. X (o,T) = Z abe™ """ cosno (8.4.15)
—00

where aff = pt
For quantization, we impose the equal commutation equation

[PH(o,7), X*(o', )] = —in"§(c — o) (8.4.16)
which yields
[y, e, ] = 0" Ongm, 0 (8.4.17)
and
", XY = —in™” (8.4.18)

Note X, is the position of the center of mass of the string and p# its total
linear momentum. We also have

+oo
1 )
e XM = o > aken(Ee) (8.4.19)

n=—oo

We finally obtain the normal mode expansion of the energy-momentum ten-
sor operator

+o0
Tip = (0:X)? = Y Lpe™™*) (8.4.20)

n=—oo

Since the a,,’s do not commute, we adopt the following definition for L,, as

1
Ln=3 > ok 0, n#0 (8.4.21)
n=-—oo
Lf=L_, (8.4.22)
P PR
Lo=Li = ;o3 + Dk amy (8.4.23)
m=1

L,, are the Virasoro generators which will express the constraint that Ti,53 =
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0 between physical states; they satisfy the Virasoro algebra with central
extension given by

d
(Lo, L] = (0 — m) Ly n + ﬁn(n2 — 1)dptm0 (8.4.24)

where the last term is a c-nunber called central extension and reflects the
breaking of Weyl invanance. The operator Ly yields the masses of the string
excitations and in effect is the Hamiltonian; to see this, note that Lo deter-
mines the time evolution of X* i.e.

XH(o,7) = 0. X (0, 7) = i[XH, L] (8.4.25)

We now derive the operator expressions for the ghost for the fields: the
invariance of the action under the BRST transformation Eq. 8.3.29 for the
open string requires the boundary conditions

ct(0)=c(0), CT(n)=c (n) (8.4.26)
and
b——(0) = by (0),  b_—(7) = by (m) (8.4.27)

This yields the normal mode expansion consistent with the ghost field equa-
tions as

+oo
(o, 1) = Z M) (8.4.28)
00 '
bii(o,m)= Y ™Mb, (8.4.29)
with
{Cm bm} = 5n+m,0 (8.4.30)
We also obtain from Eqs. 8.4.27 and 8.4.29
00 '
T = N emtrEIL, (8.4.31)
with
+0o0
79" = > (n—m)bpimcm (8.4.32)

Note the unusual definition of the Fourier expansion in Egs. 8.4.29 and
8.4.31 made for later convenience. The : : stand for normal ordering w.r.t.
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an appropriate ghost state vector. The Virasoro algebra for the ghost sector
is

13
(L3 L3 = (= m) L3 — (0 = Ddasmo (8.4.33)

Hence, from Eqs. 8.4.24 and 8.4.33, we see that the generator of the world-
sheet Virasoro generators

L, =1L,+ L
has the following algebra
1
(Lo, L) = (n—m) Ly + E(d —26)n(n? — 1)8n4m.0 (8.4.34)
Generator £,, has central extension
d—26

c= B =0 for d=26

and in d = 26 the bosonic string has the following Virasoro algebra
(Lo, L] =n—m)Lpim ; d=26

The vanishing of central extension is required for Weyl conformal invari-
ance and this is the reason that a bosonic string is consistent only in d = 26.

8.5 BRST invariance

Although ¢, b and ¢ b seem unrelated in the action Eq. 8.3.29, they are
connected via the BRST symmetry transformation; the action is invariant
under the BRST transformation given by

Then
SXH = e(b0_ + b0, ) XH = eAXH (8.5.1)
5b = eAb, &b=eAb (8.5.2)
Sc = e+ 20_be + gmxa_X) (8.5.3)
6¢ = e(c+20_bc+ nga_X) (8.5.4)

From the BRST transformation given in Eqgs. 8.5.1 we obtain a conserved
current

o jBRST
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which yields the conserved BRST charge

1 .

@BRST = 5

/ doc™ (Tyy +T") + (T +T) (8.5.5)
0

> 1
=co(Lo— 1)+ Y (c-nLn + L ncn) — 3 > CmonComby t (8.5.6)

n=1

Classically, Q%RST = 0 for all dimensions, but on quantization due to
normal ordering we have
d— 26
Q¥rsT = —5 0=0 for d=26 (8.5.7)
where O is an operator.
QBrst contains all the information on reparameterization invariance even
for the gauge-fixed action. We will fix the physical space of states using the

properties of Q%RST.

8.6 Physical Bosonic State Space

To obtain the physical states of the first quantized string, we need the string
Hamiltonian together with the constraints on the Hilbert space resulting
from reparametrization and conformal invariance.

In non-covariant light-cone gauge, the constraints introduced in the path
integral in Eq. 8.2.19 are simply the vanishing of T and 7T__, and which
lead to a Hilbert space with only physical states.

The classical constraints 7+ = 0 = T__ on covariant quantization cannot
however be taken as operator equations since this would imply all L, =
0 which is inconsistent with the Virasoro algebra. Hence, similar to the
Gupta-Bleuler covariant formulation of QED discussed in Section 6.10.1, the
constraints are expressed in the covariant quantum theory as the vanishing
of the matrix elements of the energy-momentum tensor operator between
any two physical states. We will see later how the vanishing of these matrix
elements are just enough to decouple the negative norm states (that always
result in covariant gauge-fixing) from the physical state space.

Let (phy| be a physical state of the string; then, due to 8.4.6 we have

(phy|Ts 4 |phy) =0 (8.6.1)
(phy|T__|phy)" =0

We will implement Eq. 8.6.2, completely ignoring for now the ghost fields.
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From Egs. 8.4.19, 8.6.2 implies that for any physical state |phy)

L, |phy) = 0 = (phy|L_, n>1 (8.6.3)
(Lo — 1)[phy) = 0
Note that due to ordering ambiguities, Lg is replaced by Lo — « in T4y,
and a = 1 due to Lorentz invariance in d = 26 dimensions. It can be shown
that if |neg) is any zero or negative norm state, then Eq. 8.6.3 implies that
(neg|phy) = 0 and hence, as required by the probabilistic interpretation of

quantum mechanics, the physical states are all of positive definite norm.
The ground state of the string is denoted by |0; k), is defined by

ahl0;k) =0, n>1 (8.6.5)
ol |0; k) = k|0 k)
The excited states of the string are given by the Fock basis

{n}; k) =™ o2 .. |0;k) (8.6.7)

—nip o —n2 -’

An example of a negative norm state is o ,|0; k) since

(K;0[a8a® 0; k) = n"06%0(k — k') = —6%6(k — k') (8.6.8)

n——n

These type of negative norm states are all eliminated using the gauge con-
ditions Eq. 8.6.3.

To evaluate the mass spectrum recall from Eq. 8.4.20, the mass of string
excitation is

M? = —p? = —a? (8.6.9)
M2 =29 <Z oty — L0> (8.6.10)
n=1

Hence, on |phy), using Eq. 8.6.4

M?|phy) = 2 (Z O poy — 1) Iphy) (8.6.11)

n=1

The ground state Eq. 8.6.6 of the open string |0;k) satisfies conditions
Eq. 8.6.3 for M? = —2; hence, the ground state contains a tachyon.

Consider the first excited state ¢, (k)a" |0; k); for L,,, n > 0 to annihilate
this state requires

Cuk =0 (8.6.12)
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which means there are only d—1 independent polarizations for ¢,,. The norm
of this state is positive only if

¢t >0 (8.6.13)

One of the (d — 1) states allowed by Eq. 8.6.12 has null norm for K? =
0 = M?, and consequently decouples from the physical subspace. Therefore
from Eqgs. 8.6.12 and 8.6.13 we see that for M? = 0, (, has only (d — 2)
polarization states. Hence, the first excited state consists of a massless vector
particle having the expected d — 2 states of polarization, and is interpreted
as the gauge field quantum of the Yang-Mills field.

In summary we have the following spectrum states

(Mass)?  State

-1 |2) = |vacuum) :scalar tachyon
0 o,]Q)

:massless vector particle with (d —2) states of polarization
1 ay|), ot a4 |)

(d—2)+(d—2)(d—1)/2=L1(d+1)(d—2)

Polarizations : Massive particle

The analysis of the string spectrum of states can be carried out level by
level for all the higher energy states and shown to be free of negative norm
states. The analysis for physical states made no reference to the Faddeev-
Popov ghost fields; a more modern analysis of the spectrum of states uses
@BRsT to define the physical subspace.

Consider an enlarged Hilbert space consisting of string states and ghost
field states. A physical state |¢) has the string coordinate field X* decou-
pled from the ghosts and hence will, in general, be of the form of a tensor
product (similar to the factorization of the tranverse and longitudinal modes
in Gupta-Bleuler QED)

|¢) = [Phy)|)gn (8.6.14)

where |Q) g, is the ghost vacuum. Since Qizgr = 0 for d = 26, we consider
two states |¢) and |¢)’ to be equivalent if

9)" = |¢) + QBrsT[X) (8.6.15)

The complete set of constraints on |¢) due to reparametrization invariance
is expressed by the single equation

@Brst|9) =0 (8.6.16)
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Note the crucial point that since QgRrst is conserved, the condition Eq. 8.6.16
is valid for all time.

In addition to Eq. 8.6.16 we also demand that |¢) be an eigenstate of the
antihermetian ghost number operator with eigenvalue —% that is

1
Nonl¢) = —51¢) (8.6.17)
where
S 1
Non = Z(b*ncn + ¢onbn) + 5[00, bo] (8.6.18)
n=1

Note fields ¢, b have ghost number 1, - 1 respectively. The ghost vacuum is
defined by

Cn|Q>gh =0= bn’Q>gh, n>1 (8.6.19)
The normal ordering for L%" is not defined w.r.t. |2) g, due to the ambiguity

for the ordering of zero modes ¢y and bg; instead normal ordering is defined
w.r.t. the SLy invariant state |0) 4, which is annihilated by by; more precisely

cn|0)gh =0 5 n>2 (8.6.20)
bolOhgr =0, 5 n>—1 (8.6.21)

and
Qg = c1|0)gn (8.6.22)

Note |€2) 4y is the lowest energy state for the ghost sector. With these prop-
erties of the ghost sector states, it follows that

@BRrsT|?) = (Lo — 1)|th>CO|Q>gh + Z Ln‘th>Cfn|Q>gh (8.6.23)
n=1
Hence, requiring

@BrsT|¢) =0

yields from Eq. 8.6.23 for the string sector
(Lo — 1)|phy) =0 ; Lp|phy) =0, n>1 (8.6.24)

which are precisely the gauge constraints Eq. 8.6.3 in the formulation of
covariant string quantization.
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8.7 Conclusion

There are many separate directions one can go from here. To remove the
troublesome and non-physical tachyon state, fermions are introduced with
supersymmetric coupling to the bosonic string. This yields a zero mass vac-
uum state and a critical dimension of 10.

The calculation for open strings can be repeated for closed strings, and
the striking feature of closed strings is the complete decoupling of the left
and right moving modes. To obtain the heterotic string, the left modes are
considered as purely bosonic and moving in 26 dimensions while the right
modes are considered to be supersymmetric and in 10 dimensions. The left
moving bosonic string are compactified to 10 dimensions plus 16 flat (toral)
internal dimensions.

Strings are an example of a conformally invariant quantum field theory
in two world-sheet dimensional (parameter) space; powerful results from
two dimensional conformal field theory can be fruitfully used in analyzing
strings.






PART THREE
NONLINEAR QUANTUM FIELDS
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Free quantum field theories, based on a quadratic Lagrangian, are linear
and are similar to an infinite collection of (decoupled) quantum harmonic os-
cillators. There are no new features in the free field over and above quantum
mechanics. Although there are interesting questions like causality, antiparti-
cles and gauge fixing that one can study for free fields, viewed from the point
of functional integration, free fields are essentially a collection of infinitely
many decoupled degrees of freedom. The decoupled degrees of freedom can
be solved, one by one, and consists of a finite collection of independent
variables.

The key feature of quantum field theory that distinguishes it from quan-
tum mechanics is that it consists of infinitely many coupled degrees of free-
dom. The coupling of the degrees of freedom is realized by their nonlinear
interactions. In many instances, the fact that the system has infinitely many
coupled independent variables (degrees of freedom) leads to apparent di-
vergences and infinities in physically measurable quantities like charge and
mass.

Part Three is largely based on studying the four-dimensional nonlinear
scalar quantum field. The scalar degree of freedom is chosen since it is one
the simplest case — without having additional features that are unnecessary
for studying the infinities that arise in quantum field theory. For example,
other quantum field theories, such nonlinear Yang-Mills gauge fields or Dirac
fields coupled to other fields, also have infinities but are more complicated
to analyze than the nonlinear scalar field.

The key idea for removing infinities that arise in quantum field theory is
the concept of renormalization. The procedure of renormalization and the
renormalization group is required to ‘quench’ these infinities and shows how
to define and calculate physical parameters so that they are all finite. At a
more theoretical level, the concept of renormalization leads to the idea of
the renormalization group.

From the vantage point of the renormalization group, it becomes clear
that quantum field theory describes a system with infinitely many distinct
and coupled length scales, from zero to infinity. The formulation of the renor-
malization — based on a lattice or a momentum cutoff — pioneered by Wilson
(1983) clearly brings out this feature of quantum fields. The fundamental
reason why apparent divergences arise in quantum field theory is because
one is describing parameters at very large scales in terms of the parameters
at the very small scale. Once one describes, for example, parameters at a
given scale in terms of parameters of nearby scales, the theory is perfectly
finite and there are no divergences.

A quantum field theory is equivalent to set of all of its correlation func-
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tions. The free quantum field theory is the only case for which all the cor-
relation functions can be written in terms of the correlation function of two
fields. For all nonlinear quantum field theories, one needs to compute all
of the correlation functions. One can carry out a perturbation expansion of
the nonlinear quantum field about the free field; this perturbation requires
a small dimensionless parameter, which is usually a coupling constant con-
tained in the nonlinear interactions. For strongly coupled quantum fields,
other techniques and approximation schemes, mostly based on numerical
methods, have to be used.

The interpretation of the correlation functions depends on the theory be-
ing studied. In high energy physics, the correlation functions are related to
the scattering cross-section of the underlying particles; for a system under-
going a phase transition, the correlation functions yield the critical indices;
and in finance, the correlation functions describe the behavior of interest
rates. In this book, no attempt is made to refer to a specific applications of
the correlation functions unless necessary, since the aim is to view quantum
fields as a mathematical entity not tied to any specific application.

Feynman diagrams provide a diagrammatic and graphical way of calculat-
ing the correlation functions of nonlinear quantum fields as a perturbation
expansion about the free field. In some special cases, one can sum up infinite
classes of Feynman diagrams, but in general one has a power series in the
small expansion parameter. In addition to providing a direct physical in-
tuition for understanding and describing the complex behavior of quantum
fields, Feynman diagrams are also a powerful computational tool, since each
diagram corresponds to a precise and well defined mathematical expression.

Feynman diagrams are ubiquitous in the description of quantum fields and
will be used extensively in the later chapters. More complicated Feynman
diagrams are used for describing quantum fields that appear in particle
physics. In fact, it would be no exaggeration to state that the study of
quantum fields would not have made the progress that it has made if not
for the conceptual clarity and mathematical facility that Feynman diagrams
have brought to the subject.

The nonlinear scalar field is used for introducing Feynman diagrams. In
this book, only ‘one-loop’ calculations are carried out explicitly, and the
Feynman diagrams for these can directly read off from the action: there is
no need not write an elaborate set of rules. For this reason the rules of higher
loop Feynman diagrams are not discussed — which are covered in most books
on quantum field theory and need no repetition here.

The following Chapters elucidate the nonlinear properties of quantum
fields. The procedure of renormalization is discussed. The renormalized ef-



195

fective action is calculated to illustrate how renormalization is used for a
specific problem — such as symmetry breaking for quantum fields.

In Chapter 9, the nonlinear scalar field is shown to have many divergences.
The divergences are shown to be occurring in the apparent divergence in
the physical mass, coupling constant and field variables. Feynman dia-
grams are introduced as the description of the various divergences.

In Chapter 10 the procedure of renormalization is defined. A number of
different renormalization schemes are shown to render the theory finite.
In Chapter 11 the Callan-Symanzik formulation of the renormalization
group is introduced. The key concept of the fixed point of the renormal-
ization group is defined. It is shown how one can obtain non-perturbative
results, including the scaling properties, for a quantum field near the fixed
point.

Chapter 12 is on the effective action, which is the generalization of the
classical action. Symmetry breaking in quantum field theory is determined
by the effective action. The procedure of renormalization is employed to
compute the effective action to one-loop.

Chapter 13 discusses the effective action for a massless scalar field coupled
to the Maxwell Abelian gauge field. A renormalization group invariant
symmetry breaking of the theory is explicitly calculated to one-loop.
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Nonlinear scalar field theory: Feynman diagrams

9.1 Introduction

To understand the essential content of quantum field theories, we study
the scalar with infinitely many coupled degrees of freedom; this coupling is
achieved by introducing a nonlinear potential of the fields in the Lagrangian.
A cubic potential yields an unstable path integral, so the simplest nonlinear
term is a potential that is a quartic power in the field, given or a real
scalar field ¢(x) by A¢*. This theory is studied in detail in the following
chapters since many of the key ideas of quantum fields, including the theory
or renormalization, can be described by this nonlinear theory.

Nonlinear quantum field theories in general are almost impossible to solve
exactly. The best one can often do is to study these theories using various
approximation techniques. The nonlinear ¢* potential will be studied only
for the weak coupling sector, and we can then carry out all calculations as a
power series in A. This expansion is a perturbation expansion about the free
scalar quantum field. Furthermore, the terms in the perturbation expansion
will be given a graphical interpretation using the formalism of Feynman
diagrams.

9.2 Lagrangian of ¢* scalar field theory

The nonlinear ¢* Lagrangian, in Euclidean time, is given by the following

2 A
£=—[32 00 + B-g? + ot

i

S = /d4x£

The action is given by
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The action S must be dimensionless since it is exponentiated to define Z.
This defined the dimension of all the terms in the action. Consider the action
in d dimensional spacetime and let a has the scale of length. The dimension
of the field ¢ is a% and yields

- [/ An(@i07) = al. ¥ = dy= (2 -d)
Under a scale transformation, we have the following
r— 2 =br = ¢ @) =0bbp(x)
and which yields

/ dz(0;0)% — / d'a/ (0j¢))* = b2 p?e / dz(0i¢)* = / Az (0;4)

The dimension of the mass term m? is a®"; the mass term yields
1—m/dd:1:gz5 a%mqlq=) = g, =-2

Mass has dimension of inverse of length since ¢ = 1. This implies [p] =
[m],p = %, and pz is dimensionless from i = 1. Let the dimension of coupling
constant A be dy. This yields

1:[/\/ddx¢4]:ad)\ada4d¢ dy—d—4

Noteworthy 9.1: Noether’s theorem: Scale transformation

Recall from Eq. 3.2.7

oL oL )
0=0Spy = /W dzﬂ(wm ~ g, 4000 — %L1oa ) (9.2.1)

where
ot = 7=t ot s Ad = ¢(i) — ()
The scale transformation is given by
at — ot = eat

The Jacobian J, for d-dimensional spacetime is given by

ozH d
D el = J=¢€"
From Section 9.2, under a scale transformation

. 1

0@) = eeo(a) 5 dy = 52— d)
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For the self-interacting quartic scalar field the action is given by
2
AN Mgy Aga
ﬁ__{z 229" + 2

i

S:/WM

Hence under a scale transformation, we have that, using d,,, = 2, the follow-
ing

The action is given by

T —2)e 1 m2 € — e)‘
L(6,&) = —el72¢| 237 (010) + Tt g? + el L]

2

For d = 4, the field ¢ had dimension of dy = —1, mass has dimension of
—2 and A is a dimensionless coupling constant. The massless Lagrangian
(m = 0) in d = 4 transforms as follows

L(6,7) = e "L(),2)

and the Jacobian is J = e*¢. Hence, in d = 4
S:/&m@@:/&w@m

and the action is scale invariant.
For an infinitesimal scale transformation

Ap=—cp ; TV =22t + 0zt = da¥ = ext

Hence, from Eq. 9.2.1, the Noether current is given by

oL oL
—eJH = A — [y — 6V L]
I 500 B 0

Dropping the overall € factor, the scaling current given by

1
T" = 60,6 + |0,:60"6 — " (50,606 — Ao") |,

Consider the partition function given by

Z:/D@S:/DW%”I

In terms of the Fourier transformed variables

d*p : .
o) = [ e = [ 76+ 6y = [ alac o)
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the quadractic term in the action is

1
So = —Q/sf)—p(p2 +m*)ep)
p

and the quartic nonlinear term is

— A 4 4
SI = —I d Ty (:L’)
A
T 0(P1 + P2+ P3 + Pa) Py Pp2 s P (9.2.2)
T Y Pp1epa

The nonlinear term couples all the degrees of freedom and in particular,
transfers momentum across degrees of freedom with vastly different mo-
menta.

Consider the case of weak coupling, with the dimensionless coupling con-
stant being small, that is, A << 1. To evaluate all the quantities, one can
expand the nonlinear term in a power series

1
e =1+8;+ 55% +0(N)
In particular, the partition function is given by
1
Z:/D¢650[1+SI+28?+~~] =200+ 21+ Zo+---) (9.2.3)

The normalization, which gives an overall constant, is given by

Zy = /DgoeSO

The first non-trivial term is

1 A
7 = Z/D‘PBSOSI — 4'/ 5(Zpi)E0[90p190p290p390P4]
0 *JP1pa 7

where we use the notation
1
Eo[OWl) = 5 [ Dee0lel & Zo= [Dee (924

To evaluate this term requires the four field correlation function using the
quadratic action and is the lowest order result. All the higher order terms
in the expansion for Z require the evaluation of the correlators of higher
and higher order, and all these can be evaluated using the so called Wick’s
theorem.
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9.3 Wicks Theorem

Wick’s theorem is the result of Gaussian path integration and to foreground
the derivation, the derivation for a finite number of independent degrees of
freedom is first reviewed.

Recall from Eq. 4.13.3 all the correlators for Gaussian random variables
can be evaluated from can be obtained from the generating function Z[J].

— Zi /Dx exp{—% meanﬂﬁn + ;ann}
= exp(= ZJ ML J,) = exp{[W[J]}
with
Sy = —;;meanEn i Zy = /D:Uexp{Sg}

In particular, the correlator of two random variables is given by
82

ZlJ
OJZGJ j [ ] J=0

A 1

Elxixj) =%ix) = — /Dx :L‘ixjeso =
Zo

= Mi;1 = D;; : contraction

The correlation of odd number of variables is zero. The correlation of even
number N variables is given by all possible pair wise contraction of the
random variables; this yields

Eolxi TiyTiy -+ Tiy_ Tiy] = m . -M—i—all possible permutations
Consider the example of
PYRar
OJy-Jy
= Da2D31 + Dy1 D32 + Daz Do (9.3.1)

Ep[zix9w324] = /DmeSOx1x2x3m4 =

The three terms are the result of making all possible pair-wise contractions.
The generalization of the result for a finite collection of Gaussian random
variables to quantum fields is called the Wick’s theorem. Consider the free

field action
/# )2+ m2¢?)

with the action in momentum space given by

4
50:_1/(d om0+ m)o,
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The generating functional is

eI = exp{;/d4xd4yj(33)D(x —y)J()

1 [ dY 1
= — _ 3.2
exp {5 / T (9.3.2)

where

d'p
J(z) = / (27:)746119me

The action is translational invariant, namely S in invariant under x —
x+a. Hence, all the correlators have translational invariance. The propagator
is given by

. 1
E =D(x—y)= [ ?PeYD, . D=5
9(@o(w)) = Dla —9) = [ HID, 2 Dy =

In momentum space, the propagator is given by

Bolopty] = / dhxdye ) Byp(2)p(y)] = 6(p + 1) D,

d(p+p
_ o tp) (9.3.3)

pe+m
Feynman diagrams are a graphical method for representing the correla-
tion functions of quantum fields. A fundamental ingredient of the Feynman
diagram is the propagator, which is represented by a straight line given in

Figure 9.1.

X y p
a) b)
Figure 9.1 The Feynman diagram for the propagator is a single contrac-

tion and is represented by a straight line: a) In real space D(z — y) b) In
momentum space D,,.

Wick’s theorem states that for a product of an even number of quantum
fields, the correlator is given by all possible contractions; hence, similar to
Eq. 9.3.1 the result is

Eo[p(x1)p(x2) - - - d(xi)p(z5) - - d(xn—1)p(zN)]

= D(xy —x2)---D(x; — ;) D(xn_1 — xzn) + all possible permutations
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Xi X2 X; X Xi X2 Xi Xz

e

X3 Xa X3 Xa

X3 X4 X3 Xa

Figure 9.2 Free field expansion of the four-point correlation function.

The n-point correlation functions of the Gaussian theory are denoted by
D(zy---zn) = Eolp(z1) - - p(zn)]
and the four point correlator for the free field is denoted by
D(z1,z2, 3, 24)
For the free field, using Wick’s theorem yields, similar to Eq. 9.3.1, the result
D(x1, 9, 23,24) = D(x1 — 29)D(23 — 24)
D(x1 — x3)D(x9 — x4) + D(x1 — 24)D(29 — x3) (9.3.4)

Figure 9.2 shows the pair wise contractions that yield the four-point correla-
tor for a free quantum field. The various ways of contracting the four fields,
all of which are in-equivalent, are shown in the Figure 9.2.

In the next Sections, the four-point correlator for a Lagrangian with non-
linear quartic interaction will be studied in detail and the Gaussian portion
of the four point function, given above, will be subtracted to leave the purely
nonlinear portion.

9.4 Partition Function

Recall we have an expansion for the partition function given by

1
Z:/D¢e50[1+51+25%+---] =201+ 21+ Zo+---)
with the first non-trivial term given by
1 A
Zy = A /DSWSOSI T 5(Zpi)E0[‘Pp1<Pp290p380p4]
0 “preps T

The interaction action Sy is represented by four line emanating from a
single point, as shown in Figure 9.3.
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Figure 9.3 The vertex for ¢* interaction. Each line represents a field.

To evaluate Z7, one needs to perform a Gaussian functional integral using
Wick’s theorem. We need to group the four field lines — represented in Figure
9.3 — pairwise and then make a contraction to connect pair of field lines. Each
contraction results in a propagator that is also represented by a line, as in
Figure 9.1.

Since all ,,’s are equivalent; for the first contraction given in Figure 9.4(a),
there are three choices and one choice for second contraction and that yields
the diagram given in Figure 9.4 (b).

(a) (b)

Figure 9.4 Evaluating the ¢* interaction vertex; each line represents a prop-
agato.r a) Contracting a pair of fields. b) Contracting the remaining two
fields.

Hence, the two contractions yield

A-3 6(p1 + p2) 0(p3 + pa)
Zy=— 5> i

AR — (ZZ: ) pt+m? p3+m?
=30 (0)[/pp2+m2}

The divergent term (27)%6%(0) is a spacetime volume factor since
/d4xeim = (2m)*5(p)

and hence (27)16%(0) = [ d*z = V. Putting the system in a finite volume V'
replaces (27)36%(0) by V. The more serious divergence of the Z; term — for
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a momentum cut-off A — is given by

I SR IR S L ST
})2_1_m2OC pp2+m2— 2 2
p 0o P m

Hence, Z; is divergent due to the infinitely many degrees of freedom and
yields

Zi ~ A* : divergent

9.5 Connected correlation functions

Renormalization is a procedure for absorbing the divergences arising in the
quantum field theory by redefining the coupling constant A, mass m and the
field variable ¢ such that the redefined theory is completely finite.

To renormalize the theory, it is sufficient to make the partition function
finite — since it contains all the potential divergences. To organize the anal-
ysis of the divergences, a procedure has to be adopted that allows for the
identification of all the divergent terms. Once these divergences have been
renormalized, all the other divergences that could potentially appear in the
theory are also rendered finite.

The partition function contains many combinations of the divergent terms,
and the first step in the procedure of renormalization is to identify the so
called connected correlation functions and is now discussed.

Recall from Eq. 9.2.3, the partition function is given by

1
Z:Eo[esl]:/Dg0650[1+51+25%+"']:ZO(1+ZI+ZQ+"')

The leading order term, of order O(\) — using the notation introduced in
Eq. 9.2.4 — is given by

1
7y = Ey[Sq] = Z / D¢e®0 Sy

The second term in the expansion for the partition function is given by

1
Z2 = 5Eo 7]
The computation for Zs yields a term that has the following form

1 1
iEO[SI]EO[S[] - §Z12

and which is the result of only the fields from a given vertex being contracted
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— independent of the fields of the other vertex. This term, which is order
O(A\?), can be obtained by squaring the result of the earlier calculation for
71 and need not be calculated again.

The diagrammatic expansion of the partition function, to O(A3) is shown
in Figure 9.5. These diagrams are obtained by carrying all possible contrac-
tions on the product of fields that appear for a given order in the expansion.

Some of the diagrams that can be built up from the lower order diagrams
are given by Figure 9.5 (c), which corresponds to Ey[S7]Ey[S] and Figure
9.5 (e), which corresponds to Eo[S?]FEy[S1].

Figure 9.5 (c) and (e) are called disconnected diagrams and the remaining
diagrams given by Figure 9.5 (a), (b) and (d) are connected diagrams.

Diagram are connected if all the lines, representing the contraction of a
pair of fields, are connected. If some of the lines are disjoint — not being
connected to another set of lines — then this diagram is disconnected and
can be obtained from the lower order diagrams.

Figure 9.5 All the Feynman diagrams, both connected and disconnected,
in the expansion of the partition function Z.

It can be shown (Zinn-Justin (1993)) that taking the logarithmic of Z
removes all the disconnected diagrams and yields

W =In(2)

The generating function W, with a Feynman graph expansion shown in
Figure 9.6, is given by a sum of only connected diagrams.

Figure 9.6 Only the connected Feynman diagrams are required in the ex-
pansion of the generating functional W = In(Z).

The expansion of e" yields all connected and disconnected diagrams; all
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the disconnected diagrams in Figure 9.5, are precisely generated, with the
correct combinatorial factors, by expanding the exponential.

9.5.1 W[J]: Generating functional

A systematic way of studying the divergence of a quantum field is by ana-
lyzing the generating function W; in particular, all the correlation functions
of the theory can be obtained from W.

For a quantum field, and for the ¢* theory in particular, the generating
functional is given by

eVl = /Dgpes+f T (9.5.1)

The exact n-point connected correlation functions of the full nonlinear
quantum field theory, also called the Greens functions, are defined by

W
= 5J(21) -6 (zy) li=o

A functional Taylor’s expansion of the generating functional W[J] for any
quantum field theory is given by

G(r1-zn) = Elp(z1) - p(zn)]e

- / dey - deyGlar---an)(21) - J(ay)  (9.5.2)
N=1""

The connected two-point correlation functions is given by

_ 52W[J]
G(x17x2) - E[QD(Cﬁl)gp(xz)] m‘ »
52 .
W{ln /DQOeSJrJ”)}]J 0= ( ) ()/D(p(p(x2)es+J¢}

/Dw z)p(2)e” —{~ /Dw z1)e”H— /DW w2)e”}
= Elp(z1)e(22)] — Elp(z1)]E[p(22)] (9.5.3)
For ¢ theory
Elp(z)] =0
and hence
G(z1,22) = Elp(21)p(22)]c = Elp(z1)p(22)]
The connected four-point correlator is given by

B 5[]
Eleleetma)eles)e(walle = 5 s )60 @s)s 7 (aa) |10
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Figure 9.7 The complete four point correlator E[o(x1)p(z2)e(xs)p(ra)].

The connected correlation is given by subtracting all the disconnected Feyn-
man diagrams and, for p? theory, yields

G(z1, 22,23, 24) = Elp(21)p(22)p(3)p(24)]c = Elp(21)0(22)0(23)p(24)]
— G(x1,29)G(x3,24) — G(21,23)|G (22, 24) — G(21,24)G (22, 23) (9.5.4)

The connected correlator G(x1, z2, 23, 24) is graphically shown in Figure 9.8.

Xi X2 X X Xi X2 X1 Xo
X3 Xa X3 Xa X
X3 Xa X3 Xa

Figure 9.8 The connected four point correlator G(x1,x2, x3,x4).

For the free quantum field the four point correlator is zero. The explicit
expressions given in Egs. 9.3.4 and 9.5.4 yield

Gaussian = D(Z1, 22,3, 24) — D(21, 22,23, 24) =0

G('Ila xr2,x3, 1'4)

where D(x1,z2,z3,24) is given by the Feynman diagrams in Figure 9.2.
For the free scalar field the generating functional Wy[J] is given by

WolJ] = % / By d s (1) D@1 — 22)J (23)

The free field is linear and does not have any quartic vertex,and the con-
nected correlator for all 4-point and higher cases are zero. This is because
the generating functional for the free field Wy[J] is quadratic in the external
currents J(z) and yields

" WolJ]
dJ(x1) - 0J(xp)

In other words, the connected correlators pick out precisely the terms that
are absent in the linear free field theory.

=0; n>3 :Free field (9.5.5)
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9.6 The two-point correlation function

The propagator, in momentum space, is given by two point correlation func-
tion

Ga(p1,p2) = Elp(p1)e(p2)]e

For A << 1, consider the following expansion

1 1
Ga(p1,p2) = Z/Dgoes‘)(p(pl)cp(m)[l +Sr+ 55% + -]

=G)+Gy+ G+

The interaction term Sy is given in Eq. 9.2.2.
+ (O

(@) (b)

Figure 9.9 a) Tree diagram for the propagator. b) The bubble Feynman
diagrams for the propagator to O(\).

The propagator has a Feynman expansion, with the first two terms given
in Figure 9.9. The first term, given in Figure 9.9(a) is the free field propagator
which, from Eq. 9.3.3, is given by

d(p1 + p2)

GY , =
5(p1,p2) pf T+ m2

The O(\) contribution is given in Figure 9.9(b) and yields

G5(p1,p2) = Eole(p1)e(p2)Si]e

A
= —4,/D<p/k ) e [@(pl)S@(m)é(Z ki) Phy Phs Phs P
. 1-ky Z C

There are 4 - 3 = 12 ways of obtaining the diagram and the one-loop yields

A d(p1 4 k1)0(p2 + k2)d (ks + ky)

Gi(p1,p2) = —12-/

2(]71 p2) 9 ooy (p%+m2)(p§+m2)(k§+m2)

_ A S(p1+p2) / 1
k

2 (0 + m2)? Jy (B2 4 m?)
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1
Si= [
! /kkz—i—m?

where

Hence, to one loop

1 A J
Ga(p1,p2) = 6(p1 -HDQ)[(p% T 2R _i_lmg)Q] +0(N?)
5(]71 +p2) + O()\Q) (961)

7p%+m2+%z]1

Similar to the divergence in the partition function, the propagator is also
divergent; introducing a momentum cut-off A yields

g /A 'k 1 It
e (2m)* k2 + m?

9.7 Four-point correlation function
The four point connected correlation, given by the Feynman diagrams to
O()\?) as shown in Figure 9.10, is defined by

Ga(p1,- -+ ,p4a) = Elp(p1)e(p22(p3)e(pa)le

The Feynman diagrams required to evaluate the four point correlator is
given in Figure 9.11. Every contraction of two fields ¢(p), p(p') yields a
propagator

d(p+p)
p? +m?

Expanding the interaction term of the action Sy yields

1 1
Gulp1, - ,p1) = 7 /D<p650 [@(pl)w(pzso(ps)w(m)(l +Sr+ ag% +0)

= 5 | oS [poretoaelom)otpa)(Ss + 557 +-+)]

C

A

c

6(2_;pi) 0 1 3
= ot e [r4 +TL 40N )} (9.7.1)
The momentum conserving J-function and the propagator for the external
legs have been taken out.

As is clear from the Feynman diagrams, to O(\) the bubble diagrams do
not affect interaction vertex. The reason being that these bubble diagrams
modify the single lines, and which in effect is accounted for in the diagram
given in Figure 9.9 for the propagator; it will be shown later that these
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* >< +

}<+
>Q<+/ .

Figure 9.10 The four-point correlation function, to O(\?).

diagrams can be absorbed into the redefinition of the mass parameter m,
as in Eq. 9.6.1. In other words, the corrections to the propagator given
by the bubble diagrams are taken into account by the complete two point
correlation G(p1,p2).

The first diagram in Figure 9.11 is the vertex function that occurs in the
Lagrangian, and is called a tree diagram. There are 4! ways of contracting
the external legs into the vertex and hence the Feynman diagram yields

rY=-x

The three one-loop diagrams given in Figure 9.11 can be obtained from
the diagram shown in Figure 9.14 by appropriately permuting its external
momenta.

Figure 9.11 Feynman diagrams to O(A?) for the four point correlator.

Hence, to O()\2), there is only a single one-loop diagram, given in Figure
9.14, that needs to be evaluated and which has only a one loop momen-
tum that needs to be integrated over. The diagram corresponds, up to a
combinatorial factor that we will evaluate later, to the following expression

Zlo /DSDeSO [go(pl)cp(pa)so(ps)so(p4)5%]C (9.7.2)

To O()?), the four-point function is given by the three topologically distinct
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distinct one-loop diagrams given in Figure 9.11. Hence, from Eq. 9.7.1

6(2 Pi) 1
Ga(pr,--+ ,pa) = 72(‘ )‘+F4)
[L; (07 +m?)
Doing all the contraction in Eq. 9.7.2 yields the following for one of the
topologically distinct diagrams given in Figure 9.11

1 /
07T o oy AR

0(ks + ké) O(kq + kfl)
k3 +m? k4 m?

x8(p1 + k1)d(p2 + k2)d(p3 + k1) (pa + k)

The 6- functions simplify the integral to the following'
1, A 1
I =—(—=)%C /

4 2!( 4!> ? Lo (2 + m2)((k — p1 — p2)? + m?)

A power counting of the momentum dependence of the integration variables

+ two more terms

of the diagram for the propagators yields
A 4
d*k
[ G ma

Hence this diagram yields a logarithmic divergence.

9.8 Dimensional Regularization

From the analysis of the propagator and vertex function, we found that there
are two divergent diagrams, namely a quadratic divergence arising from the
higher order contributions to the propagator

/A k1 It
(2m)* k2 + m?

and a logarithmic divergence arising from the higher order contributions to
the vertex function given by

A ik 1 A
/ COL (I +m2)((k+p)2+m?)

In fact, for ¢* theory, these are the only two type of divergent Feynman
diagrams — with quadratic and logarithmic dependence on the momentum
cut-off. These divergent terms receive contributions from all powers of the
coupling constant .

L (4 is a combinatorial factor that will be fixed later.
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Making these divergent terms finite will also make the perturbation theory
finite to all orders; the cut off A can then be taken to infinity and one will
then obtain a finite theory if the theory is renormalizable.

There are many ways to regulate a field theory, such as using momentum
cut off or a lattice space time. One of the most widely used regulariza-
tion scheme is that of dimensional regularization, in which the dimension
d of spacetime is taken to be a continuous parameter. This form of regu-
larization preserves many symmetries including gauge invariance; it’s main
shortcoming is that it cannot regulate chiral fermions, which are one of the
cornerstones of the weak interactions. Renormalization is the procedure for
removing the regularization: obtaining a finite result is only possible for
renormalizable quantum field theories.

The action for the real scalar field in d-spacetime dimensions is given by
the following

S= —/dd:c{;(auqb)? + ";2¢2 + j!qﬁ‘*}

The dimensional analysis in Section 9.2 yields

Introduce a mass scale p that has dimension of 1/a, where a has the
dimension of length. The dimensionless coupling constant A is defined by

A= ptdN

and the Lagrangian is given by

2 4—d

__1 2 Mmoo M 4
L= 5007 - Tgt =

For m? = 0, the classical Lagrangian is invariant under a global scale trans-
formation given by x — sz, where s is an arbitrary scale. The continuation
to d = 4 — € < 4 dimensions, required by the need to regulate the quan-
tum field theory, has introduced a length scale p. On taking the limit of
€ — 0, the scale p will continue to appear in the renormalized theory and
this breaks scale invariance. In general, the breaking of scale invariance is a
general feature of a renormalized quantum field theory.
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9.8.1 Dimensionally regularized integrals

Consider the integral that appears at two-loops

/ d°k

Jo =

(2m)d (k2 + A)2
Note that

(Vm)d = (/ dze ") = /de /OOO dzz?~le " = ;/deF(d/Q)

and yields

27Td/2
a = / M= a7

The integral is then given by

dk 27rd/2 oo ]{d_l
= [ dQ k41 — / db—
= / TR m?2 T(d2) )y T (R +A)?

Let k2 = z; we obtain

(@-2)/2 )2-d/2 1-d/2 d/2—1
/dz+A 2(A //d:m: 12(1 — z)4/?~

where x = A/(z + A).
Recall the definition of the beta function is given by

[(a)T(5)

1
2z (1 —2)' = B(a, ) =
[ st 0=y = Ba) = 50

Hence the final result is

_ dk 1 I'(2-d/2), 1
JQ_/( A2+ A2~ (4m)i2 T(2) A

)22 (9.8.1)

The integral, for arbitrary «, is given by

ddp 1 B lﬂd—l ) Ud/2_1
/ (2m)¢ (P2 +m?)e 2 (2m) /0 Mt o
1 Qd a— > — —«
- S [ 1)
_ (Oé—d/2) ( )a d/2
 (4m)42T(a) m

/oo dyyd/2_1(1 + y)_a _ F(d/2)r‘(a — d/2)
0

where
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Hence, in general

= ' 1 T(n-d/2) 1.,
= / 2md(k2+ Ay~ (4m)¥2  T(n) <Z) 42 (9.8.2)

The singularities in the regularized integral .J,, are due to the singularities
of the gamma function for negative integer arguments given by

(=" 1

I'(—n+e) = o [E +o(n+1)]+ O(e) (9.8.3)

Noteworthy 9.2: Logarithmic and e cutoff

The result above states that the Feynman bubble diagram given in Figure
9.9(b) is proportional to

dk 1 1 (4m)/?
Ji(e) = / T = m2me((472)2r(1 —d/2)
m?  Ar 2 m* 1
= g2 () G 92 =~ O)

The divergent part of regularized J; is negative although the integral
apparently looks positive since the integrand is positive. To understand how
the regularized integral J; can be negative, we compare this result with the
result obtained by using the momentum space regulator A; Ji then is given

by
A 2 A2
1 27 z
dkk® | dQ = dz—"—
/0 / R+ m? 2(27r)4/o v m?
A m? A 2 2 2/, 2
1672 /0 “( z—l—m2) 167r2[ m-In(l+ A%/m)]

_ 1‘; _[AZ — 2 In(A%/m?) + m20(m? /A2)]

Ji(A) =

L
(2m)!
A

We see that in dimensional regularization all the power low divergence in
A, namely terms containing A, A2...are all consistently set to zero. More
precisely, for non-integer dimension d, we have Veltman’s identity

dek
B =0 d: fractional (9.8.4)

What remains are the logarithmic terms and

2
In(A%/m?) corresponds to -
€
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Hence we have the correspondence that
1
— — In(A/m)
€

The above correspondence is only heuristic since there are many In(A?/m?)
terms generated by say breaking a symmetry such as gauge invariance that
are absent in dimensional regularization.

9.8.2 Propagator

We now examine the regulated correlation functions. Recall, from the O(\)
Feynman diagrams given in Figure 9.9
6(pr+p2) | O(p1+p2) .
pi+m? (i +m?)?

The Feynman bubble diagram for the propagator, given in Figure 9.9,
yields

Gg(pl,pg) = Gg + G% + O()\Z) =

A d’k o EA d’k
I = (_4!)01/ (2m)d(k2 +m?2) _2/ (2m)?(k? + m?2)

The first pre-factor comes from the interaction action Sy and the second
term C7 = 12, as discussed in Eq. 9.6.1, is the combinatorial factor in the
number of ways the diagram can be obtained.
For the mass term, the diagram yields, for d = 4 — ¢, the following
1 AL dk A€ m? (4m)</?
2 2 (2m)4 (k% 4+ m?) 2 mec (4m)?
From Eq. 9.8.3

T(1 - d/2)

D(1—d/2) =T(~1+ (4~ d)/2) = [ + p(2)

Hence

Apf 11
— 2 ;
=M + finite (9.8.5)

To order O(1) in €, taking the limit of € — 0 yields

A / d?k
L= 791 | end(e + m2)

I

Aam? 1 2 47 p?
— 2 z 2)) (==L ye/2

2 167r2(e @) m2 )

Am? 2 A7 pa?

= 3531 P2 +In(—5)] +0(e) (9.8.6)
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Writing the regularized integral using the implicit scale u yields the following

d m2 'm2
/ (QW)d(CZ';:— m?) = e 1672 [2 +e(2) - 1n(47ru2 )+ 0(e) (98.7)

The scale p is arbitrary and is required by the dimension of the integral
being 11~ the scale p always appears when divergences are canceled. As
illustrated in Noteworthy 9.2, € implicitly carries the scale pu.

9.9 Two-loops regularized propagator

The next order term yields the O(A?) contribution to the propagator and is
given by

G(p1,p2) = G5+ G5 + G5 + O(N?)

where

G3 = E[so(pl)so(m)lSﬂ

Z. 29] /5 Zk Z’f (p2) (k1) - - o(kn)p(ky) - - - (k)]

_ Sp+p)

T (P + m2)2

The O(A\?) contribution to Gy consists of two diagrams. The bubble Feyn-
man diagram that contributes to G2 is denoted by I3 and shown in Figure
9.12(a) and the connected sunset diagram is given in Figure 9.12(b).

The combinatorial factor for Figure 9.12(a) is given by

|15+ 1)

C3=8-4-3-3
and yields the decoupled integrals

o A% / Ay dy dVs (k1 + k)
T2 | 2m)d 2m)d 2m)d (k2 + m2) (k2 + m2) (k2 + m?)

J1J2

_ A2’u26/ ddk‘l ddkg 1 B )\QMQE
-4 (2m)® (2m)4 (k7 +m?) (k3 +m?)? 4

Hence, from Eq. 9.8.2, the Feynman diagram yields

)\2 MQE 1 m2

I amdmE d/2)T*(1 - d/2)

I3 =
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N
N
(b)

(a)

Figure 9.12 Two-loop contributions to the propagator. a) The two loops
bubble diagram. b) The sunset diagram.

Simplifying, we obtain
_m2 )\2u26 (47T)E[i
102474 m?2¢ €2

The loop-integration have completely factorized and have reduced to essen-

I =

+ 5]+ finite
€

tially one-loop diagrams. Note the appearance of 1/€? is due to the two-loop
integrations, In general, for a diagram of O(A"), the most singular term is
of order 1/€™, with all the lower orders poles also occurring.

9.9.1 Propagator: two-loops and sunset diagram

The sunset diagram given in Figure 9.12(b). The combinatorial factor for
this diagram is

Cy=8-4-3-2
and yields
o A2 2 / Ay deadlhes(2m)45(ky + ko + ks + p)
1T 76 (2m)39(k2 + m?) (k2 + m2) (k2 + m?)

)\2M25 / ddklddkz
6(2m)%d | (k2 + m?)(k3 + m?)((k1 + k2 — p)? + m?2)

This an example of a multi-loop Feynman diagram in that there are two

momentum integral that are non-factorizable into separate integrations.

O 8 O 0O o

Figure 9.13 Feynman diagrams to O(\?) for the propagator.

Counting the powers of momentum shows that the integral I, diverges as
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A%9=6 where A is a momentum cut-off. Hence for d = 4

I1=A’+A+InA+..

As is the case in general, dimensional regularization consistently sets the
quadratic and linear divergence to zero, picking up only the In A divergence.
A long and tedious calculation yields for p ~ 0, the following

2

2 m2 m2 T 2
I4(p):—6(12ﬂ_2)2{662 +66 [g+cp(1)+1n(4m‘§ )]+p—} (9.9.1)

The p?/e term in I4(p) is of interest as it enters the field renormalization.
The rest of the singular terms in I4(p) contribute to mass renormalization
to O(\?).

In summary, all the Feynman diagrams that contribute to the propagator
to O()\?), and determine the mass and field renormalization for p? theory,
are given in Figure 9.13. The propagator is given by
1 1 A, 1 2?2

2 2/.2 4
= - O(X
Prm? RrmiEiente (P + mhEo(lomEe (A7)

Ga(p)

Define the two-point vertex function I'y(p) to be the inverse of the prop-
agator G2 and given by

Gy ' (p) = Ta(p) (9.9.2)
Then

A a, ¥
1672¢ 6(1672)

To(p) = p* +m* — 26]72 + 0N/ pY) (9.9.3)

9.10 Vertex function

The four-point correlation function given by the three distinct topologies,
with the different routing of the momentum variables as given in Figure
9.11.

P s
P2 P+

Figure 9.14 The O(\?) Feynman diagram for the four point correlator.
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Figure 9.14 shows one of the Feynman diagrams of Figure 9.11, with the
external momenta labeled explicitly; this yields

1 HEAL 2 dek S
IQ(p) - ?(_T) 02/ (27T)d(k2+m2)((k+p)2+m2) y P=DP1 +p2

and appears in the calculation of the vertex function. The combinatorial
factor Cy for the topology of the Feynman diagram given in Figure 9.14
yields

Cy=8-4-3-3-2

and hence
22 d
I(p) = 1A / o
2 (2m)? (k2 + m?)((k + p)* + m?)
Summing over the distinct topologies yields the fully symmetrized vertex
function
o> . pi
G(p1---ps) = %[—/ﬁ\ + Io(p1 + p2) + Lo(p2 + p3) + La(ps + p4)]
[1;(pf +m?)
(9.10.1)
o> . pi
= O0ipi) Ly(p1---ps) + O (9.10.2)

I (1%2 +m?)

To evaluate the integral I5(p), consider the identity

1 /1 1
— = [ dx
af Jo o lax+B(1—a))?
This yields

1 - 1d 1
(k2 + m2)((k + p)2 + m?) _/0 TR+ m2 1 2k -p(1—2) + p?(1 — 2)2

Define new momentum &k = k + p(1 — ); then

2¢e )2 1 d7.
Ry
2 Jo o @2m)dk?+m? + pPa(l - 2)]?

_p? ot T(2-d/2) 1 2—d/2

Eq. 9.8.3 yields

D@~ d/2) = T(e/2) = 2 +6(1)
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Hence

m? + p*x(1 —z)

€12 1 €
B(p) = g [ ol + (][ = 5 In )

2(4m)? 2 A7 p?
U2 2 U2 /1 m? + p*r(1 — z)
= - 1)) — dx 1 .10.4
3271'2(6 () 3272 J, S A7 (9.10-4)

Recall the dimension of the Feynman diagram in Figure 9.14 is p¢ and
which explicitly appears in the equation above for I5. We have isolated the
divergent pieces of the Feynman diagrams, which to lowest order in A, appear
as 1/e.

The Feynman integral, with the dependence on A removed, is given by

ik
/ (2m)4(k* +m?)((k + p)* + m?)

e 2 1 /1 m? + p?z(1 — x)
= - 1)) — dxl (@]
167r2(€ (1)) 1672 J, o A7 p? +0(e)

The appearance of the scale u is discussed after Eq. 9.8.7.

9.11 Generic divergences of Feynman diagrams

To foreground the discussion on renormalization in the next Chapter, the
singular terms obtained from the Feynman diagrams are summarized below.

e Mass divergence

€ d 1
Ileu/dk

2 (2m)4 (k2 + m?)
am? 2 47 p? Am?
At 2 e /2 fini
327r2( € P2 m? ) 1672¢ +fmite
e Coupling constant divergence
A2 %€ dk 1
L(p) = - / d (12 2 2 2
2 (2m)? (k? + m?)[(k — p)? + m?]
AZMQE 1 1
= -+ —p(1 finit
1672 (¢ T pP(D)  finite

e Field variable divergence
Diagrams that are given in Figures 9.12(a) and (b) are both O(\?) and
have terms of (1/€?) that are independent of momentum p and will not
enter the lowest order calculation for field renormalization that will be
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considered. Hence, for I; we have from Eq. 9.9.1 the following expansion

I )\2'“26 / ddk‘lddkz
YT 602m)% ) (2 m2) (k2 + m2)[(ky + k2 — p)2 +m?]
)\2 p2

AT P 4
- 12(167r2)2[ -+ constant + O(p”)]

The constant term has terms of O(1/€?) that are independent of p?.

9.12 Summary

The nonlinear ¢ scalar quantum field has divergences in its correlation func-
tions. The divergent diagrams were first regularized, that is, rendered finite,
by using the procedure of dimensional regularization, which entailed analyt-
ically continuing spacetime dimension to fractional dimension of d = 4 — e.
The correlation functions were then computed by using the rules of dimen-
sional regularization and were found to have terms such as 1/e,1/¢2,---.

Feynman diagrams were introduced to represent the terms of the per-
turbation expansion for various quantities such as the partition function
Z, W = InZ, the propagator, the four-point correlation function and so
on. Feynman diagrams allowed us to represent higher order diagrams and
discuss their properties.

What is worth noting is that the one-loop calculation for the case of renor-
malizable quantum field theories (this will become more clear in the next
chapter) is sufficient to discuss the all the essential features of renormaliza-
tion. The two-loop diagram was required for the field renormalization of the
¢* scalar quantum field; the result was quoted and not derived because such
a derivation is not required for any of the later discussions.

This chapter puts into place all the ingredients that are required for the
discussion on renormalization in the next chapter.
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Renormalization

10.1 Introduction

The divergences that are present in ¢* nonlinear scalar quantum field theory
are typical of all nonlinear quantum fields.

Relativistic invariance requires point-like interactions of the local quantum
fields, dictated by the light cone structure of spacetime in special relativity;
this requires that the field g04(a:), at each point x, be an independent degree
of freedom and hence any finite volume of spacetime has infinitely many
degrees of freedom. Furthermore, [flié’correlation length of theficld degrees
of freedom is the inverse of the lowest mass in the system and for a nonlinear
theory this leads to the coupling of infinitely many degrees of freedom.

Divergences appear in the study of phase transitions due to scale invari-
ance since, at the critical point, (i I
D - | rcquire a consistent treatment of the infinitely
coupled many degrees of freedom.

Renormalization is the procedure that removes all the divergences from a
theory that is renormalizable. Only a special class of quantum field theories
are renormalizable, with many theories, for which the divergences cannot be
removed by any procedure, being non-renormalizable.

A large class of renormalized theories, and these are the ones that occur
in many applications in high energy physics and critical phenomenon, are
defined by the following multiplicative re-definition of the bare quantities in
terms of the renormalized ones

op=Z2Y%Rr i mp=Znwmr ; Ap=Z\gh’ (10.1.1)

Note that the arbitrary scale p enters only via the dimensional coupling
constant Ag.
The dimensionless renormalization constants Z,, Z,,, Z, which we gener-
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ically call Z, are functions only of the renormalized mg, Agr — both of which
are finite in the limit of € — 0. The renormalized coupling constant Ap is
dimensionless.

In mass independent renormalization schemes, that includes dimensional
regularization, the renormalization constants Z do not depend on the renor-
malized mass mp.! Since all the Z’s are dimensionless, masses in pertur-
bation theory can only appear in powers of In(mpg/p). All the Z’s are well
defined for massless theories; hence, to have a finite limit for the Z’s as
mpr — 0, all the mass terms must be absent. Hence, the reason that all the
Z’s are well defined for massless theories is because they are independent of
mass.

We consequently have that, in dimensional regularization, all the Z’s are
independent of mass and

Zo=Zp(AR:€) 5 Zm = Zm(Ar,€) 5 Zx= Zx(Ag,e) (10.1.2)

The renormalization constants, ignoring terms of O(e), are given in pertur-
bation theory by the following expansion

. - /\R
Z =lim Z(Ag,€) = 1+§:1(AR) Z*—HZ (10.1.3)

=1

The field variables ¢p,¢r cannot be observed. To obtain a finite and
nontrivial renormalized theory, rescaling of the field variables is determined
by the requirement that the quantum fluctuations for both the bare and
renormalized theory must have the same magnitude.

In the perturbative formulation of a renormalizable quantum field theory,
the procedure of multiplicative renormalization is sufficient to remove all
the divergences for theories. Renormalization can be carried out using many
different procedures, with a few of these are the following.

e Bare perturbation theory
e Renormalized perturbation theory
e Background field method

e Wilson renormalization theory

These procedures can be carried out to all orders in perturbation theory,
but in practice the background field method is one that is most useful for
one or two loop calculations.

1 There are other regularization schemes, like momentum cut-off discussed in Section 10.11, for
which, unlike dimensional regularization, mp can appear in the renormalization constants Z.
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10.2 Renormalization schemes

The renormalization constants given in Eq. 10.1.1 require that a definition
of the renormalized quantities be given, and only then can the bare coupling
constants and masses be related to the renormalized ones. The renormaliza-
tion conditions are defined by a scheme that is independent of mass so that
it can be applied to massless theories as well.

We discuss an scheme that defines the subtractions required for defined
the counter terms such that the renormalization constants are independent
of mass. [NICHESHSENEHE s defined in terms of the vertex functions and is a
physically direct manner; [ilCISCConMISeReme is based on dimensional regu-
larization and is simpler to carry, but more indirect in how the renormalized
is connected to measurable quantities.

We specifically discuss ¢* theory; since there are three renormalization
constants — given by Z,,, Z,, Z) — we need three renormalization conditions;
these conditions hold for any theory that has three three renormalization
constants, and in particular includes quantum electrodynamics.

Recall the two point vertex function I's and four point vertex function I'y
have been defined in Eqgs. 9.9.2 and 9.10.1 respectively. The renormalized

vertex functions satisfy the following three renormalization conditions?
R 2 & g
Iy (p) =0 = Mphy > dp? 2 (p) =0 =1
T®(p = Ao 10.2.1
4 ( ) pi-p;=p3(d;;—1/4) P ( )

The physically measured parameters of the theory are mppy, Apny — all of
which are finite and have no singularities. All schemes of renormalization
must yield the same value for these parameters.

ness of the momentum scale i for evaluating the renormalized quantities is
illustrated for the case of ¢* in Section.

For an analysis confined to one-loop diagrams, a simple but less physically
transparent scheme is called minimal subtraction. Dimensional regulariza-
tion, and in particular applied to minimal subtraction, is a mass-independent
renormalization scheme, and is discussed in Section 10.5. In minimal sub-
traction, one singles out the 1/e terms and directly subtracts these terms by
2 The vertex function are 1PI (one particle irreducible) and discussed in Section 12.5. The fact

that of being 1PI irreducible does not affect any of the our discussions in this Chapter.

3 For massless theories, setting all the momentum of all the external legs to zero can lead to

infrared divergences; this will be addressed later in Section 12.9 in the analysis of the effective
potential for massless ¢* theory.
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defining the (divergent) bare coupling constants and masses in terms of the
(finite) renormalized masses and coupling constants.

Fixing the renormalized Lagrangian to yield finite renormalized correla-
tion functions by the various schemes are all equivalent. However, the dif-
ferent schemes for defining the renormalized mass and coupling constant, in
general, have only an indirect connection to the physically measured param-
eters Mmpny, Aphy. Moreover, the renormalized masses and coupling constants

for the different schemes have different definitions and [iEEINEE
I discussed later in Section 11.5. A
momentum cut-off procedure is discussed in Section 10.11, the background
field method is discussed in Section 10.12 and the Wilson renormalization
theory is discussed in Section 11.10.

10.3 Bare perturbation theory

In dimensional regularization, the propagator and four point function are
divergent as € — 0, where d = 4 — €. To obtain finite results from ¢* theory,
one can redefine the ingredients of the theory and then study if the theory
is finite as € — 0.

One starts from the ‘original’ Lagrangian, which is called the bare La-
grangian, with all the coupling constants and field appearing being called
bare quantities; and from the bare quantities, the renormalized quantities,
including the renormalized Lagrangian, is obtained.

The original Lagrangian is taken to be written in terms of the bare quan-
tities, namely ¢p, Ap, mp, and is given by

1 AB 4

1 2 2
Lp = —3 L PBOLPRB — 5MBYB ~ PB

This definition holds in all dimension d.

The bare Lagrangian defines a theory with no cut-off. As discussed earlier,
the dimension of Ap is [1/4€],where p has the dimension of momentum. The
Feynman diagrams for the bare theory are expressed without the scale p.

10.4 Mass and field renormalization

The bare coupling constant Ap carries a dimension of 1/a® and mass has
dimension of 1/a, where a has the dimension of length. In the expressions
for the Feynman diagrams, the term Au© has to be replaced by Ap, and the
fractional power of the mass m% has to be kept for dimensional consistency.
The dependence of the divergent integrals on the bare quantities is written
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out explicitly, and yields
L=Xpm%D ; =Xl ; I3=X4I3 ; I, =)\4I,
The two point function is given by

Ga(p,p') = Eles(p)es(®)] = d(p + p')Ga(p)

Although the calculation will be limited to O()), the O(A?) term needs to be
included in the propagator so as to obtain a non-trivial field renormalization.
The tadpole and sunset diagram yields

1 \B 1 / dk 1
G = ' =.192.
20)= 2y my 4l (p* +mg)? ) (2m)?p? +mp

Hence
FQ = G2_1 = p2 + m%; + )\BMZBfl — )\%I:l(p)

where, using Eq. 9.8.5

- 1 dk 1 1 11
L= = —Z 4 finit 10.4.2
! 2m% / (2m)d (k2 +m%) 1672 mS; € +finite )

and from Eqgs. 9.9.1 and 10.1.1

—2¢ 2

- - Y r- + constant + O(P4)]
€

T N o S
1) = 5.2y
The renormalized propagator is defined by

G (p,9) = Elor()er(@)]

The renormalized mass mp and the field rescaling constant Zy are defined
by the following

lim Elpr(p)er(d)] = ‘i(pi“;') = Z;'Elep(p)es(d))] (10.4.3)
p= P? My

Note there are two renormalization conditions in Eq. 10.4.3 above

e The renormalized mass m% is defined to yield a finite value for the phys-
ically observable mass mpy
e The coefficient of the p? is fixed to be exactly one
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Eq. 9.9.3 gives G5 ' (p) = I'a(p); writing out the result in terms of the bare
coupling constant Ap and the factors of m¢ that arise in the dimensionally
regularized integrals yield the following

)\B 1 )\2 M—2e

I'8(p) = p? - T b4+ B 2+ 0\, ph)(10.4.4

2 (p) p +mB meB 167T2€mB 12(167T2)2€p + ( » D )( )
From Eq. 10.4.3, the result of the bare perturbation theory yields the

following result

11
GE = 71GP = Ze 0 _ 1
’ PP+ C 1+ Apl)my PP+ m2y,
where
)\2
Ccl=1-_"R _
12(167)%e
The field renormalization constant is chosen so that
)\2
Zo=C""=1— ol 10.4.5
v 12(167)2e ( )
Hence, from above
= 1 1

10.5 Minimal subtraction
The mass term, from Eq. 10.4.4, is given by

iy~ 22 m
mé 16m2e

The bare mass is chosen to cancel the divergence coming from the divergent
term given by 1/e. A key feature in choosing the definition of mpg is that the
divergent term is canceled using only the renormalized coupling constant
AR since all the renormalization constants Z’s depend only on Ag, as in Eq.
10.1.1; furthermore, the cancellation of the divergent term must be indepen-
dent of mass and momentum as required by the fact that renormalization
constants Z’s are dimensionless as in Eq. 10.1.2.

Of course, canceling a divergent term is ambiguous up to a finite constant.
We use the scheme of MS (minimal subtraction), which entails canceling
precisely the 1/e term.* Hence, from Eq. 10.4.6

A
m% = m% + Tgemfg +O(\g) (10.5.1)

4 There are more elaborate called M S and leads to the same renormalized theory.
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The finite renormalized mass m%{ is given by
ym% +O0(\%) (10.5.2)

2
=(1
mp = (+16 %

The physically observed mass mpyy, from Eq. 10.4.6, is given by the ex-
pression

1 1
lim G = lim Z_'GP(p) = 1i = 10.5.3
lim G5 (p) = lim 2,1 G5’ (p) PR g, mh (10.5.3)

Note the connection of the renormalized mass mp with the physical mass
Mphy is given by GE(p) as in Eq. 10.2.1. Instead, the result obtained above
in Eq. 10.5.3 is the result of minimal subtraction, with the connection of
Mphy With the renormalized mass is indirect mg and is given below.

From Eq. 10.1.2, to leading order in A\p, we have

A = AR+ O(\%)

Hence, the mass term, from Eq. 10.5.3, is given by

A 1 A €
2 _ 2 B 2 2 R 2 J2
Mphy =5~ mifg 167726mB — MR 1671'26mR[ + ]

)\R
1672
Note that for pn = mp, the physical mass mppy is equal to the renormalized
mass mp. The significance of physical mass mpy,y is discussed in Section 11.4

€
mp

= mpy, =mp{l— L e n+0u% (10.5.4)

Noteworthy 10.1: Mass renormalization in quantum mechanics

An example from quantum mechanics illustrates the physics of mass renor-
malization. Consider the Hamiltonian with a 2* potential given by

102 1 A
H=————+—- =Hy+H
28x2+2 a:+4:c 0o+

This yields the Euclidean Lagrangian given by

(@) Ty g
The correlation function is given by
1 A 1 dk 1 1
E N= =12 | — =
[2p23] p2+m?2 Al (p? + m?)? / 2 k2 +m?2  p?2+m?+ dm?

Note that

dk  etkz 1
L~ o OP{mmizl}
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Since the mass has no dependence on a momentum scale (such as p), the
renormalized mass is defined as follows

A A
m%:m2+5m2:m2+m:m2(1+4—mg)

The energy levels of the simple harmonic oscillator A = 0 are given by
E, =Ey+nm

with the ground state energy given by

1
E0:§m

The first order shift in the energy levels is given by
E, + AE,
where
AFE, = (n|H|n)

and |n) is the oscillator eigenstates. In terms of the creation and annihilation
operators

xr =

—(atal) ¢ [l =1
The shift in the ground state energy AE)y yields the new ground state energy
given by
EQ:Eo—i-AEo:}m—i- A
2 32m?2

Similarly the correlation to the first excited state is given by AFE;. The shift
in the energy is

3 59
Er=F +AEF = — —
1 1+ 1 2m+32m2

and the energy gap to lowest order is given by
A
EI—EQ:m+—2:mR
8m
Hence the renormalization of mass is the result of interactions changing the
energy levels of the system. The renormalized mass mpg is the energy of the

first excited state above the ground state. The observed mass of a particle
in quantum field theory is defined to be the renormalized mass and which
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is the energy of the first excited state above the ground state. Hence, the
result from quantum mechanics regarding the renormalized mass has a sim-
ilar interpretation as the renormalized mass in quantum field theory.

10.6 Coupling constant renormalization

To complete the renormalization procedure, A needs to be expressed in
terms of the renormalized parameters Ar and mpg. The analysis is more
complicated since the mass and momentum dependence of the four point
function needs to be accounted for.

The renormalized four point function is given by

Eler(p1) - or(pa)] = Z,°Elpn(p1) - - oB(pa)] = 252G (p1,- -+, pa)
and, in terms of the connected vertex function I'y, is given by

6(22iPi) B
G4B(p1’ T ap4) = —ZF4 (p17 T ap4)
[1:(p7 +m3)
The diagrams with a bubble diagrams are precisely accounted for by the
renormalization of mass, replace mZB by m%%. The one loop diagrams need to
be analyzed due to the fact Ap has a dimension. Writing out the one loop

vertex I'y yields, from Eq. 9.10.2, the following

TP (p1,-+ ,pa) = =g + M5{La(p1 + p2) + Ta(p2 + p3) + Lx(p3 + pa)} (10.6.1)

with momentum conservation requiring that p; + p2 + ps +ps = 0.
The one-loop integral is given by

~ 1 ddk 1
Ir(p) = B / (277)4 (k2 i mZB)[(k; — p)2 + sz]

Note that I5(p) carries the dimension of 1/Ap; this is necessary since the
first term in I'y is Ap and which has dimension of u€.

The dimensionless renormalized coupling constant A\g is defined using
minimal subtraction; hence, we need to isolate the 1/e term in F4R and
subtract it in defining Ap in terms of Ag.

Recall from Eq. 9.10.3 that

S b T(2-d/?) 1 o
Ir(p) = 2(47r)d/2/0 dx L(2) <m2B + p?x(1 —:c)>

_ ! (% +g0(3))/01dx< 47T(1 _x)>6/2 (10.6.2)

2(4m)? m2 + p*x
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The renormalized vertex function, using Z, = O(A\%), is given by

Ff(pl)' o 7p4) = Z(ZQFf(pl) o 7p4) = Ff(pla 7p4) +O()\3B)

Similar to the procedure followed for mass renormalization, we use the MS
(minimal subtraction) scheme to choose the renormalized coupling constant
AR to precisely cancel the 1/e singular term in I'ff. To identify the singular
term, consider p?> = 0 in Egs. 10.6.1 and 10.6.2. Then, using mp = mpg +
O(AB)

2
BV
pi=0 1672e m$,

+0(\%) (10.6.3)

Pf(pb' T 7p4)

To cancel the 1/e term choose the following definition of the renormalized
coupling constant Ar

3\ .
Ap = (1 n 16W§6)ARM +00%) 1 Ar=Ar(n) (10.6.4)

We can then write Eq. 10.6.3 as follows

3\ 3 €
D oon)| == (1 g i + X g e +OOR)

1672€ 1672e mS,
_ 1)

6.2 ln(mR) + O(e) : Finite

€

I

€
Mg

3
— _\ € )\2 €
R+ ARM 7167@6(

= —ARp + App

Hence, we see that the choice of Ag made in Eq. 10.6.4 leads to a finite Ff
for p; = 0. For the general case of p; # 0, in Eqgs. 10.6.1 and 10.6.2, we
replace Ap by Ag, using Eq. 10.6.4, and obtain

2
:u_erf(plv"' 7p4) = —)\R — féi\r};e
)\%{ g ' T M €/2 M €/2 M €/2
et +50(3))/0 ao{ (G072 + ()72 + (572} (1065)

where, as shown in Figure 10.1, the variables s, u,t are defined as follows
fls)=my+se(l—x); s=(pr1+p2)*; u=(p1+p3)°; t = (p1 +pa)’

Taking the limit of ¢ — 0 in Eq. 10.6.5 — and simplifying — yields the
renormalized four point vertex function®

2 1 s U
TE(s,u,t) = —Ag — 3;; /0 dx{ln(";z,)) +1n(i22>) +1n(~£f;))} (10.6.6)

5 There is a MS, called minimal subtraction bar subtraction scheme in which the constant c is
absorbed in the subtraction along with the singular 1/¢ term.
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p [oF
P p: p1\ ps pr
>< + + +
p: P /
2 P4 b, bs o 4
Figure 10.1 The one loop Feynman diagram with the permutations on the
external legs of the one loop diagrams.

where

c = 4me?®)

Similar to the case of the renormalized mass, the renormalized coupling
constant Agr is the value of the physically measured coupling constant for
1 =mpg — and is discussed further in Section 10.6.1. The significance of the
renormalized vertex function Ff(pl, -++,p4) is discussed in Section 11.4.

10.6.1 Renormalized massless four-point vertex

To make the procedure of subtractions more clear, we analyze the massless
theory and the equations are more transparent. The massless four-point
function is the result for the case when all momentum are much larger than
the mass mp, since due to dimensional reasons, mass always appears in
the Feynman diagrams as mp/|p|, where |p| is the magnitude of a typical
Euclidean momentum.
In the limit of mpr — 0, the integral given in Eq. 10.6.6 yields
s

/0 do (L) %/ def In(25) + (1 - 2)} = In(z)

where ¢ is a constant. Hence, from Eq. 10.6.6, the massless renormalized

four point function is given by

)\2
Ff(s7u7t) = _AR - 1 {11’1( ~S

3272 3) +1In( ~u2) +ln(~t2)} (10.6.7)

cp Cl cp
Choose the symmetric external momenta p? that conserve momentum
such that

1

py - pY = euP (6, — il s(pd) = u(p)) = t(p?) = éu® (10.6.8)
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The renormalized four point function is then

I¥(p)) = —Ar(p) (10.6.9)

where the renormalized coupling constant Ag = Ag(u) is defined at the
momentum scale of cu.

Eq. 10.6.9 shows that for the massless case, the scheme of minimal sub-
traction has a simple and direct equivalent in the vertex function renormal-
ization conditions given in Eq. 10.2.1. However, this is not the case for the
massive case, since as can be seen from Eq. 10.6.6, the connection of T'(p;)
with Ag(u) is quite indirect, and —Ag(p) cannot be made equal to T'F(p;)
for any choice of momenta p;.

10.7 Change of scale u

To illustrate the arbitrariness of the momentum scale p for evaluating the
renormalized quantities, consider the renormalized four point vertex function
and renormalized coupling constant for massless ¢* theory given in Eq. 10.6.7

2 s u
(s, u,t) = =Ag(p) — A(#) { In(—) + ln(ﬁ) + ln(;)}

3272 cu? cu?
A2 (
= —Ag(p) — 3};;2)L(s,u,t) (10.7.1)

such that, from Eqgs. 10.6.8 and 10.6.9
TF(°) = —Ar(p) ; p)- 1Y = p? (i — 1/4)

One can define the renormalized coupling constant defined at some arbitrary
(fixed) momentum and the scale fi is chosen as follows

s=s9; s=ug ; t=1tg ; &’ = sotouo

Eq. 10.7.1 yields

FE(SO, ”u,(),to) = —)\R(ﬂ) = —)\R(u) — );’,%Srl;) L(So,uO,to) + O()\%)
= Anle) = ) ~ B )+ 00 (10.72)

The two renormalized coupling constants Ag(u) and Agr(ji) in Eq. 10.7.2 are
related by the renormalization group discussed in Section 11.5.



234 Renormalization

Hence, from Egs. 10.7.1 and 10.7.2

AR A% ()
R R R
Iy (s,u,t) = =Ag(f) 39,2 L(s0,uo,to) 39,2 L(s,u,t)
A% ()
R ~
— > finL 4 n—
= T (s, u,t) Ar(@) — 39,2 [In ” n w n 750]

Eq. 10.7.2 is another expression of the g-function. To see this, let 1 = u+Au;
then, from Eq. 10.7.2

O A% () 1
(i) = (o) + A ), UL o
_ OXr(p) _ 3

and we have recovered the one-loop beta function of ¢* theory.

10.8 O(N) symmetric scalar field

Consider the N-component scalar field ¢;;¢ = 1,2--- N that is invariant
under O(N) rotations of the scalar field. We use bare perturbation theory
to renormalize the model.

The Lagrangian is given by

1 m B
The ¢* term is symmetrized and yields

*B(Z 07)? = %)\B > Cijrdidiondn

ijkl
where

Cijt = %(y’jékl kil 4 gk gaky
The propagator is given by

Gry(p.p) = Elb1(p)ds(p')]
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The Feynman diagrams to one loop are given in Figure 9.9 and yields®
o1y Cliaa
{5+ 75531}
p?+m¥ (p? +m%)?

1 N +2 1 ~
=0(p+p)or{5—= + 28 I
p? +m% 3
1
p? +m% + om?

Grs(p,p') =6(p+7p)

=0(p+p)01s-

and from Eq. 10.4.2

7 1 / d’k 1 m% 11 + finite
= — — — — 1
! 2) (2m)d (k2 +m%) 1672 mS e

From Eq. 10.5.1

2 2
= _ O\ 10.8.1
mp = mpg 3 l6n2c "B +O(\B) ( )
Hence the renormalized mass is given by
N+2 Ap
2 2
= 1 _ —
mp = mi( 3 1671'26)

we obtain”
1o 8m%%_]\7+2 AR
T omE on 6 1672

The vertex function to one loop is given in Figure 10.1 and yields

_ 10 1
Varske =Ty rr + Vi ke

To the lowest order, the vertex function is given by the first diagram in
Figure 10.1

U9 1ir = —ABCLIKL
The three one loop diagrams given in Figure 10.1 yield the vertex function
Féll,IJKL = )\QBC[JQECKLaﬁfQ + permutations

From Eq. 10.6.2, we have

5 1 ddk 1
I(p) = 2/ 2m)? (k2 + m%)[(k — p)® +m3]

1 9 1 4 /2
— W(E + so(l))/o da (m% + p2x(1 — rc))

6 Repeated indices summed over.
10X\
" Note . 51 = —edp + O(A},).
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The vertex yields
1
C]JocﬂCKLaﬁ _ 5(51']6045 + slagiB + 5155Ja)(5KL5aﬁ + §KasLp + 5K65La)
1
= C1jagCKLap = §(5U5KL(N + 4) 4 261K §7L 1 951L 57K

Adding the three one loop diagrams given in Figure 10.1 yields

2

A 3
Tirke = ?B(N +8)Crikrlz

Hence, the vertex function, to one loop, is given by
0 1 >‘2B 7
Pargke =Ta sk +Tagkn = {-As + ?(N +8)12}CrikL
We obtain, as in Eq. 10.6.4
N+8 Agr
AB = U Ap(l + ——
B = #AR(L+ 3 167’[’26>
From Eq. 10.6.6, we have the renormalized vertex function
N f(s) f(u) f@)
R _ R
Uik = { — AR — 327r2/0 dﬂ?{ IH(W) + In( o ) + In( o )}CIJKL

Following the steps in obtaining the § function given in Section 11.1.1
yields

(10.8.2)
We recover the earlier result given in Eq. 11.1.3 for the single scalar field

by setting N = 1.

10.9 Renormalization constants of ¢* theory

The results for the renormalization constants are collected. From Eq. 10.6.4

3R
AB=2\A\r = Zy=1
b AR A T T6n2e
Recall from Eq. 10.4.5
M 5
Lpy=1———-"——
v 12(167%)% © OXr)

Furthermore, from Eq. 10.5.2, mass renormalization is given by

_ AR 12 2y _ AR 2
m = (1 %)Y 2mg 4 OOF) = (1+ % g + O(¥)
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and hence

AR
mp mMmRr = +_32W26

In summary, to leading order in O(Agr) and in 1/e, the dimensionless
renormalization constants are given by
AR 3)\R . A%

Zm=1+-2E 1 7,=1 Zy=1-———B__ (10.9.1
L R T P 12(1672)2€ ( )

Note that, as expected from the general features of dimensional regulariza-
tion, the Z’s depend only on Ar and are independent of mass mpg; hence,
this scheme is equally valid for massless quantum fields as well.

Both the bare quantities, mp, Ap are divergent, but are tuned to diverge
in a very precise manner, and leave a finite renormalized result. This result is
similar to calculus in that infinitesimals are multiplied and divided to yield
finite results.

This completes, to lowest non-trivial order, the renormalization of ¢* the-
ory. The renormalized mass mpg and coupling constant Ar are finite. All
measurable results of ¢* theory are finite functions of mg and Ag. The result
are given by one loop Feynman diagrams for mgr and Ar and unexpectedly,
one had to go two-loops to obtain Z,.

10.10 Renormalized Perturbation Theory

The renormalization scheme using the bare Lagrangian shows that one can
render the theory finite by introducing renormalized mass and coupling con-
stants via the renormalization conditions. One then obtains an expansion of
the bare quantities as a power serious in terms of the renormalized mass and
coupling constant.

The lowest order result was obtained using bare perturbation Theory
shows that the bare mass and coupling constant, to lowest order, are equal
to the renormalized ones, with divergent terms being added at higher order
to render the theory finite. This pattern is a general feature of the renor-
malization procedure. The bare Lagrangian can be completely replaced by
a Lagrangian defined by the renormalized field variables and coupling con-
stants.

The analysis of bare perturbation shows that the bare Lagrangian is de-
fined in terms of the bare mass and coupling constant mpg, Ag and renormal-
ized field variable pr. Another equivalent way of organizing the perturbation

expansion is to HEGOHNOT OO, .
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renormalized Lagrangian is obtained in the following manner. Recall the
Bare Lagrangian is defined by

1 1 AB
Lp= —5(3;&3)2 - §m238023 - I‘P%
Writing the bare Lagrangian in terms of the renormalized parameters and

field yields

1 VANA AR S
Lp = —iZw(G#QOR)Q — m2 vm?{cp% — Z"u Z)\ijcp}l%
1 1 AR
= =5 (Oupr)’ — MR — = ¢k
1 1 AR
2 D)~ 22, ek (2,22 - 1)k
=Lr+ Lor (10.10.1)

The Lagrangian Lp yields the renormalized theory. The counter-term La-
grangian Lo is defined, order by order in Ag, so that all the divergent terms
that arise from Lp in perturbation theory are exactly canceled to each order
by Lot

There is clearly an ambiguity in the definition of Lo7 since, in canceling
a divergent term, one can always add a finite piece and still cancel the
divergent piece. The procedure in the following derivation is called minimal
subtraction and consists of canceling the divergent 1/e terms that appear to
lowest order.

Recall from Eq. 10.9.1, bare perturbation theory yields

AR 3\r 22
Im=14-—" . Zy=1 D Zo=1—-—_B8
L P A T 12(1672)2%€
Hence
22 1 Arp 1 3AR
Zop=1——T8B " 727 — 14+ 222 7.72=1+4+-"200.10.2
v 12(1672)2 ¢’ “M7F Tz A% + 16%2% )

The result given in Eq. 10.10.2 refers to only the renormalized coupling
constant and mass. The renormalization constants Z,, Z,,, Z are re-derived
using only the renormalized parameters mpg, Ag. The result is re-derived in
this Section directly using renormalized perturbation theory and with no
reference to the bare theory.

The three renormalization constants are fixed using the minimal subtrac-
tion scheme. The singularities that go as 1/e are directly subtracted by
introducing suitable counter-terms in the Lagrangian.
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Similar to the bare propagator given in Eq. 10.4.1, the renormalized La-
grangian Lp yields the following the tadpole and sunset diagram for the
renormalized propagator

1 AR 1 dek 1 1 -
GR(p) = ———"2112: / MAT
2(7) pP+m% 4l (pP4+m%)? ) (2n)dp?+ m%%+ (P2 +m2)2 F 1(p)
and hence
1 1 Apm? 1 A2, p?
G (p) e B OV

= +

p>+m%  (p? +m%)? 16n%e "mpr”  (p? 4+ m%)? 12(1672)2%e

To cancel the two divergent terms, using the MS scheme of minimal
subtraction, the 1/e terms are precisely canceled by adding the following
terms to Lp as counter-terms

LApm% o, 1 )%

_ R Z___ TR (H )2
31672 P2 T 3 1a(6r7 e O
Hence, from Eq. 10.10.1 and above equation
AR A2
R g7 = TR
16m2e = A7¢ 12(1672)2%¢

R

227, 1=

Figure 10.2 The mass counter-term in Lo is a new term in the Lagrangian

These counter-terms give rise to the following Feynman diagrams given in
Figure 10.2 and yields the following renormalized propagator

GR(p) _ 1 n 1 )\Rm% Ko 1 )\%pz
p?+m%  (p?+m%)? 167 “mp (p? + m%)? 12(1672)%¢
_ 1 )\Rm% + 1 )\%%pg
(p? + m%)? 1672 (p? + m%)? 12(1672)%¢
1 1 Mm% 1
= + In(—)= ———5— 10.10.3
pPP+my o (p?+m%)? 1672 (mR) P2 ml ( )
where the physical mass is given by
A
2 _ AR 2 H
Mphy = 16?”13(1 - ln(m—R))

Note we have recovered the result given in Eq. 10.5.4 that was obtained
using bare perturbation theory.
Consider the evaluation of the Feynman diagrams given in Figure 10.1
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using the renormalized Lagrangian. From Eq. 10.6.5, the renormalized four
point vertex is given by
P T (pry - pa) = =g
2
>\R

_|_7

1 T 2
s o) [ an{(FE

2 ATt ATe
7o G )™

f(s)=mh+sz(l—x); s=(p1+p2)?; u=(p1+p3)?; t = (p1 +pa)?

To cancel the 1/e term, we need to add the following term to the counter-

where

term to the renormalized Lagrangian

1 3ARr Appt 4
Lp— —
BE™ 162 ¢ 7R
We hence obtain the renormalized four-point vertex function given by
_ 3\2
P T (pr, - pa) = —Ar — —2

1672¢
2\ 2

! A7 p? A7 p? 47 p?

-+ (1 /d:v /2 4 24 ()
stamy e + oW J, 4 G+ ™ + )
Taking the limit of € — 0 yields the result obtained earlier in Eq. 10.6.6 and
given by

_|_

)\2 1
Ly (s,u,t) = —Ag — 327}?2 /0 dm{ln(g;)) + ln(iijé)
where

)+1n(@)}

cp?

c = dmer®

In summary, in the scheme of minimal subtraction to cancel the divergent

term, one makes the addition of a counter-term to Lg, which yields the bare
Lagrangian Lp; to the leading order, we have

1 Apm? 1 A2 1 3A\g Apu‘

Lp~Lp— "Bt R 2= ok (10,104

B LR 5 6m PR S5Mon02 0P T Iitenz ¢ YR )

The definition of the renormalization constants, from Eqs. 10.10.1 and

10.10.4, yield the following results

Zo—1—-2n 1 o0
’ ©6(16m2)2 ¢ R
Ar 1
737, 1= T O(\%)
3Ar 1
2 R 2
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Figure 10.3 The vertex counter-term in Lop is a new term in the La-
grangian

To lowest order, the solution given above agrees, as expected with the
result obtained earlier using bare perturbation theory as given in Eq. 10.10.2.

Note that in renormalized perturbation theory, the Feynman perturbation
expansion is carried completely in terms of the renormalized quantities. One
first computes the Feynman diagram for a given order using the Lagrangian
Lr. One then imposes the renormalization conditions for that given order.
One then adjusts, or renormalizes, the renormalization constants Z,, Z,,, Z
to subtract and cancel all the divergent terms requires for fulfilling the renor-
malization conditions.

The remarkable and enigmatic result for a renormalizable theory is that
the procedure of canceling the divergent terms in a Feynman diagram using

the renormalization counter-terms [EGCISRTCHIREC e TSN
EEPIENRESe A\ dccper understanding of this rather baffling and

unexpected result was given by the modern interpretation of renormalization
due primarily to the pioneering work of Wilson, discussed in Section 11.10.

10.11 Momentum cut-off regularization

For completeness, a regularization using momentum cut-off is discussed. The
one-loop results are analyzed as these are sufficient to illustrate the main
features of this method.

All Feynman diagrams are evaluated in d = 4. All momenta in the loops
of Feynman diagrams are restricted to have a magnitude less than A.

For the one-loop renormalization of mass we need to be evaluate

J —/ dk ! S (A% — m?In(1 + A?/m?)]
T emd (k2 +m?)  16x2
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using the result from Noteworthy 9.2. The divergent terms for J; are

A
1672

We analyze only mass renormalization; field renormalization is similar but

Ji [AZ — m%In(A%/m?) + m?0O(m?/A?)]

needs a two-loop diagram. The one-loop calculation of the propagator is due
to the tadpole diagram and, from Eq. 10.4.1, yields

1 AB 1 / d*k 1 9
Golp) = ——— 2B 9. Lo
2(p) p?+m% 4l (p? +m%)% ) (2n)4p? 4+ m% (AB)

B 1
P? +mi

where meg, similar to Eq. 10.5.4 is given by

mly, =mp + - N (10.11.1)
=mp + 3;; [A? — m% In(A?/m%) + O(m?/A?)]  (10.11.2)

Similar to minimal subtraction, the bare mass is chosen to cancel the diver-
gences that appear for meg, and yields

AR
my =mih — 39,2 [A% — m% In(A?/u?)] (10.11.3)
Note that, unlike dimensional regularization, in the momentum cut-off scheme,
the bare mass has both additive and multiplicative renormalization. Eq.
10.11.3 yields Z,, as follows

Ar A? A
mh = 22y ;28 —1- 8 "

I In(A%/u?) (10.11.4
m 32n m?, | 32n? n(A*/p”) (10 )

Unlike the renormalization constants in dimensional regularization that are
independent of mass, momentum cut-off regularization yields mass depen-
dent constants. This is one of major advantages of dimensional regularization
since one can take the limit for massless theories, something that is not so
straight forward for the case of momentum cut-off regularization.

From Eqgs. 10.11.2 and 10.11.3, the effective meg is given by

AR
1672

méy = mh{1 - 25 (L)) + O

mpg
and we have have recovered the result obtained in Eq. 10.5.4 using dimen-
sional regularization.
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For the four point vertex function we need to evaluate

d*k
Kalp”) = / @ 2+ m2)((E + )+ m?)
From Eq. 9.10.3

! d*k
Ky (p®) —/0 da:/ (27r)4[;;2+m2 + p?x(1 — x))?

! d*k 1 e o
-t | Gy ¢ P oo

Furthermore

1 d*k 1 A 1
= dkk3dQg—
<27r>4/ (k2 + f2)2 (277)4/0 Sk f2)2
1 272 /A 2
- dz—"
(2m)t 2 Jo (z+ f2)?
1 f? 1 F27A%f
~ 1672 /f2 au( 2 )= 1672 In(w) + E]f?

— gz ()= 3] + o)

2

and hence

Ka(p?) = — /0 1 dan(}) - 5] +001/a)

= 82

Recall from Eq. 10.6.1, and as shown in Figure 10.1

1
TP(p1,-- ,p1) = —Ap + 5/\QB{K2(1?1 + p2) + Ka(p2 + p3) + Ka(ps + pa)}

= - ﬁ 1 X HL n A ni _§
- )\B+16772/0 d [1 (f(s))+1 (f(u))H (f(t)) 2} (10.11.5)

with the variables s, u,t being defined as follows

s=(p1+p2)?; u=(p1+p3)*; t=(p1+ps)’

Similar in spirit to the scheme of minimal subtraction, choose the renor-
malized coupling constant to exactly cancel the divergence due to A; for
arbitrary scale p

3AR (1) A

A5 = Ar(p) + 5 ln(ﬁ) (10.11.6)
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Hence, from Eqs. 10.11.5 and 10.11.6, the renormalized four point vertex
function is given by

2 1
Ti(p1,- ,pa) = —Ar+ 1271?2 /0 dw[ln(%) +1n(ﬁ) +1n(%) _ g

where, since mp and mpg are equal to leading order in Ar
f(s) =m% + sz(1 —x)

Hence, we have recovered the result for the renormalized Ff(pl, e, D4)
that was obtained earlier in Eq. 10.6.6 using dimensional regularization.
The results differ in the definition of p, which is to be expected since we
are using different schemes to define . This difference yields equivalent
renormalized coupling constants that are related by a renormalization group
transformation.

The bare and renormalized Lagrangians, to one-loop, are given as follows

1 1 AB
Lp= —5(5M<PB)2 - §sz<PQB - Z@%
1 1 AR
= —§(au%0R)2 - im%@% - ZSDLlR + Let.
where the counter-term Lagrangian is
1 2, 1 Ar 2 2 27,2\, .2 1 )‘%2 A 4
Let. — 5(%@13) + 9392 [A* —mp In(A%/p)]pR — 41 1672 ln(;)@R

The counter-term has an additive mass renormalization term that is indepen-
dent of m%, namely AgA%/(3272), and which does not appear in dimensional
regularization.

10.12 Renormalization: Background Field method

The background field method is an efficient procedure for renormalizing the
mass and coupling constant of a quantum field. This method is particu-
larly suited to more complicated cases such as super symmetric Yang-Mills
quantum fields.

Consider the bare Lagrangian of ¢* theory, namely

Ln= 5 @uenl — bk~ Siok 5 S@) = [ d'aca

One shifts the quantum field variable ¢ by ¢, such that

¢B—>¢+¢c
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The field ¢. is a determinate function of spacetime and solves the classical
field equation, namely that

05(¢e]
0¢

The path integral yields

Z:/D¢€S(¢+¢C) :/D¢eso(¢)+5(¢c)+sj(¢,¢c)

A
=0= _8uau¢c + mQngC + 3*?@%?3

where
S= [ d'aLo(@) = = [10,0) + me?)
and
$1(6,00) = [ d'aLi(6.6) = =L [ d'sd2(a)6* @) + O)

There is no term linear in ¢ since ¢, is the solution of the classical field
equation. The Lagrangian £; has the vertex ¢>¢? and is shown in Figure
10.4.

Figure 10.4 Interaction term S7 ~ ¢2¢?*: the double line corresponds to ¢2
and the two separate lines correspond to ¢2.

The partition function yield the following

1
Z = 5 / Dpe® D1 + S + 55% +o(\})]

— S($e)+AS ()

The lowest order Ap terms yields

AS; = /¢2 / (kzk+m 75

:_J1/¢

where, using result from Noteworthy 9.2

d?k 4 jgr 2
Jl:/(Qw)d(kQer%) 1672 ( B)/Q[ ¢ Te@]+ 0
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The term O(A\%) yields the following
A8y = 51V EL [ dadi @) (a) [ el @)
and is represented by two Feynman diagrams shown in Figure 10.5.
—00= =0

Figure 10.5 The two diagrams at second order; the first is disconnected
and the second is connected.

The first (disconnected) diagram yields

(ASy)?
2!

A8, (1) = Ny (R [ da (@) =

The second (connected ) diagram gives the following

ASy(2 / / §(k1)E(p1)
P1,P2,P3 k17k2,k3
Zk Z ) p2+k‘2)5(p3+k3)

— py+my pi+miy

where
WE/%M%M

Performing the contractions yields, to leading order, the following

)‘2 d,. 4
AS2 5 J d $¢C($)

where, from Eq. 9.8.2

ddk 1 1 A

= €/2
” / (2m)d (k2 + m3%)? = 16722 [ +¢(3)] + O(e)
Hence
AS;)2
Z = S8 4 A8, + ¢ ;l) + ASy(2)]

and yields,to O(\%) the following background action
Seff = S((Z5C) + ASy] + ASQ(Q)
The effective background Lagrangian is defined to be finite and is given by

1 1
Lot = —5(Oude)? = Gmid? — “H0!

)\RM
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Note in the background field method, as expected, the field renormalization
constant Z, only appears at O(\?).
The renormalized coupling constant is given by

. 3.5 3N\G AT o2
ARpMS = Ap — 2J2)\ =Ap — 392 (mQB) [6 + ¢(3)]
3Apu~¢ 3/\QBM’6 bu
= An(l— _ In(——) : b=2/me?3)/2 10.12.1
sl = o) ™ g PG, Ve ( )

G2V IRy SRS

Ap = Appc(l
= Ap = Arp (Lt 7e50) + it e s

The renormalized mass is

1 A 4m . 2
miy = mi; + 5Ap = mi (14 535 (o) =+ p(2)])
B

—m (1 - %) - m%% ln(:;;) L b= 2y/me?@/2 (10.12.2)

The renormalized mass and coupling constant have a u dependent term
that is absent in the result obtained earlier using the minimal scheme for
both bare and renormalized perturbation theory.

The difference is because the background field method and minimal sub-
traction scheme have different momentum scales at which the renormal-
ized quantities are defined. It is shown later in Section 11.5 that these two
schemes yield the same renormalized theory, with the renormalized quan-
tities of the two schemes being related by a finite renormalization group
transformation.

The background effective Lagrangian is defined to be completely finite to
all orders in perturbation theory and hence have provides an independent
renormalization scheme. All the quantum fluctuations are integrated out
and the smoothly varying classical field contains all the short distance effect
of the quantum field. Since the bare quantum field Lagrangian has quantum
fluctuations for all length scales, the long distance effective Lagrangian’s
mass and coupling constant are the renormalized parameters.

10.13 Renormalizability to all orders

For the ¢* theory, two divergent diagrams were analyzed. The question nat-
urally arises whether there are more divergent diagrams and whether these
appear at higher orders. A high order Feynman diagram is shown in Figure
10.6. For the theory to be renormalizable, Feynman diagrams of arbitrarily
high order all have to be finite.
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For every Feynman diagram, define the superficial degree of divergence
to be D. This is a measure of how the Feynman integral diverges as the
regularization is removed.

Figure 10.6 A O(A\!!) order Feynman diagram for a ¢* scalar field theory.

For a momentum cut off A, the norm of the integrations are restricted
so that kf 4+ --- + k23 < A?. Note that all the components of the momen-
tum are restricted only for the Euclidean theory, since for Miknowski space
the norm is not positive definite. However, it is sufficient to show that the
quantum field theory is renormalizable in Euclidean spacetime for it to be
renormalizable in Minkowski spacetime.

In general, a Feynman diverges as A”. Note for D > 0 the graph is
divergent, with D = 0 indicating a logarithmic divergence. For D < 0 , the
graph is finite and convergent.

A Feynman diagram in general is defined by the following.

e F number of external lines; an external line connects to only one vertex

e n number of vertices

e [ number of internal lines; the two ends of an internal line are each con-
nected to a vertex, which can be the same vertex as in the case of a bubble
diagram, or can be connected to different vertices.

e [ number of loops; a loop is an independent d-dimensional integration

Let the spacetime dimension be d and consider the general interaction
terms ¢", with r > 3. Each loop corresponds to a momentum integration over
d dimensions and gives a divergence of A%; each internal line I corresponds
to a propagator that contributes a A=2 to the divergence.

Hence for L loops with I internal lines, D is given by

D =dL 2] (10.13.1)

For a bubble Feynman diagram, given in Figure 9.9(b), L = 1,1 =1
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a) b)

Figure 10.7 Feynman diagrams for a ¢* scalar field. a) A Feynman diagram
with four external legs. b) A Feynman diagram with six external legs.

and hence D = d — 2, yielding a quadratic divergence A2 in d = 4. The
Feynman diagram in Figure 10.7(a) has D = d — 2 x 2 = d — 4, which has
In A divergence for d = 4. On the other hand, diagram in Figure 10.7(b) has
D = d — 6, which converges for d = 4.

The main criterion for classifying a divergent Feynman diagram needs to
be the number of external lines I/ that the diagram has — as this tells us
how many Feynman diagrams are divergent for the theory and need to be
rendered finite by renormalization.

We re-write the degree of divergence D in terms of the number of external
lines E. For n vertices, an interaction of ¢" gives rn legs that sum to 21 + FE
since each internal line connects two vertices. Hence

rm=F+21]

The number of loops are determined by n and I. Each vertex in the Feynman
diagram has one momentum conserving delta-function constraining the mo-
mentum integrations, less one overall momentum conservation delta function
for the entire Feynman diagram. Hence

L=I-(n—-1)=I-n+1 (10.13.2)

For example, in Figure 10.6, n = 11,L = 9 and I = 19; hence we have
L —1=8=1—n, as expected.
The superficial degree of divergence, from Egs. 10.13.1 and 10.13.2, is
given by
D=dI-n+1)—-2[=(d—2)[—d(n—1)

For 1PI diagrams, discussed later in Section 12.5, all internal lines occur
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within a loop and one has the condition
rn=F+21]

and which yields

r E
D=(d—-2)(=n——) — —1
(@=2)(En—2)—dn—1)
Hence
d—2 d—2

D=d—-——F
2 + 2

We have the following cases.

r—dn ; n=1,2---00  (10.13.3)

o (d—2)r/2—d=0and hence D = d — (d — 2)E/2. There are only a finite
number external lines E for which the superficial degree of divergent is
positive. For sufficiently large E, we have D < 0.

Since the bare Lagrangian has only a finite number of coupling con-
stants, a renormalizable theory can only have divergent diagrams for a
finite number of external legs E. The superficial degree of divergence is
independent of the number of vertices n, and which implies that for each
E for which D > 0, there can be infinitely many divergent diagrams, with
larger and larger n. Two examples of the infinite collection of divergent
diagrams are given in Figure 10.8 for ¢* theory.

The theory is renormalizable since the infinitely many divergent terms
can all be absorbed by redefining a finite number of bare coupling con-
stants, which correspond to the finite number of E for which D > 0.

3

(@) (b)

Figure 10.8 Divergent Feynman diagrams for a ¢* scalar field. a) Bubble
diagrams with two external legs. b) Divergent diagram with four external
legs.

e (d—2)r/2—d < 0: only a finite number of Feynman diagrams are diver-
gent since for large enough n, the superficial degree of divergence D < 0;
the rest of the higher order Feynman diagrams are all convergent, and the
theory is super-renormalizable
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e (d—2)r/2 —d > 0: there are infinite number of divergent Feynman di-
agrams; theory is non-renormalizable. One has infinitely many divergent
diagrams since the degree of divergence D keeps increasing with increasing
n; in particular, for sufficiently large n there will be a divergent Feynman
diagram for any number of external lines E. Hence, we expect that for this
case the theory cannot be rendered finite by any perturbative procedure
and is termed as non-renormalizable.

For ¢* theory in d = 4, for r = 4 we have (d —2)r/2 —d = 0 and
D = 4— E. Hence, there are only two divergent diagrams, namely for £/ = 2
and 4. There are infinitely many divergent diagrams for each case. For the
case B = 2, some of the infinitely many divergent diagrams can be seen from
the tower of bubble diagrams that occur for the propagator and shown in
Figure xxx; all the divergences can be absorbed by re-defining the bare mass
mp in terms of the renormalized mass mpr and divergent counter-terms.

In general, from Eq. 10.13.3 for d = 4 , we have

D=4—E+n(r—4) (10.13.4)

From equation above, ¢* is renormalizable in d = 4 but ¢% theory is non-
renormalizable.
For a ¢" theory in d = 2, from Eq. 10.13.3 , we have

D= —d(n—1)

which is independent of r and hence all polynomial interactions are renor-
malizable. This allows for non-polynomial potentials, such as an exponential
of the field ¢, to be renormalizable in d = 2 .

10.13.1 ¢* theory: Super-renormalizable in d = 4
For ¢3 theory in d = 4, from Eq. 10.13.4 we have

D=4—FEF—-n ; r=3

In d = 4, the following are only three Feynman diagrams that are divergent
for ¢ theory.

en=1 = D =3—F: For E = 1, there is a single one-loop tadpole
diagrams shown in Figure 10.9(a). There is no E = 2 diagram and E = 3
gives a tree diagram (no loops) that is finite. For E > 3, we have D < 0
and hence convergent.

en=2 = D=2-—F: For F =2 there is a single self-energy one-loop
diagram that yields mass renormalization shown in Figure 10.9(c).
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en=3 = D =1-FE: For E =1, there is a single two-loop tadpole
divergent Feynman diagram shown in Figure 10.9(b).
e All the diagrams higher n for all E with n > 3, are convergent.

— O —D —

(a) (b) (©)

Figure 10.9 Feynman diagrams for a ¢ scalar field. a) A one-loop tadpole
diagram (one external leg). b) A two-loop tadpole diagram (one external
leg). ¢) A one-loop Feynman diagram with two external legs.

e The three divergent terms can be rendered finite by introducing a linear
term in the Lagrangian dh¢, with dh canceling the one-loop and two-
loop divergent terms coming from the tadpole diagrams given in Figures
10.9(a) and (b). A mass renormalization §m? is added to the mass term in
the Lagrangian to yield (m?+dm?)¢? and cancels the one-loop divergence
coming from the self-energy diagram given in Figure 10.9(c).

Hence, in d = 4, ¢ theory is super renormalizable.

10.14 Superficial degree of divergence: Dimensional analysis

The degree of divergence D < 0 does not mean that a graph is necessarily
convergent and this is the reason that it is called the superficial degree of
divergence. Consider for example E = 6 for ¢* theory we have D = —2. A
graph such as given in Figure 10.10(a) is convergent But graph in Figures
10.10(b) and (c) are divergent since they contain divergent subdiagrams.
However, intuitively it is clear that if one renormalizes the primitively
divergent graphs, then graphs such as those given in Figures 10.10(b) and
(¢) no longer have divergent subgraphs, and should be convergent.
Weinberg’s theorem states that if the D of a graph is negative as well as the
D for all its subgraphs are negative, then the Feynman diagram converges.
Consider the Lagrangian in d dimensions namely

1 1
£ = —3(0,0)* = 5m*¢* — 9"
Since f d%z L is dimensionless we have

1 1
qb:ad?anqﬁ =1=dy= 5(2—d)
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X X a0

a) b) o)

Figure 10.10 Feynman diagrams for a ¢* scalar field. (a) Finite Feynman
diagram. (b) Divergent Feynman diagram. (c¢) Divergent Feynman diagram.

g:a Ya"ed =1 = dg = —d —rdg

or

Hence one can write D, from Eq. 10.13.3, as follows

D:df(gfl)Efndg

FEach vertex has a coupling constant g; for a nth order Feynman diagram,
the dimensionless contribution to, for example, the generating functional W
is given by ¢"I,, where I, is the Feynman diagram that is given by integral
over all the loop integrations. The dimension of g ~ p%.

e For d, > 0, the coupling constant g" yields a dimensional factor of sl
and hence, to make the product ¢"I, dimensionless, the Feynman dia-

gram must go as A"l

the higher the order of the diagram, the more
convergent it is. Hence the theory is super-renormalizable as there are
only at best a finite number of graphs that are divergent.

e For d, < 0, the dimensional term ,u"dg | coming from the coupling constant
must be compensated by a divergent Feynman diagram going as Al99l.
The higher the order, the more divergent is the Feynman diagram, and
the theory is non-renormalizable.

e For d, = 0, there are infinitely many divergent diagrams but these appear
only in a finite number with a maximum given number of external legs.
All the divergent diagrams can be rendered finite by renormalizing a finite
number of parameters in the action that correspondence to these external
legs. Hence, the theory is renormalizable for d, = 0.
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In conclusion, for renormalizable theories in d dimensions, d, = 0 and the
coupling constant g is dimensionless.

10.15 Summary

It is one of the mysteries of renormalization that additive infinities, such
as m + dm and A + ), can be removed by the multiplicative redefinitions
of the original (bare) Lagrangian. The other mystery is how is it possible
that by redefining the bare Lagrangian all the higher correlation functions
are rendered finite — and yield a completely finite theory to all orders in
perturbation theory.

A partial answer is given in the next Chapter on the renormalization
group. The existence of a ‘ultra-violet fixed point’ for the case of high energy
physics and of an ‘infra-violet fixed point’ in the case of phase transitions
— these concepts are defined in the next Chapter 11 — is the fundamental
reason that a theory is renormalizable. What one obtains in perturbation
theory is the result of existence of this fixed point, order by order.



11

The Renormalization Group

The perturbation expansion of ¢* nonlinear scale quantum field yields di-
vergent results. An analysis of bare perturbation theory shows that a redef-
inition of the bare parameters, using the scheme of multiplicative renormal-
ization, removes all the divergences. Furthermore, it was demonstrated that
both, the bare and renormalized perturbation expansions, yield the same
results.

The momentum scale i that appears in dimensional regularization is a
general feature of renormalization. In every scheme, a momentum or length
scale must be chosen for defining the renormalized coupling constant and
masses in terms of the bare ones. The renormalization group reveals the
physical significance of the apparently arbitrary scale u. The renormalization

group is a mathematical formalism for [
I, v hich in our case means changing . In particular,

it determines how the coupling constants change with a change of scale, with
the renormalization group transformation relating the coupling constants at
two different scales.!

A transparent analysis of renormalization is provided by bare perturba-
tion theory using dimensional regularization. The renormalized theory is
defined entirely in terms of the bare theory, with the renormalized theory
being defined in terms of the bare theory by the procedure of multiplicative
redefinition. The Callan-Symanzik equation analyzes the change in the cor-
relation functions holding the bare coupling constants and masses fixed —
and is a realization of the renormalization group. Wilson’s approach to the
renormalization group, based on integrating out the high momentum degrees

I The renormalization group technically speaking is a semi-group, with the transformation only
increasing the scale; the renormalization group transformation is closed under multiplication,
but does not have an inverse, as is the case for semi-group.
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of freedom, is more general and includes the Callan-Symanzik equation as a
special case.

From Eq. 10.1.2, the renormalization constants Z depend only on Ap and
€; since we are going to hold A\p fixed, we solve for Ar in terms of Ap, that
is

)\R = )\R(,LL_E)\B, 6)

Using the fact that the constants Z in dimensional regularization are
independent of mass, we have

AB = Zx(AR, €) Aru© (11.0.1)
mp = Zm()\R,e)mR (11.0.2)
o5 = 2> (AR )6 (11.0.3)

where € = 4—d. Recall that Ag, mp, € and ¢ are all independent of the scale
parameter pu. It is for this reason that the renormalized coupling constant
Ar(p) is of central importance in determining how the behavior changes
with the change of scale pu.

11.1 Callan-Symanzik equation

The Callan-Symanzik equation is an example of the renormalization group
equation as it describes how the correlation functions of the quantum field
theory change as one changes the scale at which the renormalized coupling
constants and masses are defined.

Consider the bare n-point vacuum expectation value

G (p1s---pn) = (QT{¢B(p1) - - ¢B(Pn)}|Q) = GF (A, mp, )
The renormalized Greens function are defined by
GE(\p.mp,€) = Z;* (1, A5, ) GE(Ap,mp, €)
and we have
GP(Ag.mp. ) = Z,*GE(Ap.mp. 1)

Since the bare theory is independent of u, we obtain

d
—GP(Ap,e) =0
Above condition yields the following Callan-Symanzik equation

d w2 1 dZ
0=—(z;*ch)y =z}

R n/2d R
Z,
dp 2¢ZdG+ G
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or

d ~r

d danGR:O
dp

n

Hence we obtain

0 OAgp O omp O n 0lnZ R
W T "o m T on amn T 2" on ﬂxﬁm&fll_o

or

(3 + BOR) 55 + () o+ 370(08)

57—+ = (11.1.1)

AB,mB,€

Note the important point that it is necessary to keep Ap, mp, € constant as
is required by the definition of the bare Lagrangian, which is independent
of the renormalized quantities.

In the scheme of bare perturbation theory, the renormalization functions
are evaluated by the variation of the renormalized theory as a function of
1, while keeping the bare theory, namely Ap, mp, € fixed. This yields

Ap) = p ot ) = —p
B( R) M 8/“6 )‘Bszve ’Y ( R) mRILL 8/“6 )‘B»mB7€
1 0InZ
AR) ==
1e(AR) = Su 9 Dapmpc
The field renormalization constant Z is given in Eq. 10.4.5 and yields
11 )\2/,1, 2e
Zy=1—--—"1B by
¢ €12 (4m)? +0(eA5)
Hence
1 0lnZ 1 M2
Vo = S 2 = S+ O(\R)

2 8/,L )\B,mB,e 12 (47T)4

The finite renormalized mass mp, from Eq. 10.5.2, is given by

ABp € 2
mpr = (1— 39,72¢ )ymp + O(A\g)
The anomalous mass dimension is given by
1 Omg 1
= —lU— =—=A 11.1.2
T mRM op Ixgmpe  32m2 " ( )

Anticipating the result for the S function obtained in Eq. 11.1.4, we have

1 A%
12 (47)4

3 1
B = 167r2/\?;¢ P m = 5o R Ve = (11.1.3)
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11.1.1 Running coupling constant

The behaviour of the coupling constant as one changes the scale p is a fun-
damental property of a quantum field theory and determines the S-function.
Recall the bare theory given by Lp is defined independent of u and this in-
duces a dependence of the renormalized quantities on the scale u. Recall the
beta function is defined by

Y

AB,mpB,€

For the ¢* theory, the relation of the bare and renormalized coupling con-
stant is given by Eq. 10.6.4

AB::<1+—52¥3>ARME+—O(A§)

1672e
Since the bare coupling constant is independent of the scale u, we have
O\B
B
H B
and it then follows that
OAR 3AR 3R 3 O\g
0=p——p(1 AppS(14+ ———) + AppS ——p——
K o e+ 167’(26) +eArut(1+ 167T26) +ARM 1672" o
or
O\ Ar(l+ 124 3\
pospt = - SLLI) -
ou (1+ 16;;6) 1672¢
3R
= —€A 11.1.4
= [ =—€e\r+ 162 ( )

Hence, for € — 0, the beta function is given by

32,
1672

B(AR) = +O(Ng)

The two-loop result is

3\%, 17AY 4
B(AR) ~ 1672 - 3(47’()4 + O()‘R)

The renormalized coupling constant Ag = Ar(p) is a running coupling
constant that ‘runs’ with the scale pu; it has a dependence on p to precisely
off-set the variation of the renormalized theory so that the bare theory is
independent of the arbitrary scale p.
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11.2 Callan-Symanzik equation: anomalous dimensions

Consider the renormalized n-point function
Gu(p, AR, MR, €, 1) = GR(p1 -~ Pus AR, MRS €, 1)
which is related to the bare n-point function by the following
GB(p. A mB.€) = 23 Gu(p, Ar. MR, €, 1)

To obtain the variation of GG,, under a change of scale p, let
Oy o gl _d
B =€ Ho an ~Papar ~ dt
The Callan- Symanzik equation is given by

d d n/2
0= &{GB(Z% )\vaBue)} = @{Z(b Gn(p, )\R’mR’e”u)}

and which yields

d n
Hence
[i + ]G ) =0 = i( 5 Jo dt e () (t)) -0
dt g eV dt "
Integrating above equation yields
Gn(p) Ho, )‘R(O)) = enF(t)Gn(p’ et,uOy )‘R(t)) (1121)
where

1 t
Lo = [ dtr(e)
2 Jo
Changing variables from p to Ag yields

1 @) A
=" DR p_ / a2
A

w B(Ar) 2

0 B

Noteworthy 11.1: Dimension of connected Greens function

The ‘engineering dimension’ of Gy, (z1,- -+ ,z,) = G, (x) is determined by
the dimension of the scalar field ¢ — given by dy = (2 — d)/2. From its
definition

[Gn(l‘)] — N_nd¢ _ Mn(d/2—1)
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The momentum space Greens function is given by

Hence

[Gn(pl e pn)] = [Gn(p)] = M—nd'un(d/Q—l) — M—n(d/2+1)
=p s dy =n(d)2+1) (11.2.2)

Consider the example of the two point function given by
Ga(p1,p2) = 6(p1 + p2)Ga(p1)
with
Galp) = [ e Elon(x)om(0)] = [ dle 7 Goo)
The two point function for the free field is given by

d(p1 +
Gg(p17p2) — (p1p2 p?)

Hence, for the free field
émkm5@1+pﬁ
2
and we recover the engineering dimension d,, given in Eq. 11.2.2 with n = 2.
In general, for a free field the scaling properties of a Greens function

G (e'p1, e'pa) =

is determined by its engineering dimension, whereas for a renormalizable
quantum field theory, the scaling properties will be determined by the in-
teractions.

Rescaling p to e'p in Eq. 11.2.1 yields

G (€D, 110, Ar(0)) = e"TDG,, (e, e g, Ar (1)) (11.2.3)

For simplicity, suppose all the p;’s are much larger the renormalized mass
mpg, so that we can ignore all the masses and in effect, set mgr = 0.

Note e’y has the scale of momentum and behaves under scaling like a
momentum variable. The scaling of all the momenta, from Eq. 11.2.2, yields

Gn(elp, et pio, \p(t)) = e 1 G, (p, 1o, Ar(t)) (11.2.4)

The coupling constant Ag(t) remains unchanged above since it is dimension-
less and does not scale as a momentum.
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Hence, from Eqs. 11.2.3 and 11.2.4, we obtain
G(€'p, 10, Ar(0)) = eI AZHDTEOIG (p, g, Ap(t))  (11.2.5)

The engineering dimension of the Greens function G,, namely d,, has
been modified due to the renormalization arising from the higher momentum
degrees of freedom and the Greens function has an anomalous dimension
given by d,, — nI'. From Eq. 11.2.5, if follows that the high momentum e’p
asymptotic behavior of GG, is determined by its anomalous dimension and
by value of Ag(t) at the high momentum.

11.3 The Beta function
From Eq. 11.1.3, the S-function for ¢* theory in d = 4 spacetime dimensions
is given by
_dAr 3%
dlnp 1672

B

Integrating the 8 function yields Ar(p), which is given by

AR(Ho)
Ar(p) = (11.3.1)
1— 2200) 1 11/ 1)

I

Figure 11.1 The running coupling constant Ag(u).

Figures 11.1 shows that Ar(u) increases as p increases; the approximation
breaks down for u,, given by

30 1672

1— @ln(ﬂm/%) =1 = pm=e0 po

The expression for the running coupling constant Ar(p) is valid only for
i < fm- The value of the coupling constant A\r(u) at p in terms of the
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theory at pg is free from any divergence. It is only when p — oo that the
ultra-violet divergences appear.

As expressed in the Callan-Symanzik equation, the value of p is arbitrary.
In particular, a change in g can be compensated by a corresponding change
in the value of Ag(uo) and yields

OAR _0
Ho Opo 11

Hence, there has to be a constraint on the dependence of Ag (o) on po such
that

Ar(p) = fHadn(p/po) + h(Ar(po))} (11.3.2)
For p1 = o
Ar(po) = f(h(Ar(mo))) = f(h(x)) =2 = f=h"" (11.33)
For the ¢* theory, from Eq. 11.5.1

1 3
Ml = S = H{ROGw) = i ot/
where
fla)=1 ; h()=1

Hence Eq. 11.3.3 is a non-perturbative constraint on the running coupling
constraint Ar(p) and leads to improvements in perturbation theory.
Note the expression

M) = Mio) (1 + 208D 1)y + O ()

does not have the form in Eq. 11.3.2. It is only the Equation 11.5.1, ob-
tained by integrating the - function, that has the correct functional form,
as required by Equation 11.3.2.

Equation 11.3.2 yields the scale s defined by

Ar(p) = f(In(u/s))

with

s = pge—hr(k0)

The appearance of the arbitrary scale s breaks scale invariance; in other
words, the necessity of renormalizing a quantum field theory leads to the
breaking of scale invariance.
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The fundamental reason that the renormalization group improves pertur-
bation is because it replaces the bare coupling constant Ag by the renormal-
ized running coupling constant Ar(p). As long as Ar(p) << 1, the theory
has an improved perturbation expansion due to the fact that the leading
logarithms have all been summed up in the expression of Ar(u).

11.4 Physical mass and coupling constant

The derivation of the beta function 8 and of ~,, that determines how the
renormalized coupling constant Arp and mass mp depend on the scale p,
respectively, was based on the formal properties of the Callan-Symanzik
equation; the same result is derived from a more intuitive point of view.
Recall from Eq. 10.5.4, the physically measured mass is given in terms of
the renormalized coupling constant and scale parameter p by the following

AR
3272

In(=—)} + O(A%)

L
Mphy = mR{l - miR

The choice of mp for setting the measure for p is arbitrary, and we replace
it with F for greater generality and obtain

Mpny = ma{l = 205 In(£)} + O(AR)

A
3272

The S function, as given in Eq. 11.1.3, is

oA 3\2
o 167

The physically measured mass and coupling constant are independent
of the arbitrary scale p, which requires making both Ar and mpg to be
functions of u. The dependence of Ar(u) and mp(p) on p is fixed so that
mghy, I'R(s,u,t) are independent of the arbitrary scale .

The renormalized vertex function is given by Eq. 10.6.7

Ak

F4R(S7uat) =—Ag— 3972

{ln(522) + hl(%) + 1n(5;2)} (11.4.1)

The renormalized T'} is independent of p, as indeed it must be since the
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scale p is arbitrary; to see this note that

Mde(s,u,t) OAr OTE (s, u,t) n OB (s, u,t)

dp K ou OAR K ou
)\2

=—6+%;-23+0Q%=0+0M®

Similarly, for the physical mass, since § = O(A%), we have
dmpny omp AR W AR 9
= - In(—=)} — —= +0(\

dn M op U g M) —megy 5+ O0R)
Since
M dmr AR

mgr Op  32n2
we obtain the expected result that
dmphy

dp

We could have obtained the results for 5 and ~,, by demanding that
physical quantities like the observed mass and four point vertex function be

=0+ 0(\p)

independent of the scale p. We would then have arrived at the results we
obtained using the Callan-Symanzik equation and given in Eq. 11.1.3.

11.5 Renormalization group: mass and coupling constant

The renormalization group relates the renormalized coupling constants and
masses at different scales. A reflection of this is found in the various schemes
for renormalizing a quantum field, and this aspect is studied using the one-
loop results for ¢* theory.

The result obtained for the S-function in Eq. 11.5.1 is valid to O()\%); this
yields

) = o) (14 20 () s (115)

As can be seen from Eq. 11.5.1, the description of the quantum field at the
scale po (given by Ag(up)) in terms of the behavior of the quantum field
at higher momentum scale p (given by Ar(p)) is completely finite since the
ratio of these two scales given by 1/ po is finite. The earlier result, obtained
in Eq. 10.7.2, relating the renormalized coupling constants at two different
momentum scales is equivalent to Eq. 11.5.1.

All the divergences of quantum field theory are due to describing the
correlation functions at a finite scale g in terms of the bare quantum field
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that is defined at the cut-off scale A —and which needs to be taken to infinity
to restore full Lorentz invariance. This feature of the quantum field can also
be seen in Eq. 11.5.1: if we set ;4 = A we recover the relation of the bare to
the renormalized coupling constant given in Eq. 10.11.6; the transformation
from Ap(n) to Ar(po) becomes singular at A — co.

To illustrate the workings of the renormalization group, consider the renor-
malization procedure using the background field method and the scheme of
minimal subtraction.

A,

W4 As(p), mg(u)

w' g Ae(l), myy)

Figure 11.2 The vertex counter-term in Lop is a new term in the La-
grangian

The renormalized coupling constant in the background field method, from
Eq. 10.12.1, is given by

i 2 ,,—€
SABITy  BABH (B o mee®2 (115.9)
1672€

1), e
Np i = A(1 - 1672 mp

)

The scale at which )\g) is not necessarily p since there are many ways of
defining the scale, as discussed in Section 10.2; for generality, let 4’ be the

scale for )\g) = )\g)(,u’). From Eq. 10.6.4, the minimal subtraction scheme is
defined at momentum scale p and yields the following renormalized coupling
constant
3App” ¢
AP (e = Ap(1 - 11.5.3

Subtracting Eq. 11.5.2 from Eq. 11.5.3 yields, using the notation

AP (w) = Ar(w) 5 AL () = Ar()
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yields the following

2 /
An) — () = 32 12 (115.4)

Hence, we see from Eqgs. 11.5.4 and 11.5.1, that
p =mp/b

The running coupling constants for the background field method and mini-
mal subtraction scheme are defined at two different scales — and are related
by the renormalization group transformation since they both are represen-
tations of the same underlying quantum field.

A similar analysis can be done for the two methods for obtaining the
renormalized mass. Since

L@mR _Olnmpg AR

" mp Op  Olnp  32n2
we have, using Eq. 11.5.1

mer(p)\ _ 1 " _ AR
" <mR(u’)> 322 /“ dinp Ar(p) = =305 (7)) (11.5.5)

Hence, to lowest order

Aﬁ%) ln(:j/)> (11.5.6)

Similar to the notation used for the renormalized coupling constant, let us
denote the two masses by a scales denoted by u/ and p. The two renormalized
masses are the following

m%(i) : background field ; m%(u): minimal subtraction
The background field method has the following renormalized mass that is

given by Eq. 10.12.2

A A b .
201 _ 2 R 2 R [ —(2)/2
myi(p') =my (1 - 167T26) ~ MBI 3 ln(mB) o b=2yme ?/2(11.5.7)
The minimal subtraction scheme yields the renormalized given by Eq. 10.5.1
A
2 2 - R 2

mp(p) =mp (1 167’[‘2€> + O(\B) (11.5.8)

Hence, subtracting Eq. 11.5.7 from Eq. 11.5.8 yields, to lowest order

AR i)u
m?z(/ﬁ) - m%%(//) = m%—z@ n(m73)
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Hence, from Eq. 11.5.6 and above, we obtain the following
i =mg/ b

As was the case for the renormalized coupling constant, the renormalized
mass obtained by the background field method is related to the one obtained
using minimal subtraction by the renormalization group transformation.

11.6 The Wilson-Fisher fixed point

The 8 function for ¢* theory in d = 4 — e dimension, from Eq. 11.1.4, is
given by

g = ,ugz =—ed+a)? ; a= ) (11.6.1)

1672

where )\ is the renormalized coupling constant. In critical phenomenon, the
statistical phenomenon has € = 1 since the system being studied has d = 3,
and sometimes the system has d = 2,1 dimensions. Hence, the behavior for
€ # 0 is of physical interest.

The fixed point is given by A, such that

BA) =0 = A =¢€/a

Let t = In u; then

A t A
dA 1 1 1
—_—= dt — [ d\ — ) =alto—t
/)\0)\()\_)\*) a/t = /\*/>\0 ()\_)\* /\) G(O )

0

}\ }\0>}\* B /
A -~ >

* o< A, J}\* A

(a) (b)

=

Figure 11.3 The running coupling constant and the Infra-red (IR) Wilson-
Fisher Fixed point (IR) stable fixed points. (a) IR Running coupling con-
stant. (b) IR Beta function.
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which yields

— A*
1= (1 — g2 )ecli—ho)

)\(t) N )\(to) = )\0 (1162)

There are different solutions, shown in Figure 11.3, depending on the
initial starting value of Ag.

A
L M>M:1-=32>0 = A—oo as et 5 =

)\0 62
A ) As

II1. Ny =\, forall ¢

Since all the running coupling constants flow away from ., the fixed
point A, is infra-red stable. For the ¢* theory for ¢ # 0, the the running

coupling constant and beta function for IR~ fixed point is given in Figure
11.3 (a) and (b).

11.6.1 Ultra-violet fixed point

Consider the beta function given by The S function in d = 4 — € dimension
is given by

Jg 2
==t =g — 11.6.
B=pu €g — ag (11.6.3)

and ¢ is the renormalized coupling constant. A beta function similar to this
case occurs for the Yang-Mills gauge fields of Quantum Chromodynamics,
with the difference being that the beta function has the following behavior

_ 9 _ 3
B = ,LLa'u =€eg—ag (11.6.4)

with a = 11N,/ (487?%) for SU(MN.), from Peskin and Schroeder (1995). We
analyze the beta function given in Eq. 11.6.3 since it is simpler and has the
same qualitative behavior as Yang-Mills gauge fields.

Note that Eq. 11.6.3 is the same as Eq. 11.6.1, except that the signs of
both € and a are reversed. Hence, for both these beta functions, the fixed
point is given by g*

Blg) =0 = gi=¢€/a

The solution of the running coupling is the same as Eq. 11.6.2 except for the
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crucial difference that the sign of € in Eq. 11.6.2. Hence, for ¢t = In(u/uo),
we have

G
g(t) = 6\ o —e(t—t
1— (1~ &)emcli=to)
All initial couplings flow to g, as t — oo, as shown in Figure 11.4(a). This
is quite the opposite of the Wilson-Fisher fixed point for which all couplings
flow to infinity as one increases the momentum scale. In fact, as discussed
earlier, once the coupling constant becomes large, one cannot use the results

of the one-loop beta function as perturbation theory is no longer valid.

A A

A

ey
I

W

\ ;
(@)

(b)

Figure 11.4 Ultra-violet (UV) stable fixed points. (a) UV Running coupling
constant. (b) UV Beta function.

For case of ¢ = 0 we have

_ 99 o
B = uaﬂ = —ag
= g(t) = 5 1 — 1 (11.6.5)

= ta(t—to) &+ aln(u/p)

Note that Eq. 11.6.5 has the general form of a running coupling constant as
given in Eq. 11.3.2.

Eq. 11.6.5 is the famous result of asymptotic freedom that shows that,
since the sign yields a > 0, the coupling becomes weaker as the scale of
momentum g is increased. An asymptotically free theory is the only quantum
field theory that can be defined all the way to infinite momentum since
the weak coupling behavior allows one to analyze the infinite momentum
properties of the theory. The UV free theory is also called asymptotically
free, with the most famous free asymptotically free theory being the Yang-
Mills gauge field.
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11.7 Beta function and fixed-points for d =4
In general, the fixed points of the beta function are defined by

BA) =0

The flow of the running coupling constants for various fixed points are de-
termined by the sign of
IB(As)

o\

The running coupling Ar(p) defines the effective coupling at momentum
u, where p € [0,00]. There are various behavior for Ag(p) that correspond
to different 8- function; are shown in Figures below.

The theory in Figure 11.4 (a) and (b) shows the behavior of an UV (ultra-
violet) stable fixed point, with all initial coupling flowing towards the value
of As. The - function is given by Figure Figure 11.4 (b). The arrows on the
A axis indicate the flow of Ag(x) under the renormalization group and is the
result of

g =

BA) =0 ; B'(\) <0 :UV stable fixed point
For the beta-function given in Eq. 11.6.3
B'()=—€e<0

and theory has an ultra-violet stable fixed point.

A
ya N\
D) m R

2(a) M

B

/ B
N
1(b) A 20) g

Figure 11.5 Beta functions for e = 0 that yields d = 4. Figures 1(a) and
1(b) show the behavior of an infra-red stable theory and Figures 2(a) and
2(b) show the behavior of an asymptotically free theory.
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An IR (infra-red) stable theory is one for which the all initial values of the
running coupling constant flow away from the fixed point value Ay, as shown
in Figure 11.4 (a) and (b).

B(A) =0, ; B'(\) >0 :IR stable fixed point
The Wilson-Fisher fixed point yields
B'(A)=€>0

and theory has an infra-red stable fixed point.

The beta-function for the infra-red and ultra-violet stable fixed points,
for € = 0, are given in 1 and 2 in Figures 11.5 respectively. An IR-free fixed
point B(\) ~ A2 > 0 is a theory, given by 1(a) and 1(b) in Figure 11.5, which
have a finite value at large p and, as p — 0, the running coupling constant
flows to the value of zero at u = 0. In contrast, for an UV-free fixed point,
also called an asymptotically free theory and given by 2(a) and 2(b) in 11.5,
for 1 ~ oo , B(\) ~ =A% < 0, and the running coupling constant increases
indefinitely as p — 0.

11.8 Fixed point and scaling

Recall from Eq. 11.2.5, under the scaling of the momentum, the Greens
function has the following behavior

G (e'p, po, Ar(0)) = e 2EDTTO G (p, 119, AR(t))

where p = el .
Consider the two point function; Eq. 11.2.5 yields

Ga(etpy, €pa, 1o, Ar(0)) = e =2+ Gy (1, pa, o, Ar(t)) (11.8.1)

The two point function is given by

Ga(p1,p2) = d(p1 + p2)Ga(p1) (11.8.2)
Hence, from Eq. 11.8.1 and Eq. 11.8.2
Ga(elp, 110, Ar(0)) = e 22O Gy (p, o, Ar(t)) (11.8.3)

As it stands, Eq. 11.8.3 cannot be explicitly solved due to the presence of
Ar(t) on the right hand side. However, for large ¢ the existence of an UV
fixed point allows for a solution.

The high momentum behavior of the theory is determined by the limit
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of ¢ — 0o. Suppose the theory has an UV fixed point; the running coupling
constant will converge to Ax, its value at the fixed point, and hence

t—00 = Agr(t) = A\

Let value of 74 at the fixed point be denoted by 4« = v4(A«). We then

have

1/t 1 1
I'(t) = 2/0 dt'y(Ar(t)) ~ 575%()‘*) = 575%*

One can obtain the scaling properties of the Greens function directly from
the Callan-Symanzik equation. From Eq. 11.8.3

Lim Ga(e'p, o, Ar(0)) = €179 Ga(p, po, M) (11.8.4)

From Eq. 11.8.4, we see that the correlation is a pure scaling function of
the momentum and hence we obtain

Ga(p) = (=5)7e (11.8.5)

where C(74+) is a constant. The result that we have obtained is based on

the explicit solution of Callan-Symanzik equation. The expression (5—2)%* is
0

given by
2 2 2
p p 1 2, 2P
(=5)7* =14+ 9pe In() + = (Ygx) " In" (=) + ... (11.8.6)
% TR 5

Each logarithm term is given by a Feynman diagram and the Callan-Symanzik
equation sums up an infinite set of Feynman diagrams to yields the scaling
result.

For the Wilson-Fisher fixed point, we have
1672 1 A2 €

3 = Yo = V(M) = 12 (47)? =108

The parameter 74, is a physical quantity that can be measured. In phase

A =€ -

transitions vy, yields critical exponents for the correlation function and in
high energy experiments it determines the scaling properties of scattering
cross-sections with large momentum transfer.

11.9 Infra-red fixed points and Phase transitions

In the Landau-Ginzburg-Wilson approach to phase transitions, the long dis-
tance properties of a critical system are modeled by degrees of freedom
defined on a continuous space. The short distance structure of the system,
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for example the lattice spacing of a solid, is unimportant for its critical
properties. The long distance properties of the system have many universal
properties — for example exact spherical symmetry that is absent for the
lattice. The long range order of the system is realized by the system having
an infinite correlation length &.

The order parameter of the phase transitions is encoded in the field ¢;
the statistical fluctuations of the classical statistical mechanical system are
mathematically equivalent to considering ¢ to be a quantum field. The
Landau-Ginzburg-Wilson Lagrangian, similar to the discussion in Section
3.5, is given by the nonlinear Lagrangian defined in d-dimensional Euclidean
space

1

1 1
L =—50,080" 65 — SmpdYh — ABdh

The parameter mQB in the Lagrangian yields a well defined and convergent

quantum field theory for both positive and negative values.

Consider a system undergoing a second order phase transition at temper-
ature T;; in the Landau-Ginzburg-Wilson phenomenological approach, m2B
has the following dependence on temperature T’

T
m%ZMaT~fD (11.9.1)
C
where pg carries the dimension of momentum.
The ‘mass’ of the Landau-Ginzburg-Wilson Lagrangian changes its sign
as the system goes from the disordered to ordered phase since

my >0 : T>T,

11.9.2
my <0 : T<T, (11.9.2)

For T' > T, the system has E[¢] = 0 and is said to be in the disordered phase.
For T' < T,, the system has E[¢] > 0 and undergoes a phase transition, with
the potential developing a double-well, as shown in Figure 12.5; the system
spontaneously chooses one of the minima as its ground state, and in doing
so breaks the symmetry of ¢ — —¢.

—<

0 Tc T

Figure 11.6 Approaching the critical temperature T, from the high tem-
perature disordered phase, with 7" > T.

We examine the system as it approaches 7T, from the disordered phase,
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namely for temperatures 7' > T., as shown in Figure 11.6. The bare La-
grangian describes the short distance behavior of the system; the large dis-
tance behavior of the system is given by renormalizing the system and ex-
amining its behavior for momentum scale p — 0.

As shown by Wilson, at the phase transition, namely for T = T, the
system is scale invariant and is described by the quantum field being at the
infra-red fived point. The flow of the coupling constant as one renormalizes
the system to decreasing valuef of u is shown in Figure 11.7. Hence, to study
the critical properties of the system, we study the long distance behavior of
the system near the Wilson-Fisher infra-red fixed point. In particular critical
indices, which describe the universal characteristics of a second order phase
transition, are determined by the infra-red fixed point.

A

1/u
Figure 11.7 The Wilson-Fisher fixed point for phase transitions.

Thermodynamic systems have d = 3 and hence € = 1; although one con-
siders the limit of € — 0 for studying the renormalization of quantum fields,
in the study of phase transitions, the system has a well defined expansion
for e = 1.

11.9.1 Critical exponents

The correlation function of the system near criticality (7" — 1) is

1
G(z) = E[¢(0)¢(z)] = P exp{—|z|/¢} (11.9.3)
where the correlation length near criticality is given by
§o
T)="——"———> as T =T, 11.94
€)= Gz 1y (11.9.4)

The critical exponents n,v are dimensionless numbers that are experimen-
taill mesured. The same crtical exponents describe phase transitions for a
large class of critical systems, and is a reflection of Universality of phase
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transition, which states that vastly different systems having the same sym-
metries and dimensionality have the same critical exponents. The universal-
ity arises due to the fact that the fixed point Lagrangian is independent of
many of the details of the starting bare Lagrangian.

From Eq. 11.8.5, the correlation function at the fixed point is given by

C(A\s)

2
(P
p2

13
where C(v4) is a constant. For the Wilson-Fisher infra-red fixed point, the
exponent vy, is given by Eq. 11.8.6

Ga(p) =

62

’Yqﬁ*:m

Fourier transforming Ga(p) yields (K is a constant)

+o0 ddp 1
)= [ )= K ez

and hence the critical exponent 7 is given by
2
54
The experimental value of 7 for a wide range of phase transitions is in the
range of 0 - 0.1 and hence the crude estimate that we have obtained of
n =~ 0.02 is consistent with experiments. For the O(NN) symmetric ¢* theory
discussed in Section 10.8, it can be shown that

= —— ¢
TNy 8)2

N =27 = — + O(?)

+ O(é%)

The critical exponent v is obtained by studying mass renormalization.
The anomalous mass dimension, from Eq. 11.1.2 is given by

1 amR
Vi = =
mpg Ol

At the fixed point, v, = Ym« and is independent of p. Hence, integrating
Eq. 11.9.5 at the fixed point yields

(11.9.5)

,UIO 2'Ym*
n%mw:(u) mE(u) 5 po > p
For the Wilson-Fisher fixed point, we have
167>

_ by e 2y . _ 2
—327r2)\*—6+0(6) ;oA = 3 e+ 0(e”)

Y«
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The bare theory is given by the value of g >> 1; for statistical mechanical
systems, the large momentum scale py can be taken to be equal to the inverse
of the lattice spacing of a solid, which is about 10~?m. Holding o fixed and
large, we need to decrease p so that we find the description of the large
distance behavior of the system in terms of the bare Lagrangian, since it is
the bare Lagrangian that is driven to criticality as T" — T..

The physically relevant scale for a system going critical is its correlation
length, and hence we take

1 1
fo= ;5 p= (11.9.6)
€o 3
Since mass has dimension of u, we define the dimensionless ratio
m3(po) 1o\ T mA (1)
— === — 5 (11.9.7)
Ho H K
We choose the scale p such that it equals the renormalized mass and hence
mz(p) = I
From Eq. 11.9.1
m (o) :&QB:Z_l
% pg o T

Hence Egs. 11.9.6 and 11.9.7 yield

T B é- 29Ymx—2 B Tc v
r=(¢) = = (g) @

and we obtain the critical exponent

1
V= ————
2 — 2%
For the Wilson-Fisher fixed point the exponent is given by

1 3 1 € 9
Y= 2 —2y,% 6—¢ 7§+E+O(e )
which is significantly different from the free field result of v = 1/2. The
experimental value of v for d = 3 — three dimensional phase transitions — is
in the range of 0.6 - 0.7 and hence the crude estimate that we have obtained
of v = 0.6 is surprisingly accurate. From the value of v, and § obtained for
the O(N) symmetric ¢* theory in Section 10.8, it can be shown that

1, N+2
2 " 4(N +38)

e+ O(e?)

UV =
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11.10 Wilson Renormalization Group

Consider an arbitrary action S[¢] of a scalar field ¢. Let the theory have an
ultra-violet momentum cut-off A, and the action is denoted by S[p; A] = So.
The field ¢(x) has the following expansion in terms of ¢, , the momentum
degrees of freedom

dd
o) = /p|<A Gt = / KEE

)

The quantum field theory is defined by the path integral

Z = / Doe® = ] / dpe™

p,0<|p|<A

Choose a new momentum A’ = e"'A < A; the fast and slow degrees of
freedom are defined in the following manner

_ _ s F_
o(z) /,A“bp /p’|p<~¢p+ /pMpKqusp br+ b5

The fast degrees of freedom form a shell in momentum space at the cut-off,
and the slow variables are the rest of the degrees of freedom.

The renormalized action, having a maximum momentum A’ is defined by
the following Wilson renormalization group transformation

7 = /qusD(Zsfeso[d)s“r(bf} — H dgbpesl[(j)s}

p,0<|p|<A’

where

6S/[¢s] _ /D¢f€SO[¢S+¢f] — H /d¢p650[¢8+¢f]

p, A <|p|<A

The action S’[¢s] can be computed using Feynman diagrams, or numerically,
depending on the nature of the problem. Note the computation of S’[¢] is
similar to the calculation of the background field action discussed in Section
10.12; the nonlinear terms in the action Sy lead to the renormalization of the
coupling constants and also yield new terms in the action S’[¢s] not present
in the starting action Sp.

A rescaling of the momentum of the slow degrees of freedom ¢4(p) by
defining g = e'p that is required to restore the range of momentum of ¢,
back to A. A second rescaling is that of the slow degrees of freedom ¢
and is necessary to restore the scale of fluctuation of the quantum field ¢,
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since otherwise one will not be able to obtain a nontrivial result. The two
rescalings are done in the following manner

05 =Chetpy=Cog 5 g=¢'p ; 0<|g <A ; 0<|p|<e'A
The renormalized action S[¢] at scale = e tA is given by

Si[d] = 5'[¢os]

The field renormalization ¢ can be fixed similar to perturbative renormal-
ization by requiring the kinetic term for ¢ in S;[¢] have the form

1 .
_2/ q2|¢q’2
a,q|<A

The partition function, upto a constant, is given by

7= / Dées = T / 04,519

p,0<p|<A

The actions S; and Sy describe the same system; the only difference is
that the bare action Sy can be used for computing correlation functions
with momentum upto A whereas the action Sy can be used for computing
correlation functions up to a maximum momentum of e *A. In other words,
by integrating out the high momentum degrees of freedom we have not
lost any information: the renormalized theory can be used for obtaining the
correlation functions and other properties of the original bare theory with a
maximum momentum of [p| < e *A using the action Sy = S;[4).

An infinitesimal change in the renormalized action is obtained by setting
t' =t + € and integrating out the degrees of freedom in the momentum shell
[e=tA, e~ (*F9A]. This yields the renormalized action Sy, from S;. We hence
obtain the renormalization group transformation R given by

a8
=t = R(Sy) :Renormalization Group transformation

ot

The Callan-Zymanzik equation determines the change of the renormal-
ized correlation functions as one changes the momentum scale p = e *A at
which the renormalized theory is defined. The renormalization group trans-
formation 0S; /0t is the generalization of the Callan-Zymanzik equation and
is defined directly in terms of the action; the change in the action as one
changes p can, in general, change the functional form of the action.

Since there is a change of scale in going from Sy to Sy, any physical
quantity computed by the action S; must be rescaled. In particular, let the
correlation at t = 0 be denoted by &y and let the correlation length computed
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using action Sy be denoted by &. The momentum scale has been changed by
the relation p = e~’q in going from Sy to S;. Hence, distances for S; must
scale as the inverse of momentum and we have the relation

So = etft

11.11 Fixed points and renormalized trajectory

The fixed points of the renormalization group play a central role in defining
a renormalized quantum field as well as in the theory of phase transitions.
The role and existence of a fixed point action has a transparent and intuitive
formulation is Wilson’s approach to renormalization.

Consider the space A of all possible actions S; one can represent any
action by an infinite dimensional functional Taylor’s expansion in terms of
the derivatives of the fields. The coefficient functions of this expansion can
be considered as the ‘co-ordinates’ of the space of all possible actions. Hence,
action space is infinite dimensional. The renormalization trajectory refers to
the trajectory in action space A followed by S; for ¢ € [0, 0] .

The fixed point action .S, is invariant under the renormalization group
transformation R and is given by

R(Sx) =0 :Fixed point action

Note the remarkable fact that the fixed point action S is entirely determined
by the renormalization group transformation R and is independent of the
cut-off action S[A] that one may start from. This is the explanation of the
universality of phase transition discussed earlier in the context of the critical
indices that describe a phase transition.

The fixed point action explains why a phase transition is scale invariant.

Since R(Sx) = 0, we have

08, . .

8—; =0 = 5,=05, :Scaleinvariant
The renormalization group transformation changes the scale of the action
and S; describes the behavior of the Lagrangian at the scale e ‘A. Since
the action is invariant under a scale transformation the fixed point action
describes a phenomenon that is scale invariant.

For the fixed point action S, the correlation function is given by

5* = etf*
Hence, at the fixed point, the action’s correlation function is either 0 or oo

6*:0700
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Ignoring the trivial case of £, = 0 that corresponds to a system for which
all the degrees of freedom are decoupled, we find that the fixed point action
S, describes a critical system with infinite correlation

& = oo @ critical system

UV Fixed Point Short Distance

Long Distance IR Fixed Point

(a) (b)

Figure 11.8 (a) The renormalized trajectory flows away from the UV fixed
point action. (b) The renormalized trajectory flows into the IR fixed point
action.

The renormalization trajectory flows away from the UV (ultra-violet)
fixed point at one integrates out the high momentum degrees of freedom
and in doing so one increases t; the renormalization trajectory is shown in
Figure 11.8(a). On the other hand, the renormalization trajectory flows into
the IR (infra-red) fixed as one probes the large distance behavior of and is
shown in Figure 11.8(b).

UV Trajectory

Fixed Point
[ ]

IR Trajectory

Figure 11.9 The infra-red renormalized trajectory approaches a fixed point
action and the ultra-violet trajectory recedes from it.

As one can see from the description of the renormalization flows and fixed
points, a fixed point is neither intrinsically UV or IR: rather, its behavior
is determined by the renormalization trajectory. As shown in Figure 11.9,
when the renormalization trajectory flows towards a fixed point, the fixed
point appears to be an IR fixed point, and the same fixed point appears at
an UV fixed point when the renormalization trajectory flows away from it.
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The Wilson formulation of renormalization allows us to isolate the specific
degree of freedom that one is interested in, and then go on to calculate the
effect of all the other degrees of freedom on the case in question. In the case
of high energy physics, one is interested in the behavior of the system at
high energies and one can then study the degrees of freedom near the UV
fixed point. In contrast, for critical systems, it is the long distance degrees
of freedom that are of importance and one is led to study the system near
the IR fixed point.

Noteworthy 11.2: Quantum fields, phase transitions and universality

The fixed points of the renormalization group describe the renormaliz-
ability of quantum fields as well as provide a description and explanation
of second order phase transitions. This at first sight appears rather unex-
pected and counter-intuitive since the renormalizability of quantum fields
arises from its short-distance properties. In contrast, second order phase
transitions are characterized by the large distance behavior of the thermo-
dynamic system, with the correlation length at the phase transition point
becoming infinite.

These two results are a consequence of the properties and interpretation
of the fixed points. In case of quantum fields, the fixed points describe the
ultra-violet properties of the system. The existence of the UV fixed point is
necessary for the theory to have a well defined behavior as one indefinitely
increases the momentum scale of at which the quantum field is being probed.

In contrast, for thermodynamic systems undergoing phase transitions,
their short distance properties are unimportant and it is the long distance
properties of the system that are described by infra-red stable fixed points.
As one probes the system at large and larger distances, the renormalized the-
ory approaches the infra-red fixed point and exhibits the required infinite
correlation length.

Critical systems exhibit universality; this remarkable result is due to the
fact that many different systems can flow into the same fixed point when
they are critical. This example exhibits the key features that differentiates
a universal from the particular. A particular system has its own specific
characteristics for all length scales; when it goes critical, only its infinitely
long distance behavior is relevant, and it shares this long distance behavior
with a large class of systems.




12
The Effective Action

12.1 Introduction

The classical action is the foundation of classical mechanics and the min-
imum in the variation of the classical action determines the classical field
equation. The classical action also determines the equilibrium configuration
for the classical field, which is fixed by the minimum value of the classical
action. For constant solutions of the field equations, the classical action is
equal, up to a volume factor, to the potential energy of the field.

Hence, in classical physics, the symmetry breaking for a system is deter-
mined by the potential of the classical field. In Sections 3.5 and 3.6, the
symmetry breaking for classical fields were studied for nonlinear fields. In
Section 3.7, the Higgs mechanism, which is the reflection of the interplay of
symmetry breaking with gauge symmetry, was discussed.

All the discussions in Chapter 2 on symmetry breaking were classical and
one needs to answer the question: how does one study the breaking of sym-
metries for a quantum field? Is there a generalization of the classical action
that incorporates all the quantum effects and yields a criterion, similar to
the minimization of the potential energy for the classical field, for symmetry
breaking for quantum fields. The answer is given by the effective action T,
and which in turn yields the effective potential.

The effective action I' is the generating functional of all the one parti-
cle irreducible vertices (defined below) similar to W[J] being the generator
functional of all the connected correlation functions. To evaluate I' one needs
to renormalize the theory and express I' in terms of the renormalized mass
and coupling constant.

The effective potential provides the criterion for symmetry breaking for
a quantum field. For example, consider a theory with its Lagrangian being
symmetric under the transformation ¢ — —¢. Suppose the minimum of
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the effective potential is given by ¢; it will be shown to be the vacuum
expectation of the quantum field ¢, namely

= (Q[¢[2) = El¢]
If ¢ # 0, then the symmetry is said to be spontaneously broken.

12.2 The effective action I

The generator functional W[J] of all the connected correlation functions of
a quantum field is given in Eq. 9.5.1 as follows

Z[J] — eW[J} — /D¢€S+IJ¢

where J = J(z) is a classical external current.
Define ¢. = ¢.(x) to be the expectation value of the quantum field in
presence of the external source J(x)

oule) = S5l = 5 [ DoesH%0(0) (1221)

The effective action is introduced to replace the role of J(x) by the vacuum
expectation value ¢.(x). Define the effective action by the following

Diod = W)~ [ dhas(@)oulz) (12.2.2)

Note by its very definition, the effective action I'[¢.] is independent of J(x),
since Eq. 12.2.1 follows from Eq. 12.2.2 only if 6I'/dJ = 0. What this means
is that we need to consider J to be a function of ¢, in the expression for I
and hence J is not an independent source term.

For W{J] the external source J(z) is an independent classical source and
¢c(x) is a function of J(x). In contrast, in I'[¢.], the independent classical
source is ¢.(x). In fact Eq. 12.2.2 is a Legendre transformation, taking a
functional W[J] of J to I'[¢.], which is a functional of ¢..

As expected of a Legendre transformation one has from Eq. 12.2.2, we
have

or :/dd SW[J] 6Jy] / B 6Jy] do(y) — J()

5e(x) Y57(y) 56e(@) Y 56e(x)
or, from Eq. 12.2.1
or
o] —J(x) (12.2.3)

Egs. 12.2.1 and 12.2.3 are dual to each other,
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To obtain I'[¢] one first solves Eq. 12.2.1 to obtain J = J (¢, x), consid-
ered as a functional of ¢.. One then replaces J by J(¢¢, x) in Eq. 12.2.2 to
obtain I'[¢¢].

12.3 Classical action and I’

To concretely illustrate the transformation from W{[J] to I'[¢.] consider the

free scalar field

S = —;/d%((ﬁ@z + m2¢?)

where W[J] is given by

Wi / DeS*H 617y / d'2d%y.J (2) D(w — y)J (y)

The propagator is given by

() _/ dip ¢

2m) p2 4+ m?
From Eq. 12.2.1, the classical function ¢.(x) is given by

?ﬁgtz/d@D@—yN@)

Inverting above equation yields
I@) = [ dyD e = )ouly)

and for the free field, the effective action I'[¢,] is given by

6d=3 | @Dt —n)6) - [ I
:é/@ﬂlDDl@—/@Dl%=—2/%Dl%

Piod = 5 [ d'a((Fc)? + m*a?)

We have obtained that for the free field, I'[¢.] is equal to the action S[¢.].
We now show that the result for the free field is valid to leading order in
h for a nonlinear classical action as well.
Restoring A, the definition of W[J] is given by

Z[j] W[J /D¢e S+[ Jp)/h

Pe(w) =

Hence
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The classical field equation is given by

5S[¢cl]
6o (x)

To leading order in i, W[.J] is given by the stationary point of the integrand

+J(x)=0

of the functional integral and yields

2[j] = exp{(S[ga] + / Jéa)/h+ O(1))
Hence

W[J] =~ WCI[J] = S[¢gl] ‘l‘/Jd)cl(:E) + O(ﬁ)

and we obtain
_ oWl

6e(w) = Gy = Gala) + OR)

In other words, to leading order in A, the vacuum expectation value of the
quantum field, given by ¢, is equal to the classical field ¢.;. Eq. 12.2.2 yields

Liéd) = Tloal + O) = {Siga) + [ Joa()} - [ J6u(o)
Ll¢c] = S[pal + O(h) (12.3.1)

Hence, in the classical limit of i — 0, the effective action I'[¢] is equal to
the classical action.

12.4 Semi-classical expansion of I'[¢,]

Consider a scalar field given by the Lagrangian
L=~ (@6 — Jm** ~V(9) + J6
The classical solution ¢ is given by
(=0 +m*)pa + V' (¢at) = J
Expanding the action about ¢, by the change of field variables

Q; = ¢o + &
yields

Sl + / 76 = S[éal + / Jou+ 8
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where
5=-1 [+ me -} [v@@ o)
To leading order in A
I/ o Waldl/h / Déeﬁ — Waldl/h const

Vdet(=92 +m2 + V7 (3))

Recall detM = eT""M Hence, up to irrelevant constants

V"($)

W] = WalJ] — gTT (1~ — 2y o)

where
Wald) = Saloal + [ Jou
To evaluate I'[¢.] note that
W
¢c(x) - 71, = ¢o + O(hQ)

and this yields

h V() )
F[¢c] = Scl[qsc] + §TT' 111(1 + m) + O(h )
As expected to lowest order I'[¢.] is the classical action. The first order
correlation in A requires summing over all the one loop diagrams and the
loop-expansion is discussed in Section 12.8.

12.5 The connected vertex functions

In the calculation of the correlators, it was seen that the propagators for
the external lines could be removed for studying for example the theory’s
renormalization, as in Figure 9.10 and discussed in Section 9.7.

The Feynman diagram shown in Figure 12.1(a), called one particle re-
ducible, can be completely split up into three distinct disconnected subdia-
grams by cutting two single lines (which recall stands for the propagator).
There is no independent integration along the line being cut.

The cutting of the single lines, and indicated by an arrow in Figure 12.1,
leads to subdiagrams diagrams, shown in Figure 12.1(b), that all cannot
be split further into two subdiagrams by cutting a line and are called one
particle irreducible diagrams, and denoted by 1PI. For 1PI diagrams, all
internal lines occur only within a loop.
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SO =70

(@) (b)

Figure 12.1 a) One particle reducible Feynman diagram. b) All the subdi-
agram on the right hand side are 1PI (one particle irreducible).

It is intuitively expected that the 1PI subdiagrams contain all the essen-
tial divergences, and that each of the 1PI diagrams can be renormalized
separately. The one particle reducible diagrams can then be renormalized
using the 1PI renormalized diagrams.

To formalize the framework such that the 1PI Feynman diagrams can
be isolated, we analyze the effective action I'[¢.]. In general I'[¢.] has the
following Taylors expansion

Ploe] = Zi,/dﬂsl---dxnfn(xl'--xn)¢c(w1)-~'¢c(xn) (12.5.1)
n=1

The function I'y(z1---x,) are the connected vertex functions; these are
the 1PI (one particle irreducible) Feynman diagrams with the external legs
removed, called amputated. In our discussion below, we will derive explicit
expressions for I',, in terms of the connected Greens functions G,, and will
show that the amputated Greens functions yield I'y,; however, we will not
prove that the I'), are given by the 1PI Feynman diagrams as the proof is
not required in any of our discussions.
For connected Greens functions G,, from Eq. 9.5.2 we have

:Zi'/dxl--~da:nGn(ac1--~acn)J(:U1)--~J(xn)
n=1

Since ¢ is a bosonic quantum field, T';, (21 - - - ) and Gy, (z1 - - - 2,) are com-
pletely symmetric functions of the spacetime coordinates xj - - - x,.
Recall
or 5°r
= —J(x) _— =
dpe(x) 0J(x)dpe(x)

From equation above and Eq. 9.5.2, we have

5z — a,9%c(2) d o°T
oz —y) = /d 5J(z) 0¢e(z 5¢c /d (SJ )5¢c( )0¢c(z)

—0(x —y)
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= /ddeg(y —2)le(z — )

Hence, in compact matrix notation

Goly=—-1 = Ty=-GLY (12.5.2)
Furthermore, Eqgs. 12.2.3 and 12.5.1 yield
6r 6J 5T
Soe@) —J(x) S _5¢c5¢c =—I (12.5.3)
From Eq. 12.2.1
_ OWJ] 0¢c(x) _ &*W[J] _
PS5 7w T sl - Y
G G2

G:

Figure 12.2 Feynman diagram representation of Gz = GoG2Gol's.

The chain rule for §/6.J(z) yields

b a 0bc(y) 0 d . J
5@ I 57(x) 59uy) JRETE 56e()

In simplified notation

5 5
5J G25¢C

Applying §/6J(x) to Eq. 12.5.2 yields, in abbreviated notation
_6{62W 6T }_ SPW 6T e 5°T
T 0TI \GT6T 8600 S 5T8T0T 5pbde | 2 2 8hedbedde

= G3l'y + G2Gol's

Using I'sI's = I'oI'3, since both I's and I'y are completely symmetric func-
tions of the spacetime coordinates, yields the following final result

Gg = G2G2G2F3 = I's= —F2F2F2G3 (12.5.4)
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Eq. 12.5.4 is represented graphically in Figure 12.2 and its explicit expression
is given by

G3(x1, 22, 3) :/dyldy2dy3G2($17y1)G2($2,y2)G2(903,y3)F(3)(yl»y2,y3)
Inverting G2 in Eq. 12.5.4 we obtain
I's = —I's2 I I'9G3

which, written explicitly, yields

[3(x1,20,23) = _/dylddey3P2(l'1;yl)FQ(«TQ;y2)r2($37y3)G3(y17y27y3)

The equation above shows that I's cuts the external legs of G3 and yields
I'3, and is shown in Figure 12.2.

In effect I® is obtained by amputating the external legs of G5 using the
exact propagator Ga. It can be shown that T') itself is connected vertex
function.

12.5.1 Four point vertex

G . G: G G:

G: = + [ E +
G2 G2 Gz Gz

+

Figure 12.3 The four point vertex function I'y in terms of the connected
correlation functions and I's.

Recall G3 = GoG2GoI's, where G is the exact 2-point correlation func-
tion. Employing a procedure similar to the one used for obtaining I's, the
four point connected vertex function is given by the following

5Gs 6
Gy = 5—; = 5{G2G2GoT s} (12.5.5)

= G2G2G2Gol'y + G3GoGal's + GaG3Gal's + GoGaGal's
= G9GyG2Gol'y + GoGol'3sGoGol's + symmetrization  (12.5.6)
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Figure 12.3 gives the Feynman diagrams for Eq. 12.5.5 to all orders in per-
turbation theory, and was earlier represented to lowest order in perturbation
theory, to O(\), in Figure 9.11. The definition for I'y is given in Eq. 9.7.1 to
lowest order in \, with ['y ~ '} 4+ T'}, and with the lowest order propagators
G ~ 1/(p* + m?) being factored out, as in Eq. 12.5.5.

In general, for I',,, an equation similar to Eq. 12.5.5 can be obtained
in terms of the connected correlation functions G,, and lower order vertex
functions.

12.6 Loop Expansion for the Effective Action

Loop expansion is the evaluation of the effective action in powers of .
Consider the partition function given by

Z:/D(;Sexp{iliS}

For Feynman perturbation expansion, the action can consist of many fields
and, in general, has a quadratic part and an interaction vertex given by the
following break up

S=58+Sr
and which yields

1, = 1 _
Z:/ngexp{hso}zn'hnsl
n=0

Note that Z contains only the amputated Greens functions. For the n-th
order term in the perturbation expansion, we have the following:

e Each propagator contributes a factor of h; each internal line I corresponds
to a propagator and hence yields a factor of A!

e Each vertex contributes a factor of 1/A, and for n vertices yields a factor
of A7"

e Hence, the n-th order diagram has a pre-factor of A/~

From Eq. 10.13.2, we have I —n = L — 1, where L is the number of loops.
The prefactor is given by
h]—n — hL_l

Hence, an expansion in the number of loops is an expansion of the effective
action about the quadratic action, in a power series in /. An expansion
aout the classical solution also yields a loop expansion about the classical
solution.



12.6 Loop Expansion for the Effective Action 291

For a single coupling constant, the loop is equivalent to an expansion in
powers of the coupling constant. Consider the ¢* theory with the action
given by

S = [ da{(007 + jmie* + 4o

Rescale the field ¢ to ¢/ V/A; then the action is

1

S:*X

d'2{5 (06 + 5m6 + ')

and we see that A plays the role of & since the effective expansion parameter
for the loop expansion becomes Ah. This is the reason that for ¢* theory, the
concept of the loop expansion and a perturbation expansion in the coupling
constant have been used inter-changeably.

For a Lagrangian consisting of many quantum fields, the loop expansion
takes into account the contribution of all the coupling constants and orga-
nizes the perturbation about the classical solution that is different from a
perturbation expansion in the coupling constants.

12.6.1 Dimenstional analysis

The engineering dimension of the vertex function I'j,, is evaluated. The
Fourier transform of the connected correlation function yields

Gu(p1---pn) = /dxl...dwneiZ?_lpiwiGn(m...wn)
Using translation invariance of the theory implies that
Galw,y) = Galw — y)
For constant z, translation invariance yields

Lp(zy - ap) =Ty + 2 2 + 2)

= /dpl"'dpneizy1pixiFn(p1"'pn)5(ZPi)
i=1

In general, as seen from Eq. 12.5.5, I';, has an expansion in terms of GG,, and
lower order vertex functions. For dimensional analysis, we need to identify
only the dimensional aspect of the definition of I';,, and it is sufficient to
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keep the leading term. Hence, indicating dimensions by [..], we have

(Grn(pr---pn)] = G2(P1)"'G2(pn)Fn(p1'--pn)5(2pi)} (12.6.1)
i—1

From Eq. 11.2.2, the dimension of the momentum Greens function is

[Gn(p1---pn)] = p 42+
For the propagator n = 2 and hence

[Ga(p1,p2)] = p~ (42

Defining G3(p) by
Ga(p,p') = 6%(p + p')Ga(p)

yields the engineering dimension

[Ga(p)] = n[Ga(p, )] = u~?

The engineering dimension of I'y,(p; - - - pn) is given, from Eqs. 11.2.2 and
12.6.1, by the following

[G(pr -+ pn)] = [Go(p)]" 1™ [Cr(p1 - - pn)]

or

—n(d/2+1),2n, d d—n(d/2—-1)

[Fn(pl"'pn)]::u Hoop =W

Hence for d = 4, the engineering dimension is given by

Con(p1---pn)] = N4in

The vertex function I';, develops an anomalous dimension, similar to the
case discussed in Section 11.8, due to the effects of renormalization.

12.7 The effective potential Vg

The effective action has a physical interpretation in terms of the energy of
the system. Consider the special case of a constant current J and a field ¢,
that depends only on space. In terms of the Hamiltonian H, the definition
of the generating functional is given by

VY — Jim (677H+7de3x¢>c)

T—00

Let |Q7) be the vacuum state given by

(11— / d*ug.)10) = —WT[‘”\Q»
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Since T — 00, only the energy of the vacuum state is required; hence

lim tr (e*THJrTdeBM’C) ~ lim <QJ‘677H+Tde3wC\QJ> = W]
T—r00 T—00

The result above shows that for constant J, the effective action W[J] is
equal to minus of the energy of the vacuum |Q;), divided by 7.
The J dependent vacuum energy per unit volume E and ¢. are given by

E=(Q;H|Q5) =E(J) ; ¢c=(Qs|o(x)|s) = pc(J) : constant

Since J and ¢, are spacetime constants, the integral over spacetime factorizes
and the spacetime volume of the system is an overall multiplicative constant.
Hence

W] =V(-E+J¢.) ; V= T/d%

and which yields the effective action

=Wl - J/d4x¢c = —FEV (12.7.1)
The defining equation for J yields
oE(J) .
8¢c - '] - J(¢C)

The vacuum expectation value of the quantum field for the true vacuum,
namely ¢, is obtained when J = 0; hence

¢ = (Qlo@)|)|,_, = lim ¢e = ¢
Conversely, we have the limit

lim J(¢c) = J(¢) =0
Pc—¢

We conclude that the true ground state has a minimum energy for J = 0

OFE(J (¢ . OFE (¢
8¢c Pe=0 6¢c

In summary, the minimization of the effective action I' yields the quantum

ground state, with the correct value for ¢, and which has all the quantum

contributions taken into account. Hence the effective action yields the ap-

=0

propriate criterion to be used for defining the quantum corrected ground
state.
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The effective action I' has an expansion in terms of the powers of the
derivatives of the field ¢,

N@r3/w%wnﬂa»+ﬂ¢%@@»?+ﬁ@xma¢a?+mmzrm

The effective potential Veg(oc) is the value of T'[¢.] for ¢. = B, where B is
a constant. From the gradient expansion for I' given in Eq. 12.7.2, we see
from Eq. 12.7.1 that for ¢. = B

Ver(B) = —T[B]/V = E

Hence the effective potential has the correct sign in Eq. 12.7.2, being equal to
energy for quantum field configurations that are constant. As a function of
¢c, the minimum value of Vg is the minimum value of E' — which as discussed
above yields the true quantum corrected ground state. The definition and
sign of Vg in Eq. 12.7.2 has been chosen to make the effective potential a
quantum corrected generalization of the concept of the potential in classical
mechanics.

From the discussion above, the value of B for which Veg(B) is a minimum
is equal to the vacuum expectation value of the quantum field ¢ in the true
quantum corrected vacuum state and hence determines whether the field
spontaneously breaks a symmetry of the Lagrangian.

The ultra-violet divergences of the quantum field also appear in the effec-
tive action and hence in the effective potential as well. In general, for field
renormalization one needs to set the coefficient of the kinetic term in the
action, namely (3;@(:)2 to unity. Since we are considering only a constant
value for B there is no kinetic term in Veg(B), and one has to refer to the
effective action for field renormalization. The derivation of the effective po-
tential is being done to one-loop of ¢* theory, and to one-loop there is no
field renormalization. Hence, we will not address this any further.

There are a variety of conditions that one can impose to define the renor-
malized mass and coupling constant, depending of the nature of the calcu-
lation. In general, one needs to impose two conditions to renormalize the
effective potential, and which are taken to follow the scheme given in Eq.
10.2.1; the quadratic term of the effective potential defines the renormal-
ized mass and the quartic term defines the renormalized coupling constant.
Hence we have

d*Veyy o AWy
= : =Ag(M) =\ 12.7.3
dB? lp=mv B 4Bt |p-m RIM)=Ar )
where M is an arbitrary mass scale analogous to the scale p, which appears
in Eq. 10.2.1.
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12.8 One loop effective action for ¢* theory

The semi-classical expansion directly computes the effective action by doing
a loop expansion about the classical field ¢.; that satisfies the Euler-Lagrange
equation. The background field method is another procedure for computing
the effective action and is similar to the background field method used for
renormalizing the theory, as discussed in Section 10.12.

The one-loop effective action is computed for the ¢* theory and the re-
sult is used to ascertain if there is spontaneous breaking of symmetry for
the quantum field due to the quantum corrections to the classical theory.
The background field method is used as it provides efficient procedure for
computing the one-loop effective potential.

Consider the action S[¢] that yields the generating function

Z(J) = V) = /DgoeSJrfJ“D

The classical function of spacetime ¢, is a functional of J, and is the expec-
tation value of the quantum field.

W) _
5y~ 7@
The effective action is given by the following definition
_ o d 5F[¢C] _
Mo =Wl - [dlal@ona) = 500 ==

Hence

JTloe] _ % / DS dtato—o0) 25

Shifting ¢ — ¢ + ¢, yields

elloe) — % / DeeSerocdef dtao il

Consider the ¢? to be the solution of

oL (6]

56e OV

Hence
GTI0 _ % / DepeSto+60]

To leading order I'[¢.] is given by the classical action and, from Eq. 12.3.1
¢2 = Qo + O(h)
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The action S[¢] is considered to be the bare action and the renormalized
effective action T'g[¢?] is given by

I'r[¢0] = In (; /ch exp {S[¢ + ¢2] + counter terms})

Consider the ¢* theory; let the background field ¢2 be devoted by B
#° = B = constant
The ¢* Lagrangian is taken to be written in terms of the bare quantities,
namely ¢p, A\p, mp, and is given by

AB

1 1
Lp[p] = 3 0 0BOLOB — §m213¢213 - IG%

Dropping the subscript on L and ¢p yields

2
Llp+ B = Lo[B] — 5(09)* — "L ~ AB = LolB] + L[B. ]

1
2
As given in Eq. 12.3.1, to leading order in A, B is equal to the classical field
B = ¢; hence the expansion does not have any linear terms in the quantum

field ¢. The expansion about constant B yields

2
1
Lo|B] = —%32 — ;AsB'

and
1 m? 1
L[B,¢| = —5(0¢)* — L ¢? — ApB?¢?
2 2 4
The effective action is given by
[ =Ty+T +O(h?)
and
Ver(B) = Vo(B) + Vi (B)

The lowest order contribution is given by
o = [ dlato[B] = ~VVi(B)

Hence, to lowest order, the effective potential is
1 A
Vo(B) = 5mBB2 + TB

The O(h contribution to the effective potential is given by I'y given by

el :/DqﬁeXp{S} ; S:/ddmﬁ[B,¢]

B4
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where

__} d 24 282+ ABB
5= [ dlal(00) + mho + 2270

The path integral for I'y, with B = constant, gives the one loop correlation
to Vg

To develop a perturbation expansion for I'y, consider the term (1/2)\gB?¢?
to be an interaction vertex and expand it into an infinite power series. Using

the free action

S = [ d'al(06)* + mho?

an expansion of the path integral in powers of the vertex yields
o0
A B
el = /D¢850[ ZBZ yng2n] (12.8.1)
n=0

The path integral for I'; given in Eq. 12.8.1 consists of all the one loop
diagrams with vertices given by AgpB? as shown in Figure 12.4.

AsB?

1+©+@ +--~z®+

Figure 12.4 The vertex for the one loop diagram together with all the
diagrams that contribute to the one-loop effective action.

One can in fact perform the path integral and sum up the infinite series
of one-loop diagrams. Instead of summing up all the one-loop diagrams, one
can instead perform the path integral using the fact that B is a constant.
Differentiating I'y with respect to B yields the following differential equation

dl“l_ DoeS( A BS?) Dope®  (12.8.2
2] P ] ] |

Hence, dI'y / dB is given by the propagator with an effective mass

A\pB?
mi; + S =m]

From Eq. 12.8.2 we obtain

T

L\ B/dd El¢*(2)] = — 2 B/dd / a'p !
=—-Ap T T)=—=Ap T
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The spacetime volume [ d%xz =V factors out in I'; and we have
Vi(B) = -T'1/V

The Vi(B) component of the effective potential satisfies

avi 1 dp 1
— =+4+-ApB
ip ~ tas /(27r)d( 2 B2)
Dimensional regularization, from Eq. 9.8.6, yields
dVy Agm?2 2 m2
— =—-——"2CB[- 2)—1 £
dB 3272 [e +¢(2) n<47TM2>]

An arbitrary scale p has been introduced to carry out dimensional reg-
ularization and which, in particular, renders the logarithm dimensionally
consistent.

The zero of Veg(B) is set by Veg(0) = 0. Let £ = m?2 and dé = \pBdB;
integrating above expression yields

dVy
B) = dB' — 12.8.3
i = [ (1283
=y [ aeeC 0 + o /dfén( ) (1284)
T T3op2 | TP 3272 T2 ©
where
32
a=mp ; b=m2B+AB2
Performing the integrals yields!
12 9 0 ALB? 1 5 o ALBY
= B — A B =
2
1 o | ApB?,.  mp 4 28F 4 my,
7 1 —mi1 } 12.8.
+647r2[(mB+ ) (T ) (g p)] (1289)

12.8.1 Renormalizing Vg

To renormalize Vog, the bare Lagrangian is written in terms of the renor-
malized Lagrangian and counter term as following

Lp=Lp+ AL = (8(;5) - f(mR +om?) (¢ + B)? — %()\R +6\)(¢+ B)*

1 Note [dzzIn(z) = 512 In(z) — iIQ'
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or
_ L s ovpe 1 s Ligio 1 o 0 AR op oo
L = — 5 (mhet6m?) B~ s (At 0X) B~ (00)* — S mi(9)2— 1 () B +O (1)
The counter terms are O(A) and hence all higher terms involving d\, dm
are of O(A?). The only change in Vg is for the Vj, and for V4, one simply

replaces mp, Agp by mgr, Ar as required. Hence we obtain

Vea(B, mp, Ar) = Vo(mp + 6m®, A + 6X) + Vi(B,mg, Ag) (12.8.6)
where

Vo(m% 4 6m> Mg + 0\) = %(m?{ + om?)B? + %(/\R +6))B?

The renormalization of Vg is done by the imposing two conditions to
determine the renormalized mass and coupling constant, as given in Eq.
12.7.3. For the massive ¢* theory, the renormalization point is chosen to be
M = 0. Hence, the following conditions are imposed for determining the
renormalized mass and coupling constant

d2‘/:eff 2 d4‘/eff
2 =Mpg 1
dB?* |B=0 dB
To implement the renormalization condition, we expand V; as a polyno-
mial in B to O(B*); note

= AR
B=0

2
)\BB2 m2 + ApB m2
(m% + 5 )2 In ( B47W22 ) — mpIn (47T52)
1 m? AgB? , A\pB?
= (AgmEB? + - NBY)In (—5) + (mE + )2 In(1 + )
4 472 2m%

mp
A7 2
Hence, to O(B*), Egs. 12.8.5 and 12.8.7 yield

12 N4 BY 1

1 1 3
~ (Apm%LB?% + ZA?BB‘*) In ( )+ 5ABn~ﬂBJ}32 + gAQBB4 + O(B%(12.8.7)

Vi~ — z 2))(Agm%B? AL B4
+ L (pmL B+ LB I (m—QB) (12.8.8)
6472 B 478 4112 o

Note that the B? term has simplified, with two terms canceling out in the
expansion of V] given in Eq. 12.8.8 above.
Imposing the condition for fixing the renormalized mass

d2 Veff 2

dB? |p—o "
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yields
m m” — - n =m
R 3272 ‘¢ ' ¢ 32w2 4w R
or
Arm% 2 m?
om® = SE(Z 4+ p(2) —In £
" 3272 (e +¢(2) n47r,u2)

The renormalized coupling constant is determined by

d*Vege Y
dB* |B=0 R
and yields
32 3\% 2 m?
AR = L 4 Mg+ 06X — L (= 2) —In —2&
R™ 3972 AR 3271'2(6 +¢(2) n47r,u2)
or
3\%, 2 m? 3\2
S\ = 2R (2 9) _ Ry _ 2R
327‘1’2(6 +¢(2) n47w2) 3272

The renormalized effective potential is given by

mrB?  A\pB* 1 3\%,B1

Veg(B,mg,Ar) = Vo + Vi =

2 41 4 3272
1 1 1 A\rB? ArB?
——— (ArmypB* + - \;B* ; ?In(1
1872 ARMRD™ G RBT) + g (i + =5 =) Il + 5 057

and hence

32 A B4 A 232
Vert(B,mp,Ar) = Vo + Vi = i RO ARME

2 4! 12872
3% B4 1 5  ArB?, A\rB?
— In(1
si2n?  gam2 R Fin( 450

All the divergent terms in Vg due to mp, Ap cancel, leaving a finite ex-
pression for Vigin terms of mpg, Ag. The arbitrary mass scale M does not
appear; this because it is set to zero by the condition defining the renormal-
ized parameters being imposed for B = 0.

The effective potential does not have a finite limit as mgr — 0 due to the
logarithmic term. This apparent divergence appears due to the definition of
mp, Ar at B = 0. For the massless case, the renormalized mass and coupling
constant are defined using a non-zero value for the scale M.
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12.9 Effective potential: massless ¢* theory

To renormalize the massless ¢? theory, we start with the massive theory
and define the renormalized coupling constant at a scale M by the following
conditions.

e The renormalized mass is zero, that is m% =0
e Mass renormalization is zero, that is dm? =0
e The renormalized coupling constant is defined at a non-zero scale M

d*Vegr
dB4

Note that m% =0 and dm? = 0 are two separate conditions.
The renormalized potential, using the result given in Eq. 12.8.6, yields

= Ap(M) = Ay
B=M

2 P2 2 \B? 2
mpB myp+“5- B

Ver(B) = " n =B 2 4 = + om?
R
- 3)\Mm%(g n @(2)) n 3/\Mm%, n m%{ + )\2£2 _ 3)\]\/[771%]
3272 e 3272 A7 p? 6472

4

B 3%,

2 33, m¥+ 25 3)3
S () + S m A S
€ 327 dmp 64m
The massless limit is taken by setting m% — 0 and imposing no mass renor-
malization to one loop namely dm? = 0. All the mass terms go to zero and
makes the B?-term absent from Vig(B). This result is expected since a B>
term in the effective action is a reflection of the effective action having a
mass term.
The massless effective action is given by
Bt 33, 2 3\3, . AB? 3\
Ver(B) = - [ar + 06X = 222+ o(2)) + 22 In |

3272 8ru2 642
The renormalized coupling constant is defined by

€

N — d*Vegr
M dB* |B=m
Using the identity
4 B2 B2
%{34 In /\SMMQ =241In /\M/ﬂ +100
T T
yields
Mo = [Anr + 01 - TR ?’A%ﬂ | 3N g, AurME 100
M= [AM 32n2'e 7 6an2] T 32m2 VN gp2 T4l
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The coupling constant counter-term is given by

M2 Ay M?

0x = Z5(3(= +¢(2) — 31In

— 11]

3272 872
Substituting o\ yields
B* 2 A2 3N2. AyB? 3aM?
Vg = 2 [ang — 2D (31 2 qqy 4 5N - ]
eff = 7 |M1 ~ 3B m — I+ s e~

Hence, in the final result the arbitrary scale p cancels out and the one loop
massless effective action is given by

AyBt )2 B B2 25
Vo = 220 + MZ(H(fg)—*)
4! 2567 M 6

12.9.1 Renormalization group invariance

The effective potential depends on an arbitrary scale M. All physical quan-
tities must be independent of M and hence as is expected from renormal-
ization theory, Ap; must have a dependence on M to exactly cancel the
dependence of Vg on M. Consider

OVerr _ 8 B! + M(ln(ﬁ) _ %)} _AyB!
oM 4! 12872 M? 6 12872
where the beta-function is defined by

M (12.9.1)

O
P =Maar

To obtain the beta function from Vg, consider another scale M’ to define
Ny, namely

d* Vg

Ny = —— =

M= qB4 |p=mr Mt 3272

The infinitesimal change

2 2
BNy M2
M2

M' =M +dM

yields

3\2, dM
dhar = Ny — A dyy = M ——
M= AM =AM = GAM = 1aa g

The beta function is given by

O 3Ny,
=M OM 1672

and which was obtained in Eq. 11.1.4 using renormalization theory.
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Hence, from Eq. 12.9.1, since 3 is of O(\3,)
Vet _ 5 B' B!
oM 4! 12872
Hence Vg is independent of the scale M.

+0(\3,) =0

12.10 Spontaneous symmetry Breaking

The definition of the effective action yields

or
soc@)

For a Lagrangian that is translation invariant, one has that

6= ;/quesgﬁ(:c) : constant

Recall in the presence of the external current J(x), the expectation value is
defined by

bo(w, J) = % / DoeS+H I@)o(a)

where the dependence of ¢.(z,.J) on J has been explicitly indicated.
In terms of the external current, we have

5 WL

0J ’J:O

Recall that for the effective action, J is a function of ¢. namely J(z) =
J(z, ¢.) hence for ¢. — ¢ we have

= li c\Ly
lim ge(a, J)

lim J(x,¢.) =0
P

Hence
or
d¢e(x) lpe=

For a constant classical field B, the effective action is up to a constant volume

;= —J(¢pc) bod 0 (12.10.1)

factor equal to the effective potential
F/V = - eff(B)
and, from Eq. 12.10.1, this yields

OVerr(B)

Zre -0
0B |B=¢
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In other words the quantum corrected value of ¢ is given by the extrem-
ization of Vg(B). We conclude that for a system with parity symmetry, a
non-zero ¢ signifies the spontaneous symmetry breaking.

For the massless ¢* theory

AvB?  3X3,B* B? 25
St e () —
2 2567 M 6
The potential for the one loop massless theory is shown in Figure 12.5, and

can be seen to have a double well structure, with two minimas that are
NON-ZEro.

Vert(B, M) =

Veff

Figure 12.5 The potential Vog(B) for the one loop ¢* massless theory.

The classical theory has the symmetry of ¢ — —¢ and hence ¢ is classically
equal to zero. The quantum corrected value of ¢ , to one loop O(h) is given
by

8‘/eff(Ba M)

0B ‘B:J: =0
and yields
A B3 A?MB‘?[ n(&)_%} A3, B3 0
3! 6472 M? 6 12872
One obtains the non-zero solution
2 792 2
A?M + 6?;2 n(5p) E;fr‘g =0 (12.10.2)

Solving Eq. 12.10.2 for ¢ yields

1672

_ 11
—+M
¢ exp( 3)\M)

6

) exp(—

Note the result for ¢ has a non-perturbative dependence on Ay, since ¢ has
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an essential singularity at Ay; = 0. The non-perturbative result is obtained
by summing the infinite set of one-loop diagrams.

The second derivative of the effective potential at B = ¢, using Eq.
12.10.2, is given by

PVeg(o, M) Ay¢? n At P 54

— R —7A2 T2
dB? 91 o4rz 232) ~ Gz M?
X2, 62
= 3972 >0

The effective potential has a minimum at B = ¢ and hence, to one loop, ¢
minimizes the effective potential. The value of the effective potential is
A2, ¢

The result obtained for ¢ looks non-physical since it directly depends on
the arbitrary scale M. To verify that in fact the result is non-physical, we
check if ¢ is invariant under a change of scale 2

Ing 1672
dln ¢ _ 6ﬂ25+1:2
dln M 3AY
hence
do
— £0
dM?é

and the result is not independent of the renormalization scale M. It can
be shown that the computation of ¢ using perturbation theory to one loop
is not consistent since contributions from higher order loops are equally
important.

A more intuitive reason that Vg does not yield a consistent result is be-
cause the O(Ays) and O(A3,) terms in Eq. 12.10.2, being of different orders,
cannot compensate for the change of scale coming from In(¢?/M?) is one
varies M holding ¢ fixed.

One way of making ¢ renormalization group invariant is to introduce
two independent coupling constants, by coupling the complex field scalar
field to the U(1) gauge field. This theory leads to a consistent spontaneous
symmetry breaking — due to the vacuum state being changed by quantum
corrections — since the two coupling constants are sufficient to compensate
for the variation of M in ¢.

2 The other branch yields d(i;/dM = 0, but both branches need to be renormalization group
invariant.
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12.11 Conclusions

The exact value of the effective action I'[¢.], correct to all orders in A,
contains all the quantum correction to S[¢y], and is the reason I'[¢.] is
called the effective action.

The effective action depends on the deterministic function ¢., and is the
generator functional for all the 1PI connected vertex functions, and pro-
vides an exact and complete solution of a quantum field theory. A recursive
method was discussed that can generate all the higher order connected ver-
tex functions from the fundamental equation for the propagator.

For the case of a constant ¢. = B, the effective action yields the effective
potential Vig, which is the generalization of the classical concept of the
potential energy. The effective potential for the ¢* theory was evaluated
to one loop, for both the massive and masless theories. For the case of a
constant ¢. = B, the effective potential was evaluated and it was shown
that to one loop, that the massless effective potential is renormalization
group invariant.

The classical field is determined by §.S[¢]/d¢ = 0. This equation is gen-
eralized to the quantum case with the equation 6I'[¢.]/d¢p. = —J. For the
case of spontaneous symmetry breaking, the function ¢. = ¢ # 0 such that
J[¢] = 0, and we have 6'[¢]/d¢. = 0. This is the exact quantum general-
ization of the classical extermal condition on the classical action S, with ¢
being the vacuum expectation value of the quantum field to all orders in A.



13
Massless scalar QED

13.1 Introduction

This chapter is devoted to the study of spontaneous symmetry breaking in
one loop massless scalar QED. The Lagrangian of the model, introduced
for classical fields in Section 3.6, describes a massive complex scalar field
interacting with itself and at the same time coupled to a the electromagnetic
vector field.

We will show that, unlike the case of ¢*, symmetry breaking of massless
QED can be consistently described by the effective actin calculated to one
loop level, and the one loop is sufficient to justify the validity of spontaneous
symmetry breaking to all higher loops. The photon field is gauge invariant,
and a gauge has to be chosen to study symmetry breaking.

Based on the method developed in Chapter 12, the one loop effective
potential is computed in Section 13.3. In Section 13.4, the presence of sym-
metry breaking due to the one loop corrections is verified. The final section
is spent on proving the renormalization group invariance of the theory.

13.2 The Lagrangian and Gauge Invariance

The Euclidean Lagrangian density of nonlinear complex scalar field inter-
acting with potential A(¢¢*)?, interacting with the photon field A,, is given
by

1

L= L D)D) - e - LR, (s2)
1 %

S = / A%z Lp
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where ¢ is the complex charged scalar field, and
D, =0, +ieA, (13.2.2)

is the covariant derivative of QED.
Define two real scalar field ¢; and ¢o such that

¢ = ¢1+i¢2 (13.2.3)

In terms of these real fields, the Lagrangian given in Eq. 13.3.1 becomes

L= _{% Z[(ap@l — eAup2)? + (Oud + eAudn)’]
n

A 1
+ 3+ 1D ij} (13.2.4)
nv

Since QED obeys local gauge symmetry, the Lagrangian density 13.2.1 can
be shown to be invariant under the gauge transformation.

Ay — A+ 0\ (13.2.5)
The covariant derivative gets transformed into

D, = D, + ie) (13.2.6)
The scalar field ¢ transforms as

¢ — exp|—iel]o (13.2.7)

Note from 13.2.7 that only a complex scalar field can be gauge invariantly
coupled to A, since under a gauge transformation the scalar field picks up
a complex phase.

The gauge transformation yields

D,¢ = exp|—ieA| D¢ (13.2.8)
The Lagrangian in Eq. 13.2.1 gives
(Du¢)(Dpo)* = (D) (Dywd')* : Gauge-invariant

13.3 The Effective Potential to One Loop
Using the background field method as in Section 12.8, we shift our fields

¢—=¢+¢. and A, — A+ A (13.3.1)

where ¢ and Aj, are the classical fields.
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The effective potential is defined via the effective action I'g[Af, ¢c] by

exp{T[4S, ¢c]} = / DADGexp{S[A + A%, 6 + 6]}

The effective action is gauge invariant under transformations of the back-
ground field Af in that

LAY, ¢c] = T[A}, + 9u), ¢c] : gauge invariant

In general, one has to choose the background gauge so that after gauge-fixing,
the effective action is gauge invariant. However, we have a simplification for
the computation of the effective action for the following reason. Similar to
the case in Section 12.8, the background gauge field is constant, that is

Af, = constant
Consider a gauge transformation
AL = A+ 9, (13.3.2)
Since Aj, is a constant, we choose the following A
A== Ax, = dA=-A, = A°=0
“w

Hence, a constant gauge field is gauge equivalent to zero, that is Af, = 0,
and yields

P[A;Cu ¢c] - F[¢c]

The fact that the effective potential does not depend on the background
gauge field allows us to dispense with choosing a background gauge and
we can choose the gauge-fixing term as discussed in Chapter 6. The most
suitable gauge for the calculation is the Landau gauge given by

0(0uAu) = H 6(0pApu(z))

The effective potential, in the Landau gauge, is defined via the effective
action I'[¢.] by

exp{[[¢.]} = /DAD(M(@MAM) exp S[A, ¢ + o] (13.3.3)

In the Landau gauge, the gauge constraint appears in the path integral
measure and the gauge field action simplifies to

1 1
—4/ddeF3V = —Q/ddxAu(—aQ)A#
0
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Thus the effective potential is a function of only the classical scalar field
¢c. The bare action functional for massless scalar QED is given by

S=- / d4x% [(auﬁbl - 6Au(¢2 + ¢2C))2 + (au¢2 + eA#(¢1 + ¢10))2

+ %[(Cbl + d10) + (B2 + d2c)?] — %Aua2Au (13.3.4)

where

gbc = ¢1c + i¢20 (13.3.5)

Keeping only fields that are quadratic in the quantum fields, we have

1
: /d4$[3ﬂ¢1 —eAu(p2 + ¢2c)]2

= / d*z](0,61)* — 2 A, 20,01 + € A%93.] + O(¢*A)  (13.3.6)

with
3
A=A (13.3.7)
n=0
Due to the Landau gauge, we have
/d4$¢20(a“¢1)14# = surface term = 0 (13.3.8)
and Eq.13.3.6 reduces to
1
5 / d2[(0,61) + 2 4262 (13.3.9)

Similarly keeping only the quadratic terms in the quantum field yields

1 1

5 [ dhal0u0n + eA 1+ 010P) > 5 [ dal(@u007 + 24262 (133.10)
For the self-interaction term, expanding the quartic term to only O(¢?) for

the quantum field yields

);Tlf[((ﬁl + ¢10)* + (2 + d2c)’]?

A
. f[%ﬁ(ﬁ + ¢2) + 4PTP3, + APadE, + 81 Padicdac)

= )\73( ¢ (Z) ) ( 2¢><2; +4¢%c 4¢lc¢20 > ( ¢1 )
ar ot Aprcdae 202 +403, ) \ b
AB

= (o1 & )U< z; > (13.3.11)
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where

b2 = ¢1. + O3 (13.3.12)

Since U is a symmetric matrix, it can be diagonalized by a similarity trans-
formation. Hence we have

_ 207 0 —1
U=M ( S ) M (13.3.13)
with
_ i ¢26 _(Z)lc
M= < b g ) (13.3.14)
In the diagonalized frame, Eq. 13.3.11 yields
Z—’f[%iﬁ + 60267 ] (13.3.15)
and
(0u61)* + (0u2)? = (0ud1)? + (0uh2)? (13.3.16)
with
¢1>:1<¢zc —¢1c><¢1>
< o ) 0\ b b )\ o (13.3.17)

Since M is orthogonal, the measure transforms trivially
D¢1Ddy = Doy Doy (13.3.18)

The one loop connected functional is hence, dropping the primes
A
Wipe] = — / d%fﬁ + Nln| / DAD¢1D¢25(9,A,,) exp(S[oe))
= —/d4x1/eff(¢c) (13.3.19)
Where S[¢.] is the one loop action functional given by
a4 1 2 1 2,01, 1 2 1 2,2
Sloc) = = [ da{S1@u61)? + GAne2eH] + 5[(Du02)* + SAn0263)
1
+ 5 (AP A+ e2¢§A2)} (13.3.20)

The summing of all one loop diagrams can be done by converting the
computation of the effective potential Viy; into a first order differential
equation, as exemplified by the calculation in Section 12.8. The method
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used in tSection 12.8 applies equally well to the present case. Thus from
13.3.19 and 13.3.20

d:;‘;’:f = ¢3ff [ji] (13.3.21)

where V is spacetime volume and expectation value is denoted by
1
EY(¢9) = / DA, D¢ D250, Ap) exp{S[ec]}Y (¢) (13.3.22)

Eq. 13.3.21 is explicitly given, from Eq. 13.3.20, by the following

AVers _ 2B g5, 1A
dg. 31 ¢ " V3l

Note that the computation of dV.s¢/d¢. has been reduced to the evaluation
of the two point function, as was the case for the real scalar field discussed
in Section 12.8.

From Eq. 13.3.20, define the effective for the scalar fields by the following

LA 1
S G El08] + 5557 0B8] + ;¢ 6 (A7) (13.3.23)

1 1
= gAsde i mz=SAnd:

The second term on the right hand side of 13.3.23 yields

1/\B¢c )\B¢c d4k‘
AET Bl61] = 6 <27r> /k2+m1

Recall from Eq. 9.8.7

d’k m? 2 m?
=———[- 2)—1 0]
/ (2m)4(k% + m?) 1672 [6 +e2) n(47r,u2)] +0(e)
Hence, using dimensional regularization, we obtain

1 )\ngc 2

m

>\Bm Gc 2
1 Elé2] = ABMIPc 1 1
p a1 Pt == e (e = 47w )
_ll—%_9<647r2 (g—i-cp()—l ,u)<13324)
Similarly, for the ¢, field, we have
1 >\B 2 )\Bm2¢c m%
¢c (93] = ll—>o 3272( +¢(2) —In 47W2)

)\QB¢3 A2
= lim — = -4+ ¢(2) —In - 13.3.2
! (647‘(’2>(6 (2) ST ) (13.3.25)
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The fourth term requires the propagator of the gauge field, which is given
in Eq. 6.4.9 for the Landau gauge. For the massive case we have

auay) 1
0% ' (-0%) +

d4k 1k(x—y
= 3Bl A0 =3 / Cal e T

d*k
(k2 + m?)

E[Au(2)Au(y)] = (6 —

Oy
m2 7Y

= F[A%(z)] =3 / @)

Hence, using dimensional regularization, we obtain

1, ) ) 1\* / di=ck

—e“p.F[A°] = e | — —_
Ve ¢ [ } 3e ¢ <27T> k2+€2¢2
364¢3 2 2¢2

°(= —In 13.3.2
lim —— o (= +0(2) u) (13.3.26)

Writing Ap = Ay + 0, where again A denoting the renormalized coupling
constant, to one loop,

AVers _ 3 S\ 5 3 A, et 2
o 3"Z5 EIRCI [( >(647r2)+167r2 <[g+e@)

R T P NP 11 SR S S ST Yo
9 6472 24mp2 0 64n2 T 8mu? 1672 4wy o
Applying the renormalization prescription
d*v,
dgff |t = Aut (13.3.28)
(&
we get1
2 5A3,  9¢t A A M?
0N =[- )] [y —— - M
e+ e@I-Iggme + 52!~ 9602 M G (amy
3N 9t n€2M2 _55A3,  33¢! (13.3.29)
3272 8m2 " 4mp? 14472 872 o
Substituting into 13.3.27 leads to
AVery _ Mm@l | g0 5Ny | 3¢ ¢2 5. 55A%,  1let 13.3.30
do. R o [288772 1671'2] — % [86471'2 671'2] (13.3.30)

Integrating 13.3.30 with V.;r(0) = 0, we get the one loop renormalized

I Note d?(z3 In(z?/a?))/dz® = 6In(x2/a?) + 22.
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effective potential

)\Mgbé (;53 52 3et gbz 1252 25¢*
‘/Yeff(qbc): | + [ M2 2] n 2 J\g* 2
4! 4 2881 167 M 69157 1287
Avde | 4 SNy 3e! ¢z 25 3 4 4.3
=-_—"¢ — I — A A 13.3.31
4! +¢C[11527T2 6471'2]><[n]\42 6]+O( e, Ac) (13.3.31)

The expression obtained above for V.;¢(¢.) agrees with the result obtained
by Coleman and Weinberg (1973).

The method of integrating a first order differential equation for obtaining
Verf(de), both for scalar QED and ¢* theory, is more transparent and com-
putationally more tractable than the method used by Coleman and Weinberg
(1973) — which consists of an infinite summation of all one loop Feynman
diagrams.

13.4 Spontaneous Symmetry Breaking

The one loop effective potential is given by

A ooa 4 D o 3t #2 25
V. =—9o A In —&% — — 13.4.1
eff[d)C} 4l c + ¢C(1152ﬂ'2 M+ 647’(2)[ n M2 6 ] ( )
The ground state is determined by the equation
dVeff| _o
dpe 4
Leading to a non-trivial solution
A 5\2 3et 25 52 3et
AL ) In s — )+ 2 = ({13.4.2
s T imee T ap 5l T 2 ine el T U342
Multiply 13.4.2 by %, we see that
- ot 5A%, et
V. =—— <0 13.4.3
1109) = =5 5 T G2 (13.4.3)
From 13.4.2 the non-trivial vacuum state is hence given by
Ay 553, 1l 5\2, 3¢t ¢?
— = — In— =0 13.4.4
6~ soar 1672 T Gsse T g M (13.4.4)
or
é ~ Mexp(—%) (13.4.5)

which is again essentially a non-perturbative result due to the 1/ singular-
ity. As is shown by Coleman and Weinberg (1973), the one loop contribution
dominates over all higher order loop corrections. The calculation shows that
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the spontaneous breaking of symmetry of the theory in fact takes place and
is consistently described by the one-loop result.

13.5 Renormalization group invariance

Changing the renormalization scale to ¢. = M’ X — Ay,

d*Very
A = A 13.5.1
d¢% |¢C—M M ( )
Using 13.3.31, we have
502, 9et M2 25 125)\2 75e*
A X [n — — — M i
M+ [487r tgzl g I S F g =M
or
52 9¢t M2
A=A Moy ln— 13.5.2
M M+[487T2+87r2]nM2 (13.5.2)
Hence
5\ 9¢t 3 413
B:24 2+472+O(>\76,)\6) (1353)

Note the § function for the scalar field is the special of N = 2 of the earlier
result for the O(N) symmetric scalar field obtained in Eq. 10.8.2.
Differentiating the effective potential 13.3.31 with respect to In M yields

dVeyy quc _gpy e
dinM 576n2 | 3272

]+ 003, N3, eh)

as given by Coleman and Weinberg (1973).
Note it can be shown that for scalar QED?

5le) = My = O()

and hence under a change of M, the change in e given by ((e) contributes
dVess/dIn M only to O(e®) and can be ignored.
Substitution of 13.5.3 gives, at the one loop level

dVers — dVess
dinM  dM

which is an expected result.

=0 (13.5.4)

2 For photons coupled to electrons by charge e, the beta function is given by 8 = e3/(1272).
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Also, a similar analysis on the vacuum state 13.4.4 gives, to one loop
accuracy

Ié] 5\2 3et 5\2 3¢t dlng B

= = ST bt A |
6 [14471'2 + 87r2] + [1447'('2 * 871'2]d1nM
Inserting the value of 5 leads to the crucial result
dln ¢ do
= — = 13.5.
dinM  dM 0 (13.5.5)

Thus unlike the case of massless ¢*, RG invariance of ¢ is preserved in
massless scalar QED. This is connected with the fact that contribution to the
effective potential diminish as one goes to higher orders in the present model,
and hence RG invariance has to be valid for each term in the perturbative
expansion.
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