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High Energy Collisions

Hard 
ScatteringParton Shower

Multi Parton 
Interaction

Hadronization 
and decay
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Detectors  ⟹  Information
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CMS Detectors

Camera?
Recorder?
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Big data Science

42 countries
170 computing centres
Over 2 million tasks/ day
1 million computer cores
1 exabyte of storage  (1B GB)

CMS：  15B events in 8 months
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Data Mining
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LHC Data Flow

● L1 trigger: local, hardware based, on FPGA, @experiment site
● HLT: local/global, software based, on C/GPU, @experiment site
● Offline: global, software based, on C/GPU, @CERN T0
● Analysis: user-specific applications running on the grid

ML for：Particle ID; Signal Mining; Inference accelerator ;  
Automatic anomaly detection...
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Brief history of ML

Turing Award 2018

CNN

GPU-implemented CNN
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ML in HEP

Tevatron：Top quark
LHC: Higgs discovery
miniBOONE: PID
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ML in HEP
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HEP and ML

Charles Alfred Coulson: 应用数学家，化学家
Christopher Longuet-Higgins: 理论化学家，40
岁（1970s），改行做人工智能
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BDT introduction

Tree
Node
Leaf
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BDT introduction
● Easy to understand/interpret； Training Fast
● Single tree are not stable

○ a small change/fluctuation in the data can make a large difference! 
● Solution: e.g.  Boosting! → Boosted Decision Trees

https://en.wikipedia.org/wiki/Boosting_(machine_learning)

https://en.wikipedia.org/wiki/Boosting_(machine_learning)
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BDT Introduction
● AdaBoost  “Adaptive Boosting”

○ One of the originals
○ Freund and Schapire

● Gradient Boosting
○ Uses gradient descent to create new learners
○ The loss function is differentiable
○ Friedman: https://statweb.stanford.edu/~jhf/ftp/trebst.pdf

● XGBoost  “eXtreme Gradient Boosting”
○ Type of gradient boosting
○ Has become very popular in data science competitions
○ Chen and Guestrin: https://arxiv.org/abs/1603.02754

ROC (Receiver Operating 
Characteristic) Curves

Better

Best classifier can be identified by 
the largest AUC (Area under curve)

Overtraining check:
● Split data in training / test 
● Performance on the training 

samples should not be better 
than on the test sample

 

http://www.sciencedirect.com/science/article/pii/S002200009791504X
https://statweb.stanford.edu/~jhf/ftp/trebst.pdf
https://arxiv.org/abs/1603.02754
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NN Introduction
● Artificial Neural Networks, connectionist models  
● inspired by interconnected neurons in biological systems

○ First Mathematical model of neurons   Pitts & McCulloch (1943)
○ 1986 Backpropagation reinvented:    Rumelhart, Hinton et al.Nature
○ 1990s： Great success of SVM and graphical models almost kills the ANN
○ Yann LeCun (1998) developed deep convolutional neural networks

■ LeNet-5, a pioneering 7-level convolutional network 
○ 2006+： Deep learning is a rebranding of ANN research.

■ Convolutional neural networks running on GPUs
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NN Introduction

b：  bias term
η：  learning rate
Standard gradient descent (batch training)
Stochastic gradient descent (online training)
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          NN Introduction

Sigmoid 
Function 

Dropout layer:
Randomly drop links  between neurons, with probability p

如果不用激活函数，每一层输出都是上层输入的线性函数，无论神经网络
有多少层，输出都是输入的线性组合，这种情况就是最原始的感知机

线性整流函数

https://baike.baidu.com/item/%E6%84%9F%E7%9F%A5%E6%9C%BA/12723581
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Supervised Learning

Overfitting
underfitting
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A living Review of ML for Particle Physics

https://iml-wg.github.io/HEPML-LivingReview/?fbclid=IwAR153QR6RKa-mfcnruDuL2hMGusd6q28WekQkEwPHgGaVRZ_of2fplsYGfw
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Application example 1： Higgs discovery
Higgs to diphoton in CMS：

● BR~10- 3: small signal over huge bkg；
● BDT applied in many parts

○ Photon identification
○ Event classification
○ Energy regression
○ Diphoton vertex
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Application example 2：NNPDF

ANNs avoid biasing the PDFs, faithful extrapolation at 
small-x (very few data, thus error blow up)
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       Deep NN

๏ Deep neural networks are those with >1 inner 
layer
๏ Thanks to GPUs, it is now possible to train 
them efficiently, which boosted the revival of 
neural networks in the 2000s
๏ In addition, new architectures emerged,
which better exploit the new computing power

Universal approximation theorem: 
The standard multilayer feed-forward networks with a 
single hidden layer that contains finite number of hidden 
neurons, and with arbitrary activation function are 
universal approximators in C(R^m).



23

DNN: frameworks
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Boson scattering and Interaction
• Yang-Mills Non-Abelian interactions

Anomalous coupling, EFT
• Electroweak symmetry breaking

Higgs Unitarization Scheme
• Tev scale new Physics

Boosted Boson
WW->WW behavior 
on scattering energy

Same-Sign W W-> Polarized scattering,    ~200 events (2016-2018)!

Application example 3：Vector Boson Scattering
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Application example 3：Vector Boson Scattering

“Longitudinal weak boson scattering… is one 
of the most important processes to be studied 
at the Superconducting Super Collider and the 
CERN Large Hadron Collider.”   
Can verify Higgs unitarization scheme directly! 

Phys. Lett. B 812 (2020) 136018
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First probe on Longitudinal polarized VBS from CMS in 
2020 with BDT.  It is the beginning of the game, though 
sensitivity ~ 1 standard  deviation.

http://dx.doi.org/10.1016/j.physletb.2020.136018
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Application example 3：Vector Boson Scattering

PKU group tried DNN using a specific particle based input structure, which 
shows improvement over BDT.     PRD 99, 033004 (2019), PRD 100, 116010 (2019)

Classification

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.99.033004
https://arxiv.org/abs/1908.05196
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Application example 3：Vector Boson Scattering

DNN regression shows also promising results to be tried at the LHC 
measurements.   PRD 93, 094033 (2016)

Two neutrinos:  using DNN regression to get the angular distributions

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.93.094033
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Convolution NN overview    
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CNN overview
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CNN introduction:  convolution
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CNN introduction:  pooling
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 CNN introduction:  Padding，Flattening, Inception

Inception: 
Several conv layers, with different
filter size, process the same inputs



33

CNN history
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 CNN history

Top-1 accuracy is the conventional accuracy: the model answer (the one with highest 
probability) must be exactly the expected answer.
Top-5 accuracy means that any of your model 5 highest probability answers must 
match the expected answer.
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Application example 4： Tracking reconstruction
Quite challenging to reconstruct 
charged particle’s track in dense 
environment: combinatorial 
complexity, fake seeds...
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Application example 4： Tracking reconstruction
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Application example 5：Jet tagging

See more details from Huilin Qu’s talk

https://indico.ihep.ac.cn/event/14261/material/slides/0.pdf
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Application example 5：Jet tagging
DeepAK8 and ParticleNet  are now the CMS 
standards for H/W/Z Jet tagging

https://indico.cern.ch/event/783781/contributions/3389493/attachments/1832744/3001915/Deep_Heavy_Resonance_Tagging_HEP2019_Kontaxakis.pdf

https://indico.cern.ch/event/783781/contributions/3389493/attachments/1832744/3001915/Deep_Heavy_Resonance_Tagging_HEP2019_Kontaxakis.pdf
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Application example 5：Hcc

Higgs 
coupling with 
2nd 
generation 
fermion
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Application example 5：WWW resonance

B2G-20-001

https://cds.cern.ch/record/2759857


41

Generative Adversarial Network (GAN)
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Application example 6：fast simulation and reconstruction
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Recurrent NN
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Application example 7：  RNN for classification

four-momenta are like 
words and the 
clustering history of 
sequential 
recombination jet 
algorithms is like the 
parsing of a sentence.
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 Autoencoders

https://github.com/arthurmeyer/Saliency_
Detection_Convolutional_Autoencoder

https://github.com/arthurmeyer/Saliency_Detection_Convolutional_Autoencoder
https://github.com/arthurmeyer/Saliency_Detection_Convolutional_Autoencoder
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Application example 8： Data Quality Monitoring
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Application example 8： Anomaly detection
๏ Train on standard events
๏  Run autoencoder on new events
๏ Consider as anomalous 
    all events with loss > threshold

Worse than Supervised but results encouraging
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Others:  ML for EFT

EFT is continuous;  many latent variables;  using special DNN  and loss 
function to regress likelihood ratio.

https://arxiv.org/pdf/1907.10621.pdf
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Others:  Firmware/hardware e.g. FPGA
Map DNN nicely into an FPGA

https://github.com/hls-fpga-machine-learning/hls4ml

https://github.com/hls-fpga-machine-learning/hls4ml
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Others:  ML with quantum computing

quantum
annealing
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Summary

Deeper and Deeper in HEP
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Tutorial：  BDT,  DNN
Z’ search:   https://pan.baidu.com/s/1b54D2m

https://www.notion.so/High-Energy-Physics-ML-Tutorial-f9f8a3c624cb489cbeda53d38628d5ed
https://pan.baidu.com/s/1b54D2m


53



54

  First Probe from CMS on Polarized VBS
● Signal sample simulated in WW/pp center-of-mass frame
● Simultaneous fit in bins of two BDT discriminant variables: 

pp WW

MADGRAPH5_aMC@NLO2.7.2

Phys. Lett. B 812 (2020) 136018

http://dx.doi.org/10.1016/j.physletb.2020.136018
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First Probe from CMS on Polarized VBS
Inclusive BDT:  Isolate VBS against non VBS background
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 First Probe from CMS on Polarized VBS

pp

WW

Signal BDTs to improve the sensitivity to polarized scattering
    Train LL against (LT+TT) and train (LL+LT) against TT
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 Deep Learning Tagger in CMS
DeepAK8  JINST 15 (2020) P06005
● multi-class classifier for t/W/Z/H tagging

○ categories subdivided based on decay modes 
● directly uses jet constituents 

○ PF candidates / secondary vertices
● 1D CNN based on the ResNet architecture
● mass-decorrelated version using adversarial training 

techniques
○ signal and background samples reweighted to yield flat 

distributions in both pT and mSD to aid the training.

https://iopscience.iop.org/article/10.1088/1748-0221/15/06/P06005
https://arxiv.org/abs/1512.03385
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Indirect or direct 
search for new Particle
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传统方法：
直方图



60

Ref

https://arxiv.org/pdf/1805.00020.pdf

