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Performance of the Control System

•5bility+RT
➢Stability

➢Availability

➢Flexibility

➢Scalability

➢Reliability

➢Real Time



Scope of the Control System

• Control Platform

• Central Control System

• Network System

• Timing System

• Post Mortem Analysis System

• Machine Protection System

• Power Supply Control System

• Vacuum Control System

• Temperature Monitoring System

• Integration of  other system: RF, Cryogenic system, Injection/Extraction system 
etc.

• Others 



Requirement information of controlled devices



⚫The Choice of Control Platform
➢CERN: PVSSII/FESA (Process Visualization and Steuerung (Control) System )

➢Most of European Accelerator facilities: TANGO

➢Most of American/Asian and parts of European Accelerator facilities : EPICS 

Control Platform: Software



Really Neat Things About EPICS

◼1. It is free

◼2. It is open source

◼3. There are lots of users

◼4. All a client needs to know to access data is a PV name

◼5. You can pick the best tools out

◼6. ... or build your own

◼7. The boring stuff is already done

◼8. There is a lot of expertise available close

◼9. A good contribution becomes internationally known

◼10. It doesn't matter whether you need 10 PVs or 10 Million PVs

◼Etc



⚫EPICS (Experimental Physics and Industrial Control System) 
⚫Open Source software toolkit

⚫To create distributed soft real-time control systems
⚫Particle accelerators

⚫ Telescopes

⚫ Large scientific experiments

⚫Version:
⚫V3.13->V3.14-->V3.15->V3.16-->V4->V7….

⚫BEPCII:V3.13

⚫CSNS:V3.14

⚫HEPS:V3.15/V7

⚫CEPC:Vxnn(X>=7)

Control Platform: Software



⚫Standardization, Modularity and Commercial products
➢PLC

➢ATCA/uTCA

➢Serial device servers

➢Blade  servers

➢Motion controller/Driver

➢etc.

Control Platform: Hardware



Overall hardware architecture of the control system

Control System and sub-system
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Control System and sub-system

Softeware architecture of the control system



⚫Central control system
• Management and operation of IOCs/OPIs
• Server and management of High level software
• CA/PVA Gateway
• CSS, caQtDM, PyDM etc
• Data Archiver
• Alarming system
• Issue information of machine via instant message(weChat)
• Machine status summary on Web
• Elog
• Issue tracking
• Etc

Control System and sub-system: CCS



Control Network System: three layers

Control system and sub-system: Network



⚫Any important data throughout the entire life cycle of an accelerator 
should be captured systematically and stored persistently

Database software Architecture

Control System and sub-system: Database



⚫Prototypes of database based on the current requirement
① Parameter Database

➢Keep track of all important physics and equipment parameters consistently  for an 
accelerator during the busy design period 

② Naming Convention Database
➢For a large accelerator project, everything has to be named according to strict rules 

③ Magnet Database
➢Capture and store all essential data, including a few particular magnet measurement

methods  

④ Equipment Database
➢Store all equipment including spared parts 

⑤ Lattice and Model Database
➢Keep design lattices and their corresponding model calculation data

Control System and sub-system: Database



Control system and sub-system: PS



⚫Accelerate from 10/20GeV to 120GeV.

⚫Magnets’ power supply co-ramping within an accuracy of tens of s.

⚫Two methods of PS ramping
➢Waveform can be pre-downloaded into the front end controller, then co-

ramping starts with an synchronized signal.

➢Waveform can be written into the front end controller in real time with an 
deterministic latency.

⚫High reliability and high availability (Redundancy).

Control system and sub-system: PS



Redundant IOCs for power-supply controls

Control system and sub-system: PS



⚫Tightly related to the accelerator design

⚫Stop beam or steer beam to dump, when key device or sub-system is  
a fault or abnormal

⚫Generally, the structure of MPS=EPS (PLC)+FPS (FPGA)

Control system and sub-system: MPS



• PLC for slow inputs, a response time of tens of ms is defined.
• The actuators are RF power ramp down and shutdown of electron gun. 

• Preliminary name : Equipment Protection System (EPS).

• FPGA for fast inputs, a response time of tens of micro seconds is defined. 
• The actuators are RF power off and shutdown of electron gun.

• Preliminary name : Fast Protection System (FPS).

• Individual systems for loose coupling, easy implementation and debug.
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Control system and sub-system: MPS



⚫For fast and accurate fault diagnostics.

⚫Both hardware and software works.

⚫Tightly related to the devices’ controls.

⚫Accurate timestamp needed.

⚫Global trigger, global clocks, global timing, analysis software …

Control system and sub-system: Post Mortem Analysis



Preliminary design of post mortem analysis

Control system and sub-system: PMA



Control system and sub-system: Vacuum CS

Vacuum Gauge：7000
Valve：1598
Ion pump：32130

Temperature sensor：102500



⚫Monitor

⚫Interlock policy
⚫Voting scheme：Close Valve

⚫Closed state of NO Contact：OK

Control system and sub-system: Vacuum CS
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⚫TM: Temperature Monitoring

⚫Quantity: 100,000+(Vacuum devices)

⚫Others: … …

Control system and sub-system: TM



Control system and sub-system: Timing

系统区分
定时信号需求

数量
性能要求 备注

束测（TTL信号）10664路 抖动<50ps
BPM、profile、DCCT、工作点测量、
BCM、束流损失

束测（RF信号） 5030路 抖动<0.5ps, <1ps, <5ps
BPM、profile、DCCT、工作点测量、
BCM、束流损失

电源 860路 抖动<5ns
Booster 、Dipole、Quadrupole、
Sextupole、Corrector等磁铁电源

直线加速器
阻尼环
输运线

404路 抖动<50ps或者20ps 回旋频率、注入频率、触发信号

直线和环高频 301路 抖动<20ps 增强器和主环的谐波数有待确认



⚫An maximum distance of about 50 km (about half ring).

⚫Latency change due to temperature variations(compensation)

⚫An accuracy of tens of ps

⚫Precise timestamp will be provided.

Control system and sub-system: Timing



Control system and sub-system: Timing

Event timing system

⚫Swiss Light Source (SLS)，1999年， Specially designed for the accelerator

⚫Commercial products, widely used in many accelerators, such as BEPCII, CSNS and
so on



Control system and sub-system: Timing

Red line: RF transmission system

Blue line: Event Timing System

The basic structure of Timing System

⚫Event timing system and RF transmission 
system

⚫Event timing system: Trigger signal and Low 
frequency clock signal

⚫RF transmission system: Transmit high 
stability RF signal 



Fine Step: 5ps

Jitter<15ps

Control system and sub-system: Timing



Control system and sub-system: Timing

Alternative Plan: WhiteRabbit
• CERN and GSI initiative for control & timing

• Based on well-established standards

• Ethernet (IEEE 802.3)

• Bridged Local Area Network (IEEE 802.1Q)

• Precision Time Protocol (IEEE 1588)

• Extends standards to provide

• Sub-ns synchronisation (included in IEEE 1588)

• Deterministic data transfer

• Initial specs: links ≤10 km & ≤2000 nodes



• EVG/EVR Timing System
➢Trigger

➢RF reference

➢Precise timestamping

• EVG/EVR：Broadcast

• Site：APS、SLS，BEPCII，
CSNS，SSRF，etc

• Support

➢Commercial products

➢EVG/EVR of  SSRF

➢Homemade I/O and delay board

• White Rabbit Timing System

➢Precise timestamping

➢Trigger

➢RF reference

• Master/Slave: Bi-directionality 

• Site：CERN、GSI、ESRF、
Spring-8、 SHINE、LHAASO、
German Stock Exchange，etc

• Support

➢OpenHareware+Commercial
products

V. S

Control system and sub-system: Timing



⚫Integration of other system control, such as RF, Cryogenic system,  etc.

⚫Video monitoring.

⚫… …

Routine control and design considerations

To integrated into the control system, the following rules must be observed:
1.  Consistent with version of EPICS
2.  Interface to CA/PVA of EPICS
3.  Reserve Hardware Interface
4.  Agree with other standards of control system



Cooperate with other accelerator complex (CSNS, HEPS,BEPC..)
⚫Management and design of Database(HEPS)

⚫Issue information(CSNS)

⚫Etc

Cooperation:  Different Division of IHEP



⚫Database based on the user’s requirement

Parameter Database Naming Convention Database

Magnet Database Equipment Database

Lattice and Model Database Management  of File 

Log and  trouble tracking Alignment Database

Management of Cable and device Alarm database

Configuration of Security  database MPS and interlock database

Etc..

More and more Database will be designed with the progress of  the Project

Cooperation: Database



⚫The structure of RDB database

Cooperation: Database



⚫Based on Wechat

Cooperation: Issue information



Cooperate with company (Cosylab, Geekoo,..)
⚫Mini workshop of CEPC control system

Cooperation:  IHEP and Company



Summary

⚫More detailed requirements should be further clarified, with the 
progress of CEPC TDR

⚫EPICS：Cooperate closely with EPICS community and company

⚫New technique: IoT/AI/machine learning in control system

Thanks a lot!


