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Analysis Software

Production System

Analysis Files

Detector Trigger Reconstruction Datalake storage

G. Watts (UW/Seattle)



Analysis Software

* File-Based
 ROOT format
Production System * Meta Data (calibrations, lumi, in-file, etc.)

3

Analysis Files

For many reasons the
current answer is rucio

What should this be? This will be the first point of

contact for analyzers.

* Users, analysis groups, etc.

* Reduction/etc. runs by
analysis groups.

Data Lake

Data-Lake storage

G. Watts (UW/Seattle) 3



Analysis Software

File-Based
ROOT format
Meta Data (calibrations, lumi, in-file, etc.)

Production System

Analysis Files

{o_.* H?
Data Lake (how to do them “right”?)

Data-Lake storage

G. Watts (UW/Seattle)



Analysis Software From 30K

Capture & Reuse

Archiving,
publication,
Reinterpretation,
etc.

Scan data, explore
Production System with histograms,
Analysis Files making final plots

(w/sys)

Fitting, modeling,

manipulation, limit
extrapolation, sys

—

Analysis Systems, analysis & declarative languages
(underlying framework)

G. Watts (UW/Seattle) 5



Production Decisions do Affect Analysis!
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This will change the way
we do analysis in ATLAS



How it started... How it is going...
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OpenData

Also plays a roll here

There is a lot new...

High Level
Reproducibility

Differentiable Analysis

Python Eco-system, C++ Eco-system _
Software professionals

Analysis Facilities vs physicists as
software developers

Continuous Integration*
Declarative Analysis, Procedural Analysis

Distributed Analysis, Large Analysis Datasets

Columnar Analysis, Event Analysis | didn’t put ML

on here.

Low Level
GPU’s, CPU’s, TPU’s, FPGA’s

G. Watts (UW/Seattle) 8



I was there, the day

,-,
4

Reproducibility

I-fEP;,‘physicists

the strength of r‘r;:‘n failed.

* An analysis can be re-run on a
new signal models with little -
wor k reana-client
e Automated system to run an
analysis end-to-end g
E www

 Can track down that pesky | browser

qguestion from the competing
detector 2 years later
* Funding agencies are starting

reana-cluster

reana

f image registry docker

* Production tools exist for current analysis models
to demand this * This touches every part of the analysis pipe-line!

e Every tool must ask this question if you are
going to add it.

G. Watts (UW/Seattle)



Eco Systems

H ServiceX e
r'OOt i Remote dat A5
Readmg and writing & func-adl Temeledal ﬁ
ROOT files (just/0) ) Remote queries SSL@ 4
. . 1m1nu1t ma e
AWkward o f:“‘:‘f"e"‘; o ! Raw minimization ~ Curve ftlts
i ' o pstats

Array ., G
Manipulating arrays hEP'tables i
with nested structure ~ DataFrame for

(not HEP-specific) nested structure

H p_)’ if Statistical tools

Data Analysis Framework

|Boos
[ Istogram

* C++ And ROOT well understood in the Vector i g
community 20,3D, & Lorentz vectors % Histogramming Pythonic PDG . @ puihen e;",':s_

* Full range of tools customized for our use * Research and Industry are pouring their
cases resources

* 20 years of solid development & debugging * ML frameworks, tools, etc.

* New tools (like RNTuple, RDataFrame, ROOT7 * Someone else did the GPU work
Histograms etc.) are being added. * Almost everything you want to do can be

« Best in class storage found on stack overflow

* Only place we’ll do reconstruction & * Likely known by your students better than
simulation you

* Does need support from other labs

* Don’t leave as a service — community 6. Watts (UW/Seattle) 10

participation is desired and welcomed!



Eco Systems

Uproot & Awkward Array: part of this complete analysis

2 i ServiceX e
UPrOOt { f dl Remote data
Reading and writing H unc-a
ROOT files (just/0) 3 Remote queries SSL® -
"""""""""""""""""""""""""""" flea ¢ iminGit zFE
S - 2 S iminuit  ZTK
AW‘K‘I{ %5 d @ Eﬁ}f{ﬁgﬁs : Raw mir{nization Cl-'\‘f\/:“:1 ftltSS
D d ta An d |yS IS F ramewo rk Manipulating array§y hep-tables 3.2’,’,?;52’,‘,',‘,‘,’;2‘?5’;?,@ p-x.:.‘::.f g
with nested structure DataFrame for : mplhep “,_ HistFactory-style fits ___
(not HEP-specific) nested structure ~.__'____,______,__a..;..r-f
----------- 4 QW0 T [y
2 v I
—_ 1_ S| ?iBs%gsgtF‘?:h Plotting’,.--f"' .ﬁa:rmm‘“fq_
e C++ And ROOT not well understood by others, vecior i &histl T Pgoe A e e
2D, 3D, & Lorentz vectors % Histogramming Pythonic PDG “Z @ puthon e,,g

and have a significant learning curve

* Moving innovation from industry into C++ * Industry is not solving the same problems

world is difficult we are
» Storage formats in industry * Industry might move onto a new eco-
system

* Designed to be distributed

* Rivaling ROOT’s abilities e Python, by-itself is not fast for actual inner-

loop processing
* Much of the code is JIT'ed or C/C++

G. Watts (UW/Seattle) 11



Eco Systems

Uproot & Awkward Array: part of this complete analysis

ﬁ I"OOt ServiceX BE
( Remote data 7| (7
Reading and writing B func-adl 2l
ROOT files (just/O) ~ »  Remote queries SS L@ |
""""""""""""""""""" ) ’1
«SRffea Fiminuit  zTiE
X W) (anctvenss, ! Raw minimization ~ Curve fits
S8 .~ Hislogr:amming,._ E i pstats
e Correction functions, { :
Manipulating arrays hep-tables ks p'x"‘u":zf SRR
with nested structure ~ DataFrame for : mplhep , HistFactory-style fits |
(not HEP-specific) nested structure S N e
............. Qo B
. !BOOSL&~ N e {)«' — 7:,: ‘f“’e »,m:w
e——— : [ listogram Plotting .--* ol maporn
vector i & histl AP B e
. o . l'thle fopy Wity 5 Eo
2D, 3D, & Lorentz vectors | Histogramming Pythonic PDG "4 @ puthon 48

Community is finding ways to connect the two eco-systems

What can we do to take the best of both worlds?

e.g. Write your ROOT files to be efficiently ready in both eco-
systems

G. Watts (UW/Seattle)
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Declarative Analysis

Procedural Analysis:

Loop over events:
Loop over electrons
Loop over electrons
Keep track of pair with mass closest to 91 GeV
Plot mass

Declarative Analysis:

In every event:
Find all pairs of electrons
Best pair with mass close to 91
Plot mass

>_

—

As infrastructure gets more complex you get more
and more infrastructure mixed with your physics: it is
too hard to do physics!

Tell the software how to do the job
m=) Fine-tune control, but mixing of control and physics

Tell the software what you want to do

mm) Less boiler plate, more physics

Downside: Computer needs to translate into high-speed analysis

G. Watts (UW/Seattle) 13



Distributed Analysis

HL-LHC datasets will be too large to spin

through in a reasonable amount of time —

on a single PC

We have non-interactive solutions
e Batch — Isf, slurm, etc

* Batch —htcondor

* Workflow — BigPanda

* Etc.

Industry has created a number
of excellent pipe-line processing
workflow tools

* parsl

* dask

* ray

* Apache tools (kalfka, etc.)

* Spark, etc.

Building a fault-tolerant
distributed system is non-trivial

* Some are well suited to running
C++ code and collecting the
results

* Some can be used to ship data to
processors

 All are cluster suitable

G. Watts (UW/Seattle)

Filling histograms, skimming data for ML
training, etc. will become a distributed activity

Wrappers to make

them easy for

physicist use?
(e.g. coffea)

14



Columnar Analysis

FORTRAN C++ Nested Data Structures

HYDRA in HEP
(1973)
ROOT
0oooC o oon >
ZBOOK
1974 Obiectivit
( ) @ (0-195940—';6)64) This is not new: HEP had
column wise data stores at
in PAW ProtoBuf least 10 years before
(1989) (2001) Avro industry
(2009) Arrow
C-Store (2016)
BOS YBOS (2005) Parquet ‘. L
(1975) (CDF r1) MonetDB (2013) missed opportunity
(2002) Dremel
(2010)
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Numpy way of doing things

Columnar Analysis and Event Analysis

What does columnar data buy us?

The physics says process event-by-event

RAM memory time to complete
The computer is much more comfortable 1000 MB 5 100 sec
. . - PyROOT load and compute s—=
using vector operations to process many - Y g -
S Python list of lists of dicts ‘ B
B Je dArray comput Python f Se—¢
events at once b« root_numpy's array of arrays aggedArray compute in Python for loops 10 sec
¢——ePython list of lists of __slots__ classes .
100 MB — root_numpy compute in loop over ufuncs o-\_:
- Python list of lists of dicts in Python for Ioops>
- Python list of lists of __slots__ classes in Python for loops —={ 1 sec
Electronl.pt + Electron2.pt y —slots__ y Py
p p ¢———e serialized JSON text (for reference) root_numpy load 3
H e std: :vector<std::vector<struct>> B
Add the pT Of the fIrSt and Second B ROOT RDataFrame load and compute s——%
- | Js dArrav of Table of ot. eta. pl ROOT TTreeReader load and compute e———=—= 0.1 sec
electrons for all 2 billion events 1omB |- " /a0gedArmay of Table ofpL et AL o s T B anch:-GetEntry load and compute e 3« load
- uproot loade—3 4
= JaggedArray compute as Numpy-like ufunc e——=
B JaggedArray compute in Numba-accelerated Python for loops e~
3MB - — 0.01 sec

Conceptually works well until you have to ask “how many electrons in an event”

G. Watts (UW/Seattle) 16



Co-Processors

This is super-hard



Unless some one else has done the work for you...

Co-Processors

Where will they benefit Analysis? ) Mostly in Al/ML

PYTHRCH + his 4 ml

Tensor

Other low-level tools are building it in (like awkward array)

G. Watts (UW/Seattle)
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Co-Processors

Where will they benefit Analysis? ) Mostly in Al/ML

PYTHRCH 1) his 4 ml

Tensor

These are tools! | used TF to write an alignment program for the MATHUSLA test stand

G. Watts (UW/Seattle)
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Analysis Facilities

Large datasets mean you can no longer run analysis anywhere!

Skim data

Apply corrections

Build histograms

Fit complex statistical models
Train and apply discriminators
Develop core software

Submit “GRID” jobs

Visualize large amounts of data

Access to data Fitting Service

e

Cores for
Data

L 4
Processing , x

ML Training Service Jupyter Notebooks

Facility

% Why does Ops care?

* Why does the USCMS Operations program care about future
analysis systems?
* In Run 1 & 2, analysis systems were largely considered out-of-scope.
CMS S&C helped users create their ntuples on the grid — but that's where
analysis begins, not ends!

H H * USCMS ided infrastructure (such as CMSLPC or CMS C t) t
Se e th e re Ce nt b I U e p rI nt m e etl n g use for Engglcl);fisifb\‘;t7 anfr:gie“sr:arsxl(;/cs;\jces UsersO;re expei?;:?o worne

their own batch scripts and interact with the storage — with assistance

from the staff.
= Why is HL-LHC different?

* Necessity: if events go up by 2 orders magnitude, it may become
impossible to get competitive analyses done on the hodgepodge of scripts
& services used today

* Opportunity: We believe some of the new techniques may make analysis
simpler for users (costing less in personnel time) or faster — overall
making the collaboration more competitive.

= Sustainability: By using larger, non-HEP specific ecosystems we look

forward to reducing the burden to only the HEP-specific pieces.
G . WattS (U W/Seatt|6) * Assume fewer people will do analysis with more data to comb through 2 1



https://indico.cern.ch/event/960587

Differentiable Programming

Bring;he teclhniques from ML all the way optimization by K. Cranmer
into the analysis! o
y grad ient descent

Need two jets above a set of
pr cuts? How to choose
those pr cuts?

Something with HistFactory likelihood ClLs
trainable "\7 Some other Feldman-Cousins
. L parameters ¢ parametric fit Posterior sampling
Use gradient descent to optimize the cuts RN L UL

.etc

Use final likelihood fit to drive the optimization

d(inference)
d(y)

Requires auto-differentiation across systems!

G. Watts (UW/Seattle) 22



Cautions?

Don’t try to make the analysis Do not let 1000 analysis
framework the same as the frameworks bloom either...
reconstruction’s

)

EN

Many people have good ideas

* Getting people to work
together to combine
frameworks makes things
stronger!

* Design process SO no one is
“losing”.

E

>
o

ER

=
|

G. Watts (UW/Seattle) 23



Conclusions

 CEPC is a different machine
* The pressures on it are very different than on currently running ones

* Analysis is one of the fastest moving parts of the HEP eco-system

 What | now call speculative will either be mainstream by the time the CEPC is
running or will be consigned to the dustbin of history

* There is a very active community discussing this
* The HEP Software Foundation
* In the USA, IRIS-HEP .
A lot of people work on this: many
 ROOT workshops solutions are cross-experiment!
 And many more I’'m neglecting here



