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christopher.burr@cern.ch ○ Software Quality, Testing & Validation and CI at LHCb 

➤ Testing and validation means many different things 

➤ Crashes 

➤ Performance 

➤ Obviously doing the wrong thing ⚠ 

➤ Subtly doing the wrong thing! ☠ 

➤ Different use cases => multiple CI systems in use 

➤ Standard GitLab CI 

➤ “Nightly” tests in Jenkins (currently being migrated to a custom alternative) 

➤ Customised GitLab CI
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Introduction
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General CI
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➤ Most LHCb code is kept in a CERN-hosted instance of GitLab 

➤ Large number of “standard” shared GitLab CI runners available 

➤ A few specialised GitLab CI runners (privileged or additional CPU+RAM) 

➤ Tend to avoid dedicated GitLab CI runners - poor resource utilisation 

➤ GitLab CI is used by almost every repository in LHCb 

➤ Check for code formatting and copyright notices 

➤ Unit tests: All core software packages 

➤ Some larger scale testing: LHCbDIRAC and the new GPU HLT application (Allen) 

➤ Some analyses are also using CI (from unit tests to “run the entire analysis on every commit”) 

➤ Potentially interesting for analysis preservation
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GitLab CI
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CI for Physics Applications
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➤ Run nightly builds and tests for all Physics applications 

➤ Large matrix of projects, platforms and branches 

➤ Thousands of jobs are ran each day
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Nightly builds
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➤ Builds can be triggered from merge request comments 

➤ Many options for changing the build (platforms, other MRs, …) 

➤ Bot automatically comments with the test results
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On demand builds
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christopher.burr@cern.ch ○ Software Quality, Testing & Validation and CI at LHCb 

➤ Larger tests can also be ran on demand 

➤ Bridge the gap between nightly tests (  events) and full validation campaigns (  events)𝒪 (5) 𝒪 (1e6)
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Larger scale tests
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General architecture

12/07/2018 LHCb Continuous Integration and Deployment System 6
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➤ Currently using Jenkins to manage the build machines 

➤ Manages over 700 CPU cores 

➤ Also manages release builds 

➤ Investigating the use of a new custom solution based on Luigi + Celery
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Nightly builds
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Custom GitLab runners
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➤ During LHC Run 1, most users filter datasets with “user jobs” on the grid 

➤ Often 10,000+ jobs required - extremely time consuming to manage 

➤ In Run 3 (pictured above), analysts will need to filter 15PB per data taking year 

➤ Not feasible to continue with the current method 

➤ Instead make use of the DIRAC transformation system to declaratively submit processing campaigns
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Offline data filtering
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➤ Already used for all MC generation and centralised processing campaigns 

➤ Very powerful, but also potentially hazardous if broken transformations are submitted 

➤ Solution: New transformation type with automatic testing 

➤ “Analysis Productions”
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DIRAC transformation system
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➤ Develop options files locally
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Overview of submission: Step 1

Write options files locally

Push to GitLab

Tests results
look good?

 No 

Request review from
DPA/RTA liason

 Yes 

Liason merges?

 No 

CI submits production
requests

 Yes 

For details see: https://gitlab.cern.ch/lhcb-dpa/analysis-productions/lbaplocal#lbaplocal
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➤ Push to GitLab
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Overview of submission: Step 2

Write options files locally

Push to GitLab
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➤ Batches of productions vary in scale (a lot!) 

➤ Sometimes: 2 productions that each take a few minutes 

➤ Sometimes: 100+ productions each taking multiple hours 

➤ Common to have many analysts working a the same time 

➤ Very inefficient to have hundreds of cores assigned to CI runners 

➤ These would be unused for 99% of the time 

➤ Also limited in the human-resources that can be used for development 

➤ No time to develop complex systems for displaying CI logs and status
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Why not use a conventional runner?
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➤ GitLab uses a simple REST interface to communicate with runners 

➤ Pull-based so no need for inbound connectivity on runners 

➤ Reverse engineered this API 

➤ Implemented in a simple Python package - available from PyPI and conda-forge 

➤ No support for executing jobs directly 

➤ Query job metadata and reporting results back to GitLab
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Custom GitLab CI runners

Requesting a job

Executing a job with logs/status sent to GitLab

https://pypi.org/project/gitlab-runner-api/
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➤ For “Analysis Productions” use a custom 

runner to submit tests to the grid 

➤ Effectively unlimited parallelisation available 

➤ Credentials for data access don’t need to 

be stored as a secret 

➤ GitLab provides trusted identity so Jobs can be executed 

as the user who pushed 

➤ Use Celery and RabbitMQ for managing 

long-running jobs 

➤ A summary is sent to the GitLab CI log 

➤ Simple flask front-end for exposing detailed results
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Custom GitLab CI runners

CERN DBoD

Celery Beat

https://lhcb-analysis-productions.web.cern.ch/

Worker container

Poll for jobs

Worker container

Worker container

Run monitoring 
in 30 seconds

Worker node
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Reporting results to analysts
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Reporting results to analysts
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An aside: Reproducing locally

➤ CI is useful but nothing beats debugging locally when things fail 

➤ Analysis Productions includes a command for interactively reproducing tests

➤ Starting to use pre-commit* to run formatting and basic (i.e. quick) tests 

before committing to git

* https://pre-commit.com/
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➤ Software from large HEP experiments is complex 

➤ Continuously investing in testing and validation is very valuable 

➤ CI best practices are valuable for all software including data analysis 

➤ Investigating if CI can prove valuable for later stages of analysis 

➤ Selections, Efficiencies, Fitting, Systematics, … 

➤ Making custom GitLab CI runners for a community is relatively easy 

➤ Useful when you have specialised requirements 

➤ Check out gitlab-runner-api if this is interesting to you!
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Summary
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Questions?


