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Preface

• The Inner Detector Trigger is an essential component of the ATLAS Trigger

• Without it, it would be impossible to achieve the required rate reduction with 
sufficient purity to fulfil the ATLAS physics programme

• Example H → 4 lepton analysis, only possible because of the high performance 
of the leptonic triggers 

• Every event used in the analysis was accepted following the successful 
reconstruction of the leptons in the trigger
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Rubric
• Was requested to address some specific questions …

• How the resource estimates for online reconstruction were obtained and then validate

• To what extent this can be extended to an e+e- experiment

• What the implications are for interfacing ‘real time world’ to ‘offline world’ In terms of software techniques and DAQ

• Any ATLAS extrapolations for the cost of HLT processing into the future

• Will attempt to address each of these, to a greater or lesser extent
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THE ATLAS INNER DETECTOR

• The Inner Detector (ID) is the ATLAS sub-detector 
dedicated to track and vertex reconstruction 

• Consists of 3 sub-systems  
• Pixel detector — closest to beam line and 

interaction point  
• 3 layers of barrel and endcap silicon pixel 

modules, and.. 
• Insertable B layer (IBL) ←added in Run2 

• Semiconductor tracker (SCT) 
• 4 barrel and 9 endcap layers of silicon micro-

strip modules  
• Transition Radiation Tracker (TRT) 

• Barrel and endcap modules of straw drift 
tubes
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Figure 5: Schematic illustrating the single stage tracking. Here single stage refers to the single processing of a specific
RoI, rather than the separate stages in the track processing for a single RoI.

In both cases, the vertex algorithm runs only on tracks that have been reconstructed in the relevant RoI330

of the track finding. For the leptonic triggers the o�ine based algorithm is usually executed using the331

precision tracks from the final stage of processing. For the b-jet trigger, both algorithms are executed using332

tracks from the specific vertex tracking stage discussed in Section 3.4.333

3.4 Multistage tracking334

Although the fast and precision tracking run in distinct stages or steps, often separated by additional335

algorithms and event rejection, running both algorithms sequentially in a single RoI is in general considered336

to be processing in a single tracking stage since there is only a single pass of the tracking over any specific337

RoI. Where multiple passes of aspects of the tracking are intentionally performed over the similar regions338

of the detector, but with the second pass in a di�erent RoI constructed to overlap with, extend, or update339

the RoI of the first pass, this is referred to as multistage tracking. In this case each set of steps within a340

specific RoI constitutes a single tracking stage. Such a case might be where the first stage runs the fast341
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The ATLAS Trigger and the Inner Detector
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THE ATLAS INNER DETECTOR

• The Inner Detector (ID) is the ATLAS sub-detector 
dedicated to track and vertex reconstruction 

• Consists of 3 sub-systems  
• Pixel detector — closest to beam line and 

interaction point  
• 3 layers of barrel and endcap silicon pixel 

modules, and.. 
• Insertable B layer (IBL) ←added in Run2 

• Semiconductor tracker (SCT) 
• 4 barrel and 9 endcap layers of silicon micro-

strip modules  
• Transition Radiation Tracker (TRT) 

• Barrel and endcap modules of straw drift 
tubes

• The Inner Detector (ID) consists of a PIXEL detector, microstrip detector (SCT) silicon detectors, and a straw tube 
transition radiation detector (TRT) 

• Level 1 runs fast reconstruction with dedicated limited granularity detector readout (Calorimeter and Muon Spectrometer) 

• Identifies Regions of Interest (RoI) for processing in the HLT with full detector granularity 

• Silicon detector readout not fast enough for use in Level 1 …

• Used for the first time in the DAQ chain in the High Level Trigger (HLT)

40 MHz bunch 
crossing

~ 1 kHz rate 
to offline

< 100 kHz 
L1 output rate
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• ET/pT > 1  
• Bremsstrahlung electrons 

• ET/pT < 1 
• electrons with less well 

reconstructed track pT  
• pT greater than 

deposited energy

• Selection for electron tag and 
probe consistent with Z mass 
• Greatly reduces 

background for fake 
electron candidates 

• Efficiencies very high for all pT 
spectrum 
• Electrons ET > 15 GeV that 

have radiated up to 80% of 
their energy as photons still 
better than 98%

  Shorthand notation:  
• Transverse energy of 

calorimeter cluster : ET 
• Transverse momentum of 

track in ID : pT
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Figure 5: Schematic illustrating the single stage tracking. Here single stage refers to the single processing of a specific
RoI, rather than the separate stages in the track processing for a single RoI.

In both cases, the vertex algorithm runs only on tracks that have been reconstructed in the relevant RoI330

of the track finding. For the leptonic triggers the o�ine based algorithm is usually executed using the331

precision tracks from the final stage of processing. For the b-jet trigger, both algorithms are executed using332

tracks from the specific vertex tracking stage discussed in Section 3.4.333
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• Tracking efficiency and 
resolutions are measured by 
comparing tracks found by 
online trigger algorithms to 
tracks found by full offline 
track reconstruction 

• A Tag and Probe analysis is 
used to select muon 
candidates coming from the 
decay of Z boson 
• Tag muon — fully selected 

in Muon Spectrometer and 
Inner Detector 

• Probe muon — selected 
based on Muon 
spectrometer 
reconstruction without use 
of ID trigger tracks 
• Unbiased by ID trigger 

reconstruction

• High efficiency seen up to ~1 TeV 
• Above 99% efficiency even at 

large transverse impact parameter 
values (d0) 

• Resolution better than ~20 μm for 
full range of pseudorapidity (η) 
values
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• ET/pT > 1  
• Bremsstrahlung electrons 

• ET/pT < 1 
• electrons with less well 

reconstructed track pT  
• pT greater than 

deposited energy

• Selection for electron tag and 
probe consistent with Z mass 
• Greatly reduces 

background for fake 
electron candidates 

• Efficiencies very high for all pT 
spectrum 
• Electrons ET > 15 GeV that 

have radiated up to 80% of 
their energy as photons still 
better than 98%

  Shorthand notation:  
• Transverse energy of 

calorimeter cluster : ET 
• Transverse momentum of 

track in ID : pT
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• ET/pT > 1  
• Bremsstrahlung electrons 

• ET/pT < 1 
• electrons with less well 

reconstructed track pT  
• pT greater than 

deposited energy

• Selection for electron tag and 
probe consistent with Z mass 
• Greatly reduces 

background for fake 
electron candidates 

• Efficiencies very high for all pT 
spectrum 
• Electrons ET > 15 GeV that 

have radiated up to 80% of 
their energy as photons still 
better than 98%

  Shorthand notation:  
• Transverse energy of 

calorimeter cluster : ET 
• Transverse momentum of 

track in ID : pT

• The raw detector data within the RoI requested from the Readout 
system

• The data preparation then runs once per RoI

• Pixel and SCT clustering, transformation to spacepoints

• Fast tracking is expected ( custom seeding, combinatorial 
track following, fast track fit ) 

• Fast tracks used to seed the Precision Tracking

• Resolved ambiguities in the pattern recognition, rejects 
potential fake tracks, runs the offline track fit

• Trigger signatures, used in the nearly all trigger signatures, 
muons,  electrons  etc

ID Trigger overview

ATL-COM-DAQ-2020-059

ATL-COM-DAQ-2020-059
ATL-COM-DAQ-2020-059

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults


 

 

1 Introduction 
The 2012 scientific breakthrough of the year [1] — the discovery of the Higgs boson, was a 

triumph of the Large Hadron Collider (LHC) [2] operating at the international CERN Laboratory in 
Geneva, Switzerland. The physics goals of the LHC – the largest scientific instrument in the world – 
present new challenges to computational science in the area of modeling and simulation. 

In 2015 LHC Run 2 will reach centre of mass energies above 13 TeV and instantaneous 
luminosities exceeding 2·1034 cm-2s-1. The physics goals of Run 2 will comprise high precision tests of 
the Standard Model and the Higgs sector and searches for physics beyond the Standard Model. These 
goals require detailed simulation of the expected physics and detector behaviour, in order to optimize 
the event selection at the trigger level and at the analysis level. 

1.1 Run 2 Challenges 

Discoveries and precision studies of rare physics events require rejection of “known” events by 
more than ten orders of magnitude. To meet the Run 2 challenges, the ATLAS experiment [3] will 
have a two-tier trigger system comprised of the hardware-based Level 1 trigger and the software-based 
High-Level Trigger (HLT) [4]. 

The Run 2 increase in instantaneous luminosities complicates the trigger rejection because of the 
presence of a large number of simultaneous collisions in the same event, overlapping the hard scatter 
of interest (such as Z → , see Figure 1).  This phenomenon is usually called “pileup”. The Run 1 
experience demonstrated that tracking performed within the full acceptance of the ATLAS silicon 
detectors in real-time is a powerful tool to limit pileup effects on the trigger performance. However, 
the use of software algorithms to perform track reconstruction in the full acceptance of the silicon 
detector in real-time on general-purpose CPUs would be too slow for the HLT. The Run 2 conditions 
therefore require a new approach to provide full acceptance tracking at the Level 1 trigger rate.  

1.2 Silicon Detectors 
In real-time, tracks will be measured in ATLAS using silicon detectors: the silicon Pixel detector 

and the silicon strip "SemiConductor Tracker" (SCT). To better handle the high-luminosity 
environment of the LHC Run 2, the Pixel detector is being upgraded with an additional Insertable B-

 
Figure 1: A visual example of pile-up in the ATLAS tracker: a Run 1 Z →  event collected at an 

instantaneous luminosity L = 0.5x1034 cm-2s-1 in 8 TeV pp collisions. Two thick yellow lines show muon 
tracks from the Z final state, triggered among pileup events. 

ATLAS FTK challenge: simulation of a billion-fold hardware parallelism Vaniachine et al.

541

Offline to online …
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ATL-COM-DAQ-2014-088

• General desire to run trigger reconstruction as close to the offline 
reconstruction as possible 

• For LHC Run 1 (2009 - 2013) ran a two level HLT

• Level 2 running faster, but less accurate track reconstruction

• Event Filter (the third trigger level) running a modified version of the               
offline tracking - EFID

• Reruns data preparation 

• Offline pattern recognition 

• Offline ambiguity solver - including offline track fit

• For Run 2 (2015-2018) L2 and EF stages combined into a single HLT stage 

• Avoid running the data preparation and pattern recognition a second time 

• More than 50 % of CPU in the offline algorithm in pattern recognition

• Doesn’t scale well with pileup multiplicity around 50 - 60 interactions per 
bunch crossing at the start of a fill in Run 2

• Too slow for the trigger

ATL-COM-DAQ-2014-088

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults


Improvements to the offline tracking

• Offline tracking itself is costly

• After trigger selection , events written to offline storage and subject to the full offline 
reconstruction in the ATLAS Tier 0   

• Offline reconstruction must not fall too far behind data taking from the detector

• Although not time critical in the same way as the trigger tracking, is a limiting factor in the 
Tier 0 reconstruction 

• For Run 2 there were improvements in the offline execution time:

• Improvements to the computing infrastructure: 

• Switch to running on a 64-bit, rather than 32-bit kernel

• Newer compiler, switched to gcc 4.8 from  4.3

• Modifications to the algorithm execution, replacement of the CLHEP [45] linear algebra 
library by the Eigen library 

• These immediately lead to benefits for the Trigger EFID tracking, but still rather too slow for 
trigger use 

• A new strategy was needed for Run 2
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Figure 10: The processing time for electron tracking related algorithms.

4.4 Timing in the b-jet trigger and vertexing477

The b-jet trigger runs as a multistage trigger with regards to the tracking. Before the b-jet specific parts478

of the trigger are executed, the trigger runs as a standard jet trigger, running the jet finding in the full479

detector [8].480
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• New strategy for Run 2: redesigned the fast L2 reconstruction for use in the single stage HLT:

• Fast track reconstruction - customs seeding but with offline track following

• Seed the offline ambiguity solver with the tracks from the fast reconstruction as explained in the ID Trigger overview  

• Custom Fast tracking and seeding gives significant reduction in CPU with respect to the Run 1 strategy, running the offline 
pattern recognition

Run 2 tracking strategy 
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Figure 10: The processing time for electron tracking related algorithms.
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detector [8].480
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• Despite using custom pattern recognition for some signatures, eg Taus and b-jets, even this may still 
be too time consuming because of the wide RoIs, needed, eg 0.8 × 0.8 for the jets

• Adopt a two stage approach

• First stage: 

• Run the fast tracking in narrow RoIs, but extended the full length of the luminous region in z

• For the tau trigger identify the likely leading tau decay product track vertex

• For b-jets run tracking only in the jet core for all jets, use the tracks to reconstruct the event 
vertex

• Second stage

• Run the fast tracking again, but now with the full width RoI, but tight around the z position 
identified in the first stage  

• Signifiant saving in the overall CPU for the tau and b-jet triggers

• Overall time to run the actual tracking algorithms around 160 ms per event — 290 ms including all 
data preparation etc
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Figure 15: The mean of the total processing time per event for the tracking related algoriths; (a) the data preparation
for the silicon detectors, (b) the fast, and precision tracking, (c) the TRT data preparaion and track extension, and (d)
the vertexing.

due to the early rejection in the trigger which terminates processing before running the precision tracking520

algorithm.521

The TRT data preparation and track extension are both reasonably fast and exhibit a more linear behaviour,522

since they are only executed on tracks from the precision tracking.523

Finally the vertex algorithms are seen to be very fast overall. The histogramming algorithm is in principle524

only executed once per event and, as in the previous section, is seen to have a mean time per call at high525

pile-up of around 0.3 ms, exhibiting only a slight dependence on the pile-up interaction multiplicity. In526

contrast, the o�ine vertex algorithm also runs once per event for the b-jet vertexing, but in addition is527

executed once per RoI for the other signatures. The execution time shows a small dependence on the528

interaction multiplicity, and consists mostly of the time taken by the single execution in the b-jet vertex529

tracking.530

Overall the total time spent in all the tracking related algorithms discussed here is approximately 290 ms531

per event at high pile-up multiplicities, reducing to a little more than 90 ms for the lower multiplicities.532
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The mean execution time for the inner detector trigger track finding algorithms, which are run after the data preparation 
stage, as a function of the mean pile-up interaction multiplicity, <μ>, throughout a physics run, taken during September 
2018 with a proton-proton centre of mass energy of 13 TeV. Shown are the execution times for both the fast, and the 
precision tracking. The inner detector trigger operates by first running a fast track finder algorithm which performs pattern 
recognition using the hit information from the ATLAS silicon detector and then runs a fast track fit. Following this, these 
tracks are passed to the precision tracking which runs the offline ambiguity solving algorithm and refits the tracks using 
the offline track finder after extending the tracks into the ATLAS transition radiation tracker.  The processing times are the 
mean over all events in the sample for each pile-up multiplicity, of the total time spent in the algorithm from all triggers and 
in all signatures, and so represents the complete time spent in the fast track finder and the precision tracking in an event.
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Figure 7: A schematic illustrating the RoIs from the single-stage and two-stage tau lepton trigger tracking, shown in
plan view (x-z plane) along the transverse direction and in perspective view. The z-axis is along the beam line. The
combined tracking volume of the 1st and 2nd stage RoI in the two-stage tracking approach is significantly smaller than
the RoI in the single-stage tracking scheme.

3.4 Multi-stage tracking342

Although the fast and precision tracking runs in distinct stages or steps, often separated by additional343

algorithms and event rejection, running both algorithms sequentially in a single RoI is in general considered344

to be processing in a single tracking stage since there is only a single pass of the tracking over any specific345

RoI. Where multiple passes of aspects of the tracking is intentionally performed over the same regions of346

the detector, often in di�erent RoIs constructed to overlap, this is referred to as multi-stage tracking. In this347

case each set of steps within a specific RoI constitutes a single stage. Such a case might be where the first348

stage runs the fast tracking in a narrow RoI, and a subsequent stage again runs the fast tracking in a new RoI,349

along the same direction, but wider. This is illustrated for a generic multi-stage signature in Figure 6.350

For the hadronic tau trigger, it is useful to run the tracking in a larger RoI than for instance, electrons, to351

allow for the opening angle of the tracks from three-prong tau decays [42]. To limit the tracking CPU usage352

in wider RoI, a two-stage processing approach was implemented for the tau trigger in Run 2. In the first353

stage, the position of the tau event vertex along the beam line is identified by executing the fast tracking in354

a narrow RoI in both ⌘ and � but fully extended along the beam line in the range |z | < 225 mm to identify355

the leading tau tracks. The second stage executes the fast tracking followed by the precision tracking for the356

tracks found in this second fast tracking stage, but this time in a wider RoI in both ⌘ and �, centred on357

the z position of the leading track identified by the first stage and limited to |�z | < 10 mm with respect to358

this leading track. The RoIs from these di�erent single-stage and two-stage strategies are illustrated in359

Figure 7.360

For comparison purposes, during the commissioning for the Run 2 data taking, the tau lepton signatures361

were also executed in a single-stage mode, similar to that used for Run 1 [43], running the fast track finder362
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• Other offline consideration that need modifying

• Offline reconstruction has a first express stream pass - limited event sample, useful for determining 

• Track based alignment and determination of the beam line position ( beam position moves throughout a run ), instantaneous luminosity

• Subsystem Calibration 

• Determination of dead or inactive modules, hot cells etc

• ATLAS used the concept of the Luminosity Block

• Fixed duration block of luminosity ~ typically 1 or 2 minutes — over which the detector conditions are assumed to be constant

• Calibration constant, alignment etc determined per Lumi Block

• Of course, cannot use the detector calibrations per Lumi Block during data taking as the data has not been processed

• More limited use of detector conditions and alignment - most up to date version fixed at start of the physics run  

•  A notable exception is the beamspot algorithm …

Additional offline considerations

10M Sutton - ATLAS ID Trigger optimisation 



The beamspot and luminosity
• Beamspot needed for optimal tracking performance, but also for accurate determination of the track 

transverse impact parameter for efficient secondary vertex finding and b-tagging

• Luminosity for pileup corrections etc

• Statistics are accumulated throughout the Lumi Block

• For beamspot, have a dedicated beamspot chain, with its own instance of the tracking 

• Once the beam has moved in x, y beyond some threshold, the updated beamspot position is broadcast 
to the entire HLT farm 

• The entire farm must be updated at the same time …

• The beamspot is distributed along with synchronisation information and all the HLT nodes update and 
start using the new beamspot information at the start of the next Lumi Block
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Figure 9: The live values (blue circles) and values used in the HLT (red triangles) of the luminosity (left) and the
H-position of the beam spot (right) for a typical ?? run. The sudden increases in the luminosity are from the LHC
re-optimisation of the colliding beams.

8.2 Conditions update procedure

To update conditions during the run the new data are written to COOL with a validity range starting in
the next LB and the HLT processes are informed through markers in the event data itself that the new
information has to be fetched from COOL. Distributing the update markers through the data path rather
than the control path ensures that all HLT nodes receive it. The HLT algorithms that use such volatile
conditions data, i.e. online beam-spot or luminosity information, receive a handle to the relevant conditions
object and the framework takes care of providing the correct conditions data for every event (see Ref. [37]
for more details). An example showing the luminosity and the H-position of the beam spot used in the HLT
compared with their respective live values is shown in Figure 9.

9 Trigger configuration

The settings of both the hardware and software components of the ATLAS trigger system must be accurately
recorded to ensure the correct interpretation of the trigger in o�ine analysis and the reproducibility of the
trigger behaviour in the recorded data. The ATLAS trigger configuration system uses a relational database,
the TriggerDB, to store these configuration data in a stable and accessible manner. L1Muon and L1Calo
maintain additional configuration and condition databases, while the CTP stores most of its information in
the TriggerDB. The Run-2 ATLAS trigger configuration system is described in detail in Ref. [55] and is
summarised in the following.

The upload of the configuration to the TriggerDB is handled by the TriggerTool via its graphical user
interface (GUI). The TriggerTool GUI also makes it possible to browse the TriggerDB configurations and
to edit existing configurations, which results in new configurations that maintain reproducibility.

21

Figure 9: The live values (blue circles) and values used in the HLT (red triangles) of the luminosity (left) and the
H-position of the beam spot (right) for a typical ?? run. The sudden increases in the luminosity are from the LHC
re-optimisation of the colliding beams.

8.2 Conditions update procedure

To update conditions during the run the new data are written to COOL with a validity range starting in
the next LB and the HLT processes are informed through markers in the event data itself that the new
information has to be fetched from COOL. Distributing the update markers through the data path rather
than the control path ensures that all HLT nodes receive it. The HLT algorithms that use such volatile
conditions data, i.e. online beam-spot or luminosity information, receive a handle to the relevant conditions
object and the framework takes care of providing the correct conditions data for every event (see Ref. [37]
for more details). An example showing the luminosity and the H-position of the beam spot used in the HLT
compared with their respective live values is shown in Figure 9.

9 Trigger configuration

The settings of both the hardware and software components of the ATLAS trigger system must be accurately
recorded to ensure the correct interpretation of the trigger in o�ine analysis and the reproducibility of the
trigger behaviour in the recorded data. The ATLAS trigger configuration system uses a relational database,
the TriggerDB, to store these configuration data in a stable and accessible manner. L1Muon and L1Calo
maintain additional configuration and condition databases, while the CTP stores most of its information in
the TriggerDB. The Run-2 ATLAS trigger configuration system is described in detail in Ref. [55] and is
summarised in the following.

The upload of the configuration to the TriggerDB is handled by the TriggerTool via its graphical user
interface (GUI). The TriggerTool GUI also makes it possible to browse the TriggerDB configurations and
to edit existing configurations, which results in new configurations that maintain reproducibility.

21

Run 1

JINST 15 (2020) 10004

BeamSpotPublicResults

BeamSpotPublicResults

BeamSpotPublicResults

Figure 9: The live values (blue circles) and values used in the HLT (red triangles) of the luminosity (left) and the
H-position of the beam spot (right) for a typical ?? run. The sudden increases in the luminosity are from the LHC
re-optimisation of the colliding beams.

8.2 Conditions update procedure

To update conditions during the run the new data are written to COOL with a validity range starting in
the next LB and the HLT processes are informed through markers in the event data itself that the new
information has to be fetched from COOL. Distributing the update markers through the data path rather
than the control path ensures that all HLT nodes receive it. The HLT algorithms that use such volatile
conditions data, i.e. online beam-spot or luminosity information, receive a handle to the relevant conditions
object and the framework takes care of providing the correct conditions data for every event (see Ref. [37]
for more details). An example showing the luminosity and the H-position of the beam spot used in the HLT
compared with their respective live values is shown in Figure 9.

9 Trigger configuration

The settings of both the hardware and software components of the ATLAS trigger system must be accurately
recorded to ensure the correct interpretation of the trigger in o�ine analysis and the reproducibility of the
trigger behaviour in the recorded data. The ATLAS trigger configuration system uses a relational database,
the TriggerDB, to store these configuration data in a stable and accessible manner. L1Muon and L1Calo
maintain additional configuration and condition databases, while the CTP stores most of its information in
the TriggerDB. The Run-2 ATLAS trigger configuration system is described in detail in Ref. [55] and is
summarised in the following.

The upload of the configuration to the TriggerDB is handled by the TriggerTool via its graphical user
interface (GUI). The TriggerTool GUI also makes it possible to browse the TriggerDB configurations and
to edit existing configurations, which results in new configurations that maintain reproducibility.

21

Figure 9: The live values (blue circles) and values used in the HLT (red triangles) of the luminosity (left) and the
H-position of the beam spot (right) for a typical ?? run. The sudden increases in the luminosity are from the LHC
re-optimisation of the colliding beams.

8.2 Conditions update procedure

To update conditions during the run the new data are written to COOL with a validity range starting in
the next LB and the HLT processes are informed through markers in the event data itself that the new
information has to be fetched from COOL. Distributing the update markers through the data path rather
than the control path ensures that all HLT nodes receive it. The HLT algorithms that use such volatile
conditions data, i.e. online beam-spot or luminosity information, receive a handle to the relevant conditions
object and the framework takes care of providing the correct conditions data for every event (see Ref. [37]
for more details). An example showing the luminosity and the H-position of the beam spot used in the HLT
compared with their respective live values is shown in Figure 9.

9 Trigger configuration

The settings of both the hardware and software components of the ATLAS trigger system must be accurately
recorded to ensure the correct interpretation of the trigger in o�ine analysis and the reproducibility of the
trigger behaviour in the recorded data. The ATLAS trigger configuration system uses a relational database,
the TriggerDB, to store these configuration data in a stable and accessible manner. L1Muon and L1Calo
maintain additional configuration and condition databases, while the CTP stores most of its information in
the TriggerDB. The Run-2 ATLAS trigger configuration system is described in detail in Ref. [55] and is
summarised in the following.

The upload of the configuration to the TriggerDB is handled by the TriggerTool via its graphical user
interface (GUI). The TriggerTool GUI also makes it possible to browse the TriggerDB configurations and
to edit existing configurations, which results in new configurations that maintain reproducibility.

21

https://iopscience.iop.org/article/10.1088/1748-0221/15/10/P10004
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BeamSpotPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BeamSpotPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BeamSpotPublicResults


Resource estimation
• Lots of algorithm execution times shown so far, but where do they come from ?  How do we estimate required CPU resources to ensure we can to run the tracking ?

• For example, if an algorithm takes 1 second to execute, but only in 10 out of every 1000 events, that is only a 10 ms average contribution to the total processing time 

• Trigger cost monitoring

• Used to monitor the execution time for each algorithm run as a step in the overall trigger processing

• Nightly tests

• For every nightly build for the code release, run tests for each signature ( ~ 40 ), with multiple Monte Carlo samples

• Internal timers for the different stage of processing, overall algorithm execution times from the cost monitoring

• Allows full spectrum evaluation for any change in the code - quickly identifies losses in                                                                                                                                    
efficiency or slower algorithm processing for any code changes

• Detailed performance estimates for the efficiency and resolution

• Data taking from the ATLAS detector

• Cost monitoring times all algorithms, samples 1 in every 10 event processed by the HLT

• Timing information written to the event stream for later reconstruction off line  

• Monitoring HLT Farm occupancy in detail - number of cores occupied at any one time,                                                                                                                                          
events waiting to be processed etc - establish operation points for future running

• Trigger reprocessing

• Runs the trigger offline on the grid - data from special  Enhanced Bias runs with effectively a large HLT trigger pass through rate used to give realistic spectrum of 
events input to the the HLT
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Figure 5: Cost monitoring distributions for two HLT algorithms [42]: the topological clustering of calori-
meter data (TrigCaloCluserMaker_topo) is shown in green and the inner-detector electron track identification
(TrigFastTrackFinder_Electron_IDTrig) is shown in red. Presented are the execution time (top) per call (left) and
per event (right), as well as the execution time expressed as a fraction of the total execution time of all algorithms
(bottom) in the event (left) and number of executions per event (right). Only statistical uncertainties are shown.

• Calibration streams: events which are triggered by algorithms that focus on specific sub-detectors or
HLT features are recorded in these types of streams. Depending on the purpose of the stream, only
partial detector information is recorded through a strategy called Partial Event Building (PEB) [5],
which has the potential to significantly reduce the event size.

• Trigger-Level Analysis (TLA) streams: events sent to this stream store only partial detector
information and specific physics objects reconstructed by the HLT to be used directly in a physics
analysis.

• Monitoring streams: events are sent to dedicated monitoring nodes to be analysed online for, e.g.,
detector monitoring, but are not recorded.

For special data-taking configurations it is possible to introduce additional streams; an example is the
recording of enhanced bias data, which is discussed in Section 7.3. With the exception of the debug
streams, the streaming model is inclusive, which means that an event can be written to multiple streams.
Aside from the express stream, there are typically multiple di�erent streams of each type. For PEB, data
are only stored for specific sub-detectors, or for specific regional fragments from specific sub-detectors.
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• For the cost monitoring In 10 % of events during specific Lumi Blocks the timing 
information for all algorithms is sampled and written to the event stream

• Typically the first three Lumi Blocks after luminosity is declared, and at regular intervals 
of 150 LumiBlocks 

• A long run will typically generate 2.75 TB of cost data

• Book keeping data stored for several different categories 

• Number of RoIs per chain

• Algorithm timing per call and per event, and per call for each chain

• Chain time per event
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Figure 2: Schematic of HLT monitoring structure. From top to bottom: Event Processor ! Monitors ! Time
Ranges ! Counters ! Variables ! Histograms. A single path through the tree is illustrated, corresponding to
the monitoring of the ROS request rate of a calorimeter topological clustering algorithm. Dotted and dashed lines
indicate additional elements in the tree which are not shown.

A summary of the CPU consumption for all chains as assigned to physics groups is shown in Figure 4 for
the same online period. The fractions shown are of fractions of utilised resources. As a fraction of the
total available resources, overall 40% of 40,000 CPU cores were utilised in processing 64 kHz of input
events from L1 at a mean pileup, hµi, of around 30.

3.4. Performing CPU Usage Predictions

In Section 2.2, the procedure to predict the rate of individual HLT chains and whole trigger menus was
described. An equivalent procedure allows for an estimation of the number of HLT processor cores which
will be required to run a given trigger chain, or menu.

Monitoring ntuples are generated for this case by running the trigger menu to be profiled over an enhanced
bias dataset on the grid. Unlike with rate estimations, L1 and HLT prescales are applied during the
trigger execution. This is due to the algorithm caching mechanism in the ATLAS HLT, this has the e�ect
of inter-correlating the HLT chains such that prescales can not be simulated later via the application of
weights.
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Resource estimation: 
Cost monitoring
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Figure 4: CPU usage of groupings of chains as a percentage of utilised computing resources.

3.5. Example Cost Monitoring Use Cases

Reviews are performed using the cost monitoring data from the online systems to monitor the resource
usage with changing LHC conditions and to optimise, where possible, the trigger menu. Some examples
are described below.

• Group CPU monitoring, as in Figure 4, revealed a physics group to be utilising a large fraction of
CPU resources, yet no individual chains had particularly high usage. This was found to be due to
the aggregate e�ect of a large number of chains. By cleaning the menu of redundant chains from
this physics group, the overall CPU usage of the menu was reduced.

• Some individual chains were observed to have very high CPU usage (8–10% of the total CPU). By
investigating deeper into these chains’ execution profile, the most expensive algorithms to execute
were identified and the chains’ execution ordering was re-optimised.

• Cost monitoring tools were used to investigate rare events which take an exceptionally long time
to process such that they time out their HLT processing unit after three minutes and are written
to a special debug data stream. The Single Event monitor from Section 3.2 was used in these
occasions to explore the event execution in detail and identify the algorithms with slow execution
profiles.

4. Conclusion

The enhanced bias mechanism allows for fast data-driven rate predictions to be performed utilising
dedicated ATLAS datasets of manageable size. These datasets contain events only biased by the L1
decision which over sample high pT triggers and other interesting physics signatures. The datasets are
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Resource estimation for Run 2

• B-jet reconstruction the most costly overall

• With these initial estimates this was driven by the large tracking 
burden

• Inner Detector apparently small

• Most ID Trigger operation included already within the other 
signatures

• Unique ID Trigger contributions from dedicated chains  

• By studying cost data can determine which algorithms are most 
costly

• Allows chains and stages to be reordered to reduce the rate at 
which we run costly algorithms

• Identify which algorithms are most worth trying to speed up

 PUB-TRIG-2016-02

https://cds.cern.ch/record/2223498


• In practice five dedicated HLT chains are added to the menu for the Enhanced Bias data with a large pass through rate

• Approximately 300 Hz of additional triggers for 1 hour in the run, for around 106 Enhanced bBias events 

• Trigger menu is invertible - ie a single event weight                   can be computed for each individual event to correct for the prescales                for the 
chains used at Level 1 and restore the zero bias spectrum 

• with raw chain rate         for each of the EB chains with prescale 

• When reprocessing the data on the grid, the events are all processed with no prescale for rate estimation, but with prescale for CPU estimation

• Subsequently, any set of prescales can be applied to the rates from each trigger to estimate the actual trigger rate for that percale set

Enhanced bias data
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Taking Enhanced Bias Data
• A special set of chains are enabled recording 300 Hz extra events
(on top of regular physics) for 1h.

• 1⇥ 106 Enhanced Bias (EB) events are collected (only L1 bias).

• Each chain targets physics at a di↵erent rate from low to high.
• EB chains have singular prescale values at L1 and the HLT

� For low-p
T

, prescaled L1 items, a ⇠ 5 kHz random L1 trigger is used
and the L1 decision is inspected by the HLT.

� ‘L1 Seed Rates’ below assume L = 1⇥ 1034 cm�2s1

Name Seeding Output [Hz] L1 Seed Rates [kHz]
Random Random 60 > 500
Low Random 60 50–500
Medium Random 60 20–50
Primary Direct 110 0.1–20
High Direct 10 < 0.1
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https://cds.cern.ch/record/2223498


2.8. Validation of Predicted Rates

Two examples of the enhanced bias mechanism in use are given in Figure 1. In Figure 1(a), predicted rates
are presented over a range of transverse energies. The smooth pT spectra obtained via the enhanced bias
weighting procedure illustrate the statistical power of the data sample over several orders of magnitude in
rate.

In Figure 1(b), HLT rate predictions are compared to actual online rates for all 957 physics chains in a
trigger menu for which there was a non-zero rate online. The online rates are corrected for prescales at
both levels and the di�erence in rate between the prediction and online is normalised to the combined
statistical error from both samples. A deadtime correction wDT = 1.03 is applied to the prediction. The
Gaussian fit in the range �3 to 3 indicates that the prediction for the majority of HLT chains is normally
distributed. A tail is visible to negative significance for a small number of chains where the predicted
rate was too low. This is due to a small bias arising from the chosen set of L1 seeds of the enhanced bias
dataset and their available statistics. The mean fractional statistical error is 10% for the predicted rates
and 2% for the online rates.
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Figure 1: (a) rates pT-scan for various items at L1 derived from enhanced bias data. (b) Comparison of 957 HLT
chain rate predictions from enhanced bias minus actual rates from online monitoring for the same LHC conditions,
normalised to the combined statistical error and fitted to a Gaussian function in the range �3 to 3. Overflow entries
outside the range of the graph are included in the first or last point.

3. Monitoring the High Level Trigger

3.1. Obtaining Monitoring Data

Two types of monitoring of the High Level Trigger farm are available. ‘Online’ monitoring provides
real-time analytic data on high level quantities such as the number of CPU cores available to accept new
events and the average event processing time, along with online monitoring histograms for physics and
performance. For more on the ATLAS online Information Service, see [8, 9]. The second type, which
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Rate and CPU estimation
• The overall rates can be estimated with some degree of accuracy

• For CPU estimation, prescales should be applied during execution, sine the trigger caches the results for an algorithm running in an RoI if that RoI has already been 
processed by that algorithm for a different chain

• Need to get the number of times each RoI is processed correct, else the overall time all be incorrect

• Converting the prescale corrected processing mean time per event to a rate estimate can determine the mean number of processor cores required to execute a 
given HLT chain, or full menu
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2.8. Validation of Predicted Rates

Two examples of the enhanced bias mechanism in use are given in Figure 1. In Figure 1(a), predicted rates
are presented over a range of transverse energies. The smooth pT spectra obtained via the enhanced bias
weighting procedure illustrate the statistical power of the data sample over several orders of magnitude in
rate.

In Figure 1(b), HLT rate predictions are compared to actual online rates for all 957 physics chains in a
trigger menu for which there was a non-zero rate online. The online rates are corrected for prescales at
both levels and the di�erence in rate between the prediction and online is normalised to the combined
statistical error from both samples. A deadtime correction wDT = 1.03 is applied to the prediction. The
Gaussian fit in the range �3 to 3 indicates that the prediction for the majority of HLT chains is normally
distributed. A tail is visible to negative significance for a small number of chains where the predicted
rate was too low. This is due to a small bias arising from the chosen set of L1 seeds of the enhanced bias
dataset and their available statistics. The mean fractional statistical error is 10% for the predicted rates
and 2% for the online rates.
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Two types of monitoring of the High Level Trigger farm are available. ‘Online’ monitoring provides
real-time analytic data on high level quantities such as the number of CPU cores available to accept new
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Outlook
• For the Run 3, had planned to make use of hardware accelerated tracking - the Fast Tracker (FTK), which was however cancelled

• Attempting to extend the software ID Trigger to address the use cases which would have benefited from the hardware tracking

• Currently modifying the ID Trigger code and evaluating the performance to see how fast we can make it

• Also complete redesign of the ATLAS software framework to run multi threaded code - Gaudi Hive

• The cost monitoring is being used to evaluate the performance, and all the tools described used to estimate the required resources wit the new software

• Still reasonably early days

• Code still under development

• Trigger Menu still evolving

• Estimates available within the ATLAS collaboration but until everything has stabilised, too soon to present to the wider community

• What lessons would we learn for the future ?

• Nightly testing is very important for the very fine grained study of the performance, and execution times for the individual algorithms across the entire trigger, not just 
the ID Trigger

• Frequent reprocessing of Enhanced Bias runs is essential for estimating the overall CPU load for the full Trigger Menu, with realistic prescales 

• Important to understand the behaviour as a function of the pile up — combinatoric algorithms do not scale linearly with pile up

• Early rejection in the trigger is important — can experiment by the movement of different algorithms, most costly algorithms should be executed less frequently

• Can be run in smaller regions for preselection to achieve even faster execution 

• All of these would be important for any experiment, with any trigger

• Perhaps the behaviour with larger pile up is less relevant for a lepton collider, but detailed evaluation and estimation of CPU load will be very important for any high 
rate trigger system

18M Sutton - ATLAS ID Trigger optimisation 


