
Lessons learned from the 
ATLAS Upgrade Tracker Design

➡ tracking challenges of High Luminosity (HL-) LHC 
➡ motivation and goals of the tracker upgrade 
➡ methods and constraints on the design 

• including innovative ideas, compromises, ... 
➡ final ITk layout and its performance

by Markus Elsing 

How to design a complex 
all silicon tracker for HL-LHC ?
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LHC Schedule and Parameters

LHC: 
pile-up of 19 - 55

High Luminosity (LH) LHC: 
pile-up of 140 - 200

today

Inner Detector: Pixel + SCT + TRT 
"Phase-0" upgrade with IBL

"Phase-2" upgrade: full replacement  
Inner Tracker (ITk) with Pixel + Strip



special 2017 
high pile-up run, 
current detector 
and Run-2 SW ?

•HL-LHC is a challenge ! 
➡ peak luminosity:             5-7x1034 cm-2s -1          (x5-7) 
➡ average pile-up:             up to ~200                    (x5) 
➡ integrated luminosity:  4000 fb-1                                    (x10) 
➡ radiation hardness:     up to 2x1016 neq/cm2  (x20) 
➡ higher hit and trigger rates 
➡ requires all silicon tracker (with Pixels and Strips) 

•physics goals are ambitious ! 
➡ require same or better detector performance,  

despite harsh environment 
• keep excellent b-jet tagging and lepton tracking 
• pile-up rejection for jets and missing ET 

➡ processes like Vector Boson Fusion (VBF) Higgs 
production call for an extended η coverage (< 4) 
(forward jet signature, current ID covers |η| < 2.5) 

•tracking CPU additional requirement 
➡ event complexity may lead to huge CPU increase for 

offline and High Level Trigger (HLT) reconstruction
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Goals of the Tracker Upgrade
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Layout Optimisation Strategy

•optimisation is an iterative procedure 
➡ design tool IdRes allows for fast layout optimisation 

• hit coverage, resolutions, ... 
➡ Geant4 to assess full layout performance 

• 3D hermeticity, tracking, CPU, ... 
➡ simulation studies support engineering work 

• supports, services, materials, clearances, ... 

•a whole series of layout evolutions 
➡ Strip TDR layout evolved from Scoping Document 
➡ Pixel TDR layout basis for fully engineered final  

Pixel design one year later (final ITk layout) 

•metric used for layout optimisation: 
• balance ambitions with constructibility 
• performance required for Phase-2 physics program 
• tracking robustness against detector failures 
• minimise cost ( silicon surface, complexity, ... ) 
• minimise CPU for reconstruction ( computing cost )
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of space points and the segmentation, and so we have confidence that this layout provides a useful
assessment of the relative performance variation between scenarios.

Disc s 
Strips  x 7 

Pixel Discs x 12 

Long (47.8mm)  
Strips  x 2 
(r=762mm, 1000mm) 

Stub  
Layer  x 1 (r=862mm) (z=1415mm,1582mm,1800mm, 

2040mm, 2320mm,2620mm,3000mm) 

Pixel Barrel x 4 
(r=39mm,78mm,155mm, 
250mm) 

Short (23.8mm) 
Strips  x 3 
(r=405mm,519mm, 
631mm) 

877mm,1059mm, 1209mm,  1358mm, 
 1509mm,1675mm,1875mm, 2075mm, 
2275mm,2500mm,2750mm,3000mm 

Figure 7. A cross-section of the LoI-VF layout showing the coverage of the pixel detector in red and the strip
detector in blue. The pseudo-rapidity coverage extends up to |⌘| = 4.0. Blue and red lines represent strip
and pixel layers, respectively. Horizontal and vertical lines represent barrel and end-cap layers, respectively.
Lines of constant pseudo-rapidity are indicated. The blue line outside the ITk volume represents the coil of
the solenoid magnet. This layout is used in the Reference scenario.

IV.2.2 Middle scenario layout
The layout of the ITk in the Middle scenario (shown in Fig. 8) introduces notable reductions com-
pared to the Reference scenario. A pair of strip discs (i.e. the next to the last disc in z) and the stub
layer are removed from the strip detector; and the ⌘-range covered by the pixel discs is limited to
3.2. Due to the limitations of time for the preparation of this scoping document, no re-optimisation of
the relative positions of the different detector elements has been attempted for this layout. The hit
information (digitisation) from the regions which have been removed are not provided to the recon-
struction software and are not used in the performance analysis. The material of the elements which
have been removed, however, remains in the detector simulations. This layout explores a modest

Chapter IV: Inner Tracker Page 38 of 229

Scoping Document

IdRes

Geant4



•experience from tracking at Run-1 and Run-2 pile-up levels 
➡ effective cuts to reduce fakes and limit CPU for high pile-up: 

increase cuts on number of hits and cuts on holes (sensors without hit found) 

•need to allow for detector defects (robustness) 
➡ 13 hits as the minimal requirement for the ITk, with the final detector granularity

•increasing hits cut from ≥7 to ≥9 
➡ still additional component due to fakes and 

more bad tracks from hadronic interactions 

•increasing cut to ≥11 hits 
➡ fake component suppressed successfully 

•adding 1 hit for redundancy ?! 
➡ εtrack = (εhit)12 + 11 ∙ (1-εhit) ∙ (εhit)11 

         =    69% +  26%  =  95%   for   εhit = 97%

Track parameter Existing ID with IBL Phase-II tracker
|h |< 0.5 no pile-up 200 events pile-up

sx(•) sx(•)

Inverse transverse momentum (q/pT ) [/TeV] 0.3 0.2
Transverse impact parameter (d0) [µm] 8 8
Longitudinal impact parameter (z0) [µm] 65 50

Table 6.7: Performance of the existing ID with IBL, and of the Phase-II tracker for transverse momentum
and impact parameter resolution. sx(•) refers to sx for pT ! •, to remove the contribution due to material.

Some of the main considerations leading to this layout are listed below:

Number of hits along a track: Experience with the current detector indicates that to minimise the
number of fake tracks (tracks found by the software with hits that do not belong to a single
particle) at high pile-up requires tracks have at least 11 hits. Figure 6.3 (a) demonstrates
an increase in the ratio of reconstructed to generated tracks with increasing pile-up, which
signifies an increase in the number of fake tracks, for reconstructed tracks requiring at least
nine hits. This is avoided in the case of requiring at least eleven hits per track, as shown in
Figure 6.3 (b).
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Figure 6.3: Ratio of reconstructed to generated tracks from tt̄ at various levels of pile-up for two different
track selections: requiring track reconstruction with at least 9 hits per track (a), and with at least 11 hits per
track (b).

The 11 hit requirement leads to a close correlation of the radii and lengths of the barrel layers
with the z-positions of the disks. Given that each strip module provides two hits, to ensure
robust tracking even in the presence of dead modules, the layout aims to have at least 14
silicon hits. Figure 6.4 shows this is effectively achieved to |h | = 2.5 for primary vertices

– 62 –
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Hit Requirement for Robust Tracking ?
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IBL services
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Construct a HL-LHC Tracker covering |η|<4 ?

•design constraints 
➡ separate Strip and Pixel volumes  

for construction and integration 
• Pixel Support Tube (PST) 

➡ harsh radiation environment 
• inner 2 Pixel layers replaced  

once to reach 4000 fb-1 
• Inner Support Tube (IST) 

➡ HL-LHC pile-up and data rates 
• more channels, cooling, services ! 

•service routing + material 
➡ services need to run inside IST/PST 

• see effect of IBL services inside 
IST for current ID 

➡ barrel/end-cap transition gaps ? 
• barrel services and supports 
• coverage gaps with lots material  

and risk to line-up in η
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•classical detector design 
➡ barrel layers with double-sided staves 
➡ end-cap disks constructed with double-sided petals 
➡ small angle stereo to measure z(R) 
➡ more than 160 m2 of silicon ! 

•initial design: 
➡ 5 barrel layers and 7 end-cap disks 
➡ "stub layer" to cover barrel/end-cap transition 

• alternative to lower radius of full outer 
layer would reduce resolution in pT 

•final design optimisation: 
➡ go to 4 barrel Strip layers, in favour 

of 5th Pixel layer (granularity) 
➡ drop mechanically complex 

"stub layer" (accept gap) 
➡ lengthen barrel by 1 module 

• shift gap to larger η (more favourable) 

• remove 1 end-cap disk 
• re-optimise disk position (pT resolution)
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Strip Detector Layout
barrel 
stave end-cap 

petal

Strip barrel
Strip end-cap

stub

Strip barrel Strip end-cap

Scoping Document layout

barrel global 
support end-cap  global 

support

disk positions

Strips TDR layout
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as much as possible to smaller z, leading to a larger overlap with the last barrel sensor, but ensuring that
there is another hit close after particles cross the material. The subsequent inclined modules are placed in
such a way as to provide hermetic coverage with 1 hit per layer, starting from zvertex = +150 mm. As in635

the Pixel ring system, the overlap in ⌘ of the inclined modules was adjusted such that the last module is
placed at the end of the stave, reaching the same active length (position) as the corresponding layer in the
Extended layout and hence ensuring hermeticity with the first Pixel rings in the barrel/endcap transition.

The Inclined inner Pixel layers are optimized di↵erently. Here the pattern recognition aspect of hav-
ing multiple measurements close to the interaction region is taken as a guiding principle, while preserving640

as much as possible a low overall material budget (and hence impact parameter resolution), thanks to the
inclination of the sensors in the forward region. As for the Extended layout, a common stave structure
supporting both Pixel layers 0 and 1 is assumed. The stave lengths are the same as in the Extended
layout, driven by the requirement to cover ⌘ = 4. The innermost Pixel barrel layer has the same radius
as the Extended layout at 39 mm, constrained by the beam pipe. Pixel barrel layer 1 needs to be 10645

mm higher, at 85 mm, in order to ensure the hermeticity of coverage from inclined sensors in this layer.
For simplicity, the same ⌘ transition point between barrel and inclined sensors as in the Inclined outer
Pixel barrel layers was chosen for the inner 2 layers. Figure ?? shows the hit arrangement in the inclined
section of Pixel barrel layers 0 and 1. The design starts with 1 measurement per layer (starting from
zvertex = +15 cm) and additional hits are added to Pixel barrel layer 0 and Pixel barrel layer 1 to increase650

the coverage, up to 3 measurements in Pixel barrel layer 0 alone after dropping out of Pixel barrel layer
1 in ⌘. This arrangement allows for 3 or more measurements in the most di�cult region at large ⌘ to
facilitate track finding in this region.
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The current Status - "Tilted L0/L1"
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Figure 14: Measurement (hit) arrangement in the Inclined section of Pixel barrel layers 0 and 1.

The additional hits in the inclined region of the inner Pixel barrel results in an excess of measurements
compared to the design goal of 9 in the forward region for the overall Pixel system. Hence, the ring655

system may be re-optimized to ensure the 9 measurement coverage, removing the excess hits from the
di↵erent ring layers, while preserving that at least 1 hit is found in each ring layer at all ⌘ covered.
Figure ?? shows the Inclined barrel Pixel layout together with the re-optimized Pixel inner and outer
ring system. Shown as well is the number of measurements vs ⌘. For practical reasons it was decided
early on that for the Geant4 simulation, produced to carry out the performance studies presented in this660

report, only one Pixel ring system geometry would be implemented. Since the Extended layout has
additional rings to ensure the 9 hit coverage, this one was chosen, leading to an excess in hits above the
9 measurement design for the Inclined layout as simulated.

2.4 Summary of Extended and Inclined ITk layout designs as simulated

We consider two main layouts for this report: the Extended and the Inclined layouts. They are shown in665

Figure ??. In particular in the Inclined layout, inclined modules are used both for the inner and the outer
Pixel barrel.
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Innovative Pixel Support Technologies

•classical "Scoping Document" Pixel layout had problems 

➡ massive end-cap disk system to go to |η| ~ 4.0 not feasible for construction 
• and does not allow for 2 insertable inner layers (no IST) ! 

➡ long barrel layers would require significant amount of silicon surface 

•innovative stave technologies to reduce silicon surface 
➡ inclined modules at ends of barrel staves requires >30% less silicon (T.Todorov et.al) 

• shift transition gap to end of inclined section, inclining modules reduces material 
➡ end-cap disks replaced by ring layers, each ring positioned to optimise coverage 

• doubling the number of rings in a layer adds a hit where needed ! 
➡ less material, flatten hit coverage vs η, better IP resolution in forward region and 

reduce CPU avoiding large distances between modules
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Figure 10: Pixel endcap structure made of rings of di↵erent sizes attached to cylindrical support struc-
tures.

2.3 Design of the candidate layouts

In this report two candidate layouts are presented, exploring detector designs based on two di↵erent Pixel355

barrel stave technologies together with a common Strip detector layout and a common basic design for the
Pixel endcap rings. The layout design process followed the requirements as documented in reference [2].
The detector design presented in the LoI was used as a starting point for the optimization. Performance
estimates were done using the IDRes [10] tool to estimate resolutions and determine hit coverage as a
function of ⌘, pT or zvertex. The inputs to this tool are sensor resolutions, positions and material as well as360

estimates of passive material for services and supports. These inputs enter a simplified model, focussing
on the main e↵ects they have on momentum and impact parameter resolutions. The assumptions taken
here will have to be refined using tools such as Geant4 and may lead to further fine-tuning in the next
steps of arriving the final ITk design. In the following, the di↵erent design considerations and decisions
that led to the two candidate layouts are discussed. In Sections 2.2.1 and 2.2.2 focus was put on the Pixel365

barrel layout, while for a fully designed ITk layout the strip and endcap sections have to be considered.
The layouts presented here are subject to the same geometrical constraints as the LoI layout. The

main parameters are:

• The radial envelope of the beam pipe is assumed to start at 33 mm, resulting in a nominal radius
of 39 mm for the inner most layer (layer 0) in the Pixel barrel.370

• The Pixel and Strip volumes are separated by a Pixel Support Tube (PST) with a radius of 345
mm. This radius was optimized for the LoI layout based on occupancy arguments in the innermost
Strip rows, with the foreseen Strip length for the sensors on the endcap petals. Raising the PST
radius to 395 mm was considered to leave room for a possible additional Pixel barrel layer, but not
adopted given that the costs of having to re-design Strip endcap petals to accommodate this change375

outweighed the potential benefits.

• The nominal radius of the outermost Strip barrel layer is limited by the polymoderator to be 1000
mm.

• The maximal z position at which sensors may be placed is ±3000 mm.

• Because of the harsh radiation environment of HL-LHC, it will be necessary for any Pixel layers380

within a radius of 145 mm to be replaceable. Hence they are separated from the remaining Pixel
system by an Inner Support Tube (IST) at this radius.

z position

end-cap rings
flexible positioning of N hits in ring layers

end-cap disk system
long barrel
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Outer Pixel Barrel and End-Cap Design

•outer Pixel barrel design 
➡ longerons with 2 "staves" each and 

shell supports for inclined rings 
➡ inclining modules reduces material 
➡ services run along outside of shells 
➡ shifts barrel/end-cap gap to η = 2 

(instead of η = 1) 

•outer Pixel end-caps 
➡ 3 shell layers with rings 

•it coverage per layer ? 
➡ 1 hit in all barrel and end-cap layers,  

but for innermost end-cap layer (2 hits) 

1 hit

1 hit

1 hit 1 hit

1 hit

2 hits

longerons inclined rings on shells end-cap rings on shells

service routing

outer Pixel end-capsouter Pixel barrel

η = 1 η = 2

services run on inside of shells

end-cap 
half-ring

barrel

end-cap

final outer Pixel layout
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Inner Pixel System Layout

•Pixel TDR layout of inner 
barrel replicated outer Pixels 
➡ 2 shells with flat and inclined sensors 
➡ inclined sensor positions optimised for  

for hit coverage vs η and to reduce CPU 
➡ but: positions of layer 0 and layer 1 rings  

almost identical 

•coupled rings on quarter shells 
➡ opportunity to simplify mechanical design 
➡ extend in the forward with single rings 
➡ classical staves for flat barrel section 
➡ same multiple hits per ring layer for coverage 

•how to avoid barrel/end-cap gap ? 
➡ novel routing of layer-0 barrel services  

radially out in between layer-1 modules 
➡ all services now run outside of shell

Integrating
Quarter Shell Structure PP0

PP0

Service Bundles

Staves
Rings

inner Pixel end-capsinner Pixel barrel

service routing

inner Pixels
coupled 

rings

layer 0 
services

barrel 
layers
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The ATLAS Phase-2 Tracker (ITk) Layout

Strip end-caps

outer Pixel end-capsouter Pixel barrel

inner Pixels

Strip barrel

putting it all together...
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Hit Coverage and required Silicon Surface

•ITK has minimum 13 hits in barrel,  
9 hits in the forward 

•compared to Scoping Document 
➡ reduce Strip surface by -15% 

• dropped 1 barrel layer, 1 disk and barrel stub 
➡ reduced Pixel surface by -11% 

• for a 5 layer Pixel system 
instead of 4 layers (!) 

• improved hit coverage 
thanks to innovative 
local support designs (!)

LoI Scoping 
Document

Strip 
TDR

Pixel 
TDR Final

Strips

Barrel Layers 5.1 4
Surfac

e
122 m2 105 m2

End-
Cap

Disk 7 6
Surfac

e
71 m2 60 m2

Total Surface 193 m2 165 m2

Pixel

Barrel Layers 4 5
Surfac

e
5.1 m2 6.4 m2 8.3 m2 7.4 m2

End-
Cap

Disks 6 12 5 ring layers
Surfac

e
3.1 m2 9.2 m2 7.6 m2 4.4 m2 5.4 m2

Total Surface 8.2 m2 14.3 m2 14.0 m2 12.7 m2 12.8 m2

η coverage 2.7 4.0
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Comparison to CMS Phase-2 Tracker

•tried scaling layout plots to match dimensions...

TEDD 

PIXELS

➡ ATLAS: 
• 4 double-strip 
• 5 pixel layers 
• total 9 layers 
• total 13 hits Pixels

Strips

➡ CMS [TDR]: 
• 3 double-strip 
• 3 strip+pixel 

(trigger layers) 
• 4 pixel layers 
• total 10 layers 
• total 16 hits
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Passive Material ITk vs current ID

•ITk has less material that current ID 
➡ despite increase in channels, data rates, ... 
➡ inner Pixel services in IST dominating (geometry) 

•reduction in λo until hit requirement 
➡ 7 hit cut for current ID, 9 hit cut for ITk, 

less in forward region (7-8) 
➡ reduced inefficiency due to hadronic interactions

services 
in PST

services 
in ISTcurrent ID

ITk Layout

services of IBL

y-axis not 
the same !

ITk Layout

current ID
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Performance: Efficiency and Fakes

•track reconstruction efficiency 
➡ for muons:       practically 1 (as expected) 

➡ for hadrons:    inefficiency due to hadronic 
                            interactions dominate 

➡ ITk efficiency stable down to |η| of 4, 
despite 200 pile-up 

•fake rate further reduce with ITk 
➡ tighter hit cuts than possible for current ID 
➡ high purity tracking with 200 pile-up

0 0.5 1 1.5 2 2.5 3 3.5 4
η

0.8

0.85

0.9

0.95

1

Ef
fic

ie
nc

y

 Simulation PreliminaryATLAS
ITk Layout
ATLAS-P2-ITK-17-04-02

 > 1 GeV
T

, ptt

> = 20µRun-2, <
> = 200µITk, <

0 0.5 1 1.5 2 2.5 3 3.5 4
|ηtrue track |

0.95

1

1.05

R
un

-2
IT

k 
La

yo
ut

ITk Layout

current ID

current ID

ITk Layout

10 GeV muons
axis !



0 0.5 1 1.5 2 2.5 3 3.5 4
|ηtrue track |

10

210

310

m
]

µ
 re

so
lu

tio
n 

[
0

 d

 = 1 GeV
T

p

 = 10 GeV
T

p

 = 100 GeV
T

p

 Simulation PreliminaryATLAS
ITk Layout
ATLAS-P2-ITK-17-04-02

µSingle 
 Resolution0d

0 0.5 1 1.5 2 2.5 3 3.5 4
|ηtrue track |

10

210

310

410

510

m
]

µ
 re

so
lu

tio
n 

[
0

 z

 = 1 GeV
T

p

 = 10 GeV
T

p

 = 100 GeV
T

p

 Simulation PreliminaryATLAS
ITk Layout
ATLAS-P2-ITK-17-04-02

µSingle 
 Resolution0z

16

Markus Elsing

Performance: Impact Parameter Resolution

•resolutions benefit from: 
➡ higher granularity of Pixels 

• 25×100 μm2 in flat barrel layer-0 (3D) 
• 50×50 μm2 elsewhere (3D, planar) 

      (was 50×250(400) μm2 for current ID) 
➡ staves in flat barrel of layer-0 are at 34 mm 

• limit for radiation hardness, thermal  
management and data rates 

   (current IBL is at 33.25 mm) 
➡ geometrical placement of layers and rings 

•resolutions in d0 and z0 
➡ at low pT limited by multiple scattering 

(detector material) 

➡ d0 resolution benefits from smaller pitch 
in layer-0 (relevant for b-tagging) 

➡ excellent z0 resolution compared to typical  
distance between pile-up vertices (~ 600 μm) 

➡ excellent forward resolutions, even at high η 

d0

z0

600 μm
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Performance: b-tagging and Pile-up Rejection

•b-jet tagging at 200 pile-up 
➡ impact parameter tagging improves  

over Run-2 performance 
• emphasis on improved d0 resolution (pitch) 
• reduced fake rate, despite higher pile-up 

➡ extended η-coverage of b-jet tagging 
• excellent forward tracking performance 

•pile-up jet rejection 
➡ exploits z-structure of interaction vertices  

along beam spot to reject pile-up jets 

➡ ITk improves over Run-2 performance 
➡ η-coverage extended to forward (VBF jets)
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CPU Performance and Computing Model
CPU needs

new detector

optimise 
tracking
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➡ for comparison: CMS CDR projection:

•CPU major cost factor 
➡ default tracking with ITk 

reduces slope significantly 
➡ optimised ITk fast tracking 

(track seeding in Pixels, ...)  
prototype further reduces CPU 

•Computing CDR 
➡ tracking no longer CPU driver

~ reconstruction
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CPU Performance and Computing Model

19~ reconstruction
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ATLAS Preliminary•CPU major cost factor 
➡ default tracking with ITk 

reduces slope significantly 
➡ optimised ITk fast tracking 

(track seeding in Pixels, ...)  
prototype further reduces CPU 

•Computing CDR 
➡ tracking no longer CPU driver 
➡ further R&D on fast simulation  

and physics generators needed 

fast tracking

•constant computing budget  
➡ more aggressive SW R&D scenarios needed
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Summary

•ATLAS Phase-2 tracker ITk is result of design process that 
started with the Scoping Document layout in 2015 
➡ challenging conditions in terms of pile-up, data rates, radiation, ... 
➡ ambitious physics requirements and limited computing resources 
➡ result is an all silicon tracker design that extends η coverage to 4 (2.5 for current ID) 

•innovative Pixel support structures 
➡ 5 layer Pixel detector requires same Pixel sensor surface as classical 4 layer system 
➡ optimised hit coverage, tracking performance, efficient usage of CPU for tracking 

•ITk out-performs current ID in all relevant parameters 
➡ high efficiency and high purity tracking, despite 200 pile-up 
➡ excellent d0 and z0 resolutions allow for excellent b-tagging and pileup jet rejection 
➡ fast ITk track reconstruction will not be CPU resource driver for Phase-2


