Lessons learned from the
ATLAS Upgrade Tracker Design

by Markus Elsing

= tracking challenges of High Luminosity (HL-) LHC
= motivation and goals of the tracker upgrade A A
= methods and constraints on the design o= \ D

e including innovative ideas, COMPromises, ... e uusitiset=
= final ITk layout and its performance Y
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How to design a complex
all silicon tracker for HL-LHC ?




LHC Schedule and Parameters

LHC - HL-LHC

LS3

13 TeV 13-14 TeV 14 TeV
Diodes Consolidatio'n energy
splice consolidation cryolimit LIU Installation HL-LH
7 TeV 8 TeV button collimators interaction tall tc 5 to 7.5 x nominal Luml

R2E project reg|ons 11 T dipole coll. ' installation

Civil Eng. P1-P5
2011 2012 2013 2014 2015 2016 2018 2019 2020 2021 2022 2023 2024 2025 2026 | w
ATLAS - CMSI radlatlon
de phase 1
experiment upgrade p. damage ATLAS - CMS
beam pipes . . . . HL upgrade
nominal Lumi 2 x nominal Luﬂ{ ALICE - LHCb | 2 x nominal Lumi

integratgd 3000 fb-1
RSN 41000 (ultimate)

Inner Detector: Pixel + SCT + TRT "Phase-2" upgrade: full replacement
"Phase-0" upgrade with IBL Inner Tracker (ITk) with Pixel + Strip

today

75% nominal Lumi | l/__ upgrade '

High Luminosity (LH) LHC:
pile-up of 19 - 55 Markus Elsing pile-up of 140 - 200 2




Goals of the Tracker Uggrade

®HL-LHC is a challenge! T o — ©
= peak luminosity: 5-7x1034cm-2s - (x5-7) - 10T | e -
= average pile-up: up to ~200 (X5) | s
= integrated luminosity: 4000 fb- (x10) - 3
= radiation hardness: up to 2x10'6neq/cm? (x20) -
= higher hit and trigger rates 40 E
= requires all silicon tracker (with Pixels and Strips) 20 EC,
e physics goals are ambitious ! %550 100 150 200 250 @00 50 400  10° P

z [cm]

= require same or better detector performance,
despite harsh environment
¢ keep excellent b-jet tagging and lepton tracking 100

etracking CPU additional requirement 40
= event complexity may lead to huge CPU increase for 4

offline and High Level Trigger (HLT) reconstruction 10 1
@‘ o 20 50 60 70 80 90 100
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and Run-2 SW ur E

« pile-up rejection for jets and missing Ex S af Mgmmememmesww g S
= processes like Vector Boson Fusion (VBF) Higgs 8 BOE " lownreterencoruns 1082 uminosy ks | 5 2 E
production call for an extended n coverage (< 4) g 702— -h'g'f-ulmmsoz e — h %
(forward jet signature, current ID covers |n| < 2.5) \;«i :z; ;I?;c]lg”i(ﬂ; - E é
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Layout Optimisation Strategy

optimisation is an iterative procedure

= design tool IdRes allows for fast layout optimisation

e hit coverage, resolutions, ...

= Geant4 to assess full layout performance
¢ 3D hermeticity, tracking, CPU, ...

= simulation studies support engineering work
e supports, services, materials, clearances, ...

a whole series of layout evolutions

= Strip TDR layout evolved from Scoping Document
= Pixel TDR layout basis for fully engineered final
Pixel design one year later (final ITk layout)

metric used for layout optimisation:

¢ balance ambitions with constructibility

e performance required for Phase-2 physics program
e tracking robustness against detector failures

e minimise cost ( silicon surface, complexity, ...)

e minimise CPU for reconstruction ( computing cost)
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Hit Requirement for Robust Tracking ?

e experience from tracking at Run-1 and Run-2 pile-up levels

= effective cuts to reduce fakes and limit CPU for high pile-up:
increase cuts on number of hits and cuts on holes (sensors without hit found)

o0—————YJ—7- —m—7r—-+-—r————7——

@ ome <1omanae | Amassmen ] @increasing hits cut from =7 to =9

f:":
3 S — = still additional component due to fakes and
f A = more bad tracks from hadronic interactions
0751 1 . : .
= ——w = = ®increasing cut to =11 hits
umper or Fileup Interactions
e 090 = fake component suppressed successfully
= C () ATLAS Simulation -
= - > 11 hits, < 1 pixel hole -
S 085 . .
5 f ®adding 1 hit for redundancy ?!
= M. ssesssatalateets Rasemtesstasatatancastosectsersmrerereeia = Etrack = (Enit) 12+ 11 - (1-€nit) - (Enit)!
0751 = = 69% + 26% = 95% for &nit=97%
o 50 100 150 200

Number of Pileup Interactions

®need to allow for detector defects (robustness)
= 13 hits as the minimal requirement for the ITk, with the final detector granularity
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Construct a HL-LHC Tracker covering |n|<4 ?

design constraints solenoid services

= separate Strip and Pixel volumes
for construction and integration 4 :
e Pixel Support Tube (PST) ~

= harsh radiation environment :
e inner 2 Pixel layers replaced

S LIPIENASCAS

once to reach 4000 fb-! | PST

* Inner Support Tube (IST)

= HL-LHC pile-up and data rates outer s ST

e more channels, cooling, services ! THhE eEii=lf® sl Veasiorivs + i
service routing + material | “ciags AUCEACENCIEREE

= services need to runinside IST/PST
o see effect of IBL services inside 6
IST for current ID
= barrel/end-cap transition gaps ? 5 . swotsnae " ant p
e barrel services and supports 5 oF s
e coverage gaps with lots material .
and risk to line-up in n :

B L} Ll Ll T I Ll Ll T Ll I T Al Ll Ll I Ll Ll L} Ll I T Ll
- [ Dry Nitrogen

- e ATLAS

S[ === Electrical Cabling Simulation
" === Titanium Cooling Pipes

- #4 Support Structure

adiation Lengths [Xo]

oL e B S ] .
A Markus Elsing ! IBL insertion into IST ©




barrel “’fﬁ\

petal

Strip Detector Layout

eclassical detector design

= barrel layers with double-sided staves
= end-cap disks constructed with double-sided petals
= small angle stereo to measure z(R)

= more than 160 m2 of silicon!
barrel global

®initial design: support
= 5 barrel layers and 7 end-cap disks

= "stub layer" to cover barrel/end-cap transition
e alternative to lower radius of full outer

end-cap global
support

Scoping Document layout

layer would reduce resolution in pr

efinal design optimisation:

= go to 4 barrel Strip layers, in favour
of 5th Pixel layer (granularity)

= drop mechanically complex
"stub layer" (accept gap)

" w 7 o
| ] / .
= lengthen barrel by 1 module ST Ipoare
* shift gap to larger n (more favourable) =77 7~
. / L/
e remove 1 end-cap disk =t
| L/ 4/ -

‘ e re-optimise disk position ( (P resOlUtion) mmmmm— = ’ ’St ’TDRl ¥ 7--
arkus Elsing rlpS ayou




Innovative Pixel Support Technologies

cIaSS|caI "Scoplng Document Plxel Iayout had oroblems

'-:l> I ESS}EE4:: 1-:}1@: 1 - By
Hreiraat £ 35 £EE £F

= massive end-cap disk system to go to |n| ~ 4.0 not feasible for construction
e and does not allow for 2 insertable inner layers (no IST) !
= long barrel layers would require significant amount of silicon surface

innovative stave technologies to reduce silicon surface

= inclined modules at ends of barrel staves requires >30% less silicon (T.Todorov et.al)

e shift transition gap to end of inclined section, inclining modules reduces material
= end-cap disks replaced by ring layers, each ring positioned to optimise coverage

e doubling the number of rings in a layer adds a hit where needed !
= |ess material, flatten hit coverage vs n, better IP resolution in forward region and

reduce CPU avoiding large distances between modules end-cap rings

flexible p05|t|on|ng of N hits in rmg Iayers

— - = = — = l
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%M p——
=//// ////// \/C\’S"\/‘\ 1” :\"\’_S:\’_"ng:f SEE}_:"\E_:I—_—_-_—_ ::___1—
AEES & T o o o e e e e e e it
8 et SO UOP P RERRUN NN

1hit  2hits 3 hits Markus Elsing Z position 8



Outer Pixel Barrel and End- Cap De5|gn

Sy Sy \ w w \VA\VAVJAWA

outer Pixel barrel design

= |longerons with 2 "staves" each and
shell supports for inclined rings

= inclining modules reduces material

= services run along outside of shells

= shifts barrel/end-cap gap ton =2
(instead of n=1) barrel

inclined
half-ring

outer Pixel end-caps

= 3 shell layers with rings end-cap

it coverage per layer ?

= 1 hit in all barrel and end-cap layers,

but for innermost end-cap layer (2 hits) half-ring

final outer Pixel layout
n=1




Inner Pixel sttem Lazout

e Pixel TDR layout of inner "'””er Pixel barrel inner Pixel end-caps

, ,,_. ,
barrel replicated outer Pixels

= 2 shells with flat and inclined sensors

= inclined sensor positions optimised for
for hit coverage vs n and to reduce CPU

= but: positions of layer 0 and layer 1 rings
almost identical

e coupled rings on quarter shells

= opportunity to simplify mechanical design
= extend in the forward with single rings barrel
= classical staves for flat barrel section layers
= same multiple hits per ring layer for coverage

services

Integrating
Quarter Shell Structure

®how to avoid barrel/end-cap gap ?

= novel routing of layer-0 barrel services
radially out in between layer-1 modules
= all services now run outside of shell

Staves
A Markus Elsing
"
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The ATLAS Phase-2 Tracker (ITk) Layout
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Hit Coverage and reguwed Silicon Surface

®|TK has minimum 13 hits in barrel,

9 hits in the forward

® compared to Scoping Document

= reduce Strip surface by -15%
e dropped 1 barrel layer, 1 disk and barrel stub
= reduced Pixel surface by -11% 0%
e for a 5 layer Pixel system

instead of 4 layers (!)
e improved hit coverage
thanks to innovative

local support designs (!)
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Number of SiHits
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- ATLAS Simulation Prellmlnary

C 1Tk Layout — ATLAS-P2-ITK-23-00-00
—_single WP, = 1 GeV

3 -2 _

Scoping Strip Plxel
_-

La ers

Barrel
Surfac

122 m2 105 m?2
Fnd- 7 6
Cap 71 m2 60 m2
Total Surface 193 m?2 165 m2
——
urao 51m2 6.4m2 83m2 7.4m?
Pixel | End- D|sks 12 5ring layers
Cap | Surfac 3.1 m2 92m2 7.6m2 44m2 54m?

Total Surface

n coverage

2.7

82m2 143m2 140m2 127m? 128m2
- 40




Comparison to CMS Phase-2 Tracker

tried scaling layout plots to match dimensions...

= ATLAS: 1000
e 4double-strip 550
o 5 pixel layers

o total 9 layers
e total 13 hits 400

600

200
OO
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
—1200_ / / / / S ~ _— 1.6
= CMS [TDRI: 51200 _
o3 dOUble'Strip :‘ 1000 - TB2S | | H " | — 138
e 3 strip+pixel 200 — ‘ ‘ | \’ i 20
(trigger layers) 600 : e H “ I, “ | 22
e 4 pixel layers F NN | il fl iy TEPR ol —24
400 |- TBPS I I gl i i ~2.6
o total 10 layers g A 5 D I I T RN | il l I Iy Iy -28
e total 16 hits 200 ;:::::\\\\\\\ WA NN NN o " ) -
“I*———Mq_.. L h h I| | ll ( \ { 4.0
O: | | | | ‘ | | | ‘ | | | | | | | | | | | | | | | | r]
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Passive Material ITk vs current |ID

oITk has less material that current ID

= despite increase in channels, data rates, ...

= inner Pixel services in IST dominating (geometry)

ereduction in Ao until hit requirement

= 7 hit cut for current ID, 9 hit cut for ITk,
less in forward region (7-8)

= reduced inefficiency due to hadronic interactions He
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Performance: Efficiency and Fakes

track reconstruction efficiency

= for muons:  practically 1 (as expected) E oot :kasy1;V R =
= for hadrons: inefficiency due to hadronic ;+ ________ ITk Layout .
interactions dominate “E I Y e

= [Tk efficiency stable down to |n| of 4, 085 L e
despite 200 pile-up g CLiEme D E
fa ke rate fU rther reduce Wlth |Tk Eé’ L _
= tighter hit cuts than possible for current ID o _4

= high purity tracking with 200 pile-up true track Iy

_IIII|IIII|IIII|II
[ ATLAS Simulation Preliminary
ITk Layout
ATLAS-P2-ITK-17-04-02

ot p,>1GeV

..... Run-2, <u> =20

Fake Rate
S
[ Illlli\)

—o— ITk, <u> = 200

SO I e S RS 4 | 10°% & .
5 f + + i - E
g [t ++++++ 4t i E g current ID 3
L - — — - 7]
aXiS ' : o.ggsf + + 107 =t gy =
! 10 GeV muons | - . e e o
0.996 __ATLAS Simulation Preliminary ~ ===-- Run-2 __ 10_5 §_ _¢__§
- Single muons, p_=10 GeV, i>=0 —=— Tk Layout - - |Tk LayOut -
= T S i 10°E =
= - . = 3
g,f}”-OO?__ ............................................................................................................................................ — = 1
g5 f ' - -
o] I S— g e T — = S | | L | | L
S e T D E % "05 1 15 =2 25 3 35 4
S N * 2 Trug wack . Markus Elsing |




16

Performance: Im|c_)act Parameter Resolution

=3 L L L L L B L L L L L

eresolutions benefit from: 5“ [ et e
= higher granularity of Pixels % 0 Ggon do TR Rm100Ge T3
* 25x100 pm2 in flat barrel layer-0 3D) Lo L

e 5050 pum2 elsewhere (3D, planar) 102;_300000Oooooooooooooo% 000°°" _
(was 50x250(400) um2 for current ID) - .

= staves in flat barrel of layer-0 are at 34 mm i "
e limit for radiation hardness, thermal 10— . -
management and data rates e mmmmmmmRnEEEEA
(current IBL is at 33.25 mm) Y Y -]
= geometrical placement of layers and rings true track b
E | amassimustonPreimnary o picev

eresolutions in do and zo E I oo 2
= at low pr limited by multiple scattering 8 102 meeotton - R -
(detector material) N F 0 0007

= do resolution benefits from smaller pitch 10° - 0090°0°° ’ -
in Iayer—O (relevant for b-tagging) ; 00° 00° e I . E

= excellent zo resolution compared to typical 105000007 T
distance between pile-up vertices (~ 600 pm) 103;, seese*®’ L . -
= excellent forward resolutions, even at high n L
R Y B N ¥ Ry —"

true track |
A Markus Elsing i
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Performance: b-tagging and Pile-up Rejection

5 E""|""""""""|"""","",""E
b-jet tagging at 200 pile-up g TLﬁi‘Q}R“flflﬁéellm'”afy -
= impact parameter tagging improves g w0 5""anaﬁ’;gfijSf;ﬁ?°-°'“'""2 """ :T:sz """"""""" I

over Run-2 performance - ks ]

e emphasis on improved do resolution (pitch) _I:T;‘l """""""" o

e reduced fake rate, despite higher pile-up C S+ Runzies,sesn -
= extended n-coverage of b-jet tagging il S G AN
e excellent forward tracking performance mf_ ____________ ________________ ________ \\\\ ______ ____________________________ b
\\

pile-up jet rejection FURTL FUUUN FUUUR FUURE JUUUE PO TP v~ 0

055 06 065 07 075 08 08 09 095 1

= exploits z-structure of interaction vertices b-jet efficiency
: P : ® ERARREERERRIARS AR R IR R RN RN IR
along beam SpOt to reJeCt plle up JetS Q 1O4§ ATLAS Snlnulatu;n Prellmlnary HL-LHC  Run-2 2
o - In<15 —e— -
Hard QCD pileup jet D - 1Tk L_ayou} 15<inl<25 —m—
scatter jet = - Pythia8 dijet 25<In <38 —a- ]
= 10° 5—50 GeV<p <70GeV Pixel size: 25x100 um® (open) 3
“Stochastic” .EJ n S S S 0o 50x50 s fled) E
pileup jet 3 S g 8—e_ |
Dominant D 10% e . N —
confribution oc S - L T My e -
at HL-LHC E B y S -‘\n\ "\ ) ]
L / \\g\,‘\ =N n‘k\ 2 N
10 E_ \A\A A "\_" _E
= |ITk improves over Run-2 performance - N
= n-coverage extended to forward (VBF jets) I T

09 091 092 093 0.94 095 096 0.97 098 099 1

) Efficiency for hard-scatter jets
Markus Elsing




CPU Performance and Computing Model

‘ . "E 450: | T T T T . | T | T T |. |. T T T | T T T T | ]
CPU major.cos’.c factor Q 400E- ATLAS Simulation Preliminary CPU needs -
= defaU|t traCkIng. Wlth ITk LE E ITk LayOUt’ ﬂ events -+{=<-: ID Run-2 Reconstruction E

reduces Slope Slgnlﬁcantly 8_ 350:_ -« fJJ--: Default ITk Reconstruction _:
- optimised ITk fast tracking _8 - —@— Fast Track Reconstruction (ITk)-
(track seeding in Pixels, ...) CCJ 300 E_ A _E
prototype further reduces CPU  § 250F N =

(Q = W detec tor =

® Computing CDR o 2005 S,

= tracking no longer CPU driver £ 150 T

100:_ optlmlse E
= E:" trackingyy:
50 ... m o
ATLAS Preliminary - o =
2020 Computing Maode| -CPU: 2030: Conservative R&D O__F T
R 0 50 100 150 200
. o <p>
= for comparison: CMS CDR projection:
s Data Proc Other: 1%
B MC-Full(Sim) GenSim: 5%
MC-Full(Rec) DIGI: 5%
B MC-Fast(Sim)
B MC-Fast(Rec) Analysis: 3%
B EvGen reMINIAOD: 5%
Heavy lons
Bmm Data Deriv
s MC Deriv .
oy 3P Analysis O ~ reconstruction 18



CPU Performance and Computing Model

® CPU major cost factor

= default tracking with ITk
reduces slope significantly
= optimised ITk fast tracking

(track seeding in Pixels, ...)

prototype further reduces CPU

® Computing CDR

= tracking no longer CPU driver
= further R&D on fast simulation
and physics generators needed

Annual CPU Consumption [MHSO06-years]

ATLAS Preliminary

2020 Computing de| -CPU: 2030: Conservative R&L

Data Proc
MC-Full(Sim)
MC-Full(Rec)
MC-Fast(Sim)
MC-Fast(Rec)
EvGen
Heavy lons
Data Deriv
MC Deriv
Analysis

3%

8%

80
70
60
50
40
30
20
10

0

O ~ reconstruction

Run 3 (u=55) Run 4 (u=88-140) Run 5 (u=165-200
I I I l I I I. l .I I I | I I I l I I I l I I I ¢¢ I I I |
ATLAS Preliminary g
2020 Computing Model - CPU

~

© Baseline .
» Conservative RaD i fast tracking

v Aggressive R&D

— Sustained budget model ,
(+10% +20% capacity/year) S~ ok

o

| | | 1 1 I 1 1 1 I | | | | | 1 1 I | | | I ] ] ] I | | | | 1]

2020 2022 2024 2026 2028 2030 2032 2034

Year

® constant computing budget
= more aggressive SW R&D scenarios needed
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Summarz

® ATLAS Phase-2 tracker ITk is result of design process that
started with the Scoping Document layout in 2015

= challenging conditions in terms of pile-up, data rates, radiation, ...
= ambitious physics requirements and limited computing resources
= result is an all silicon tracker design that extends n coverage to 4 (2.5 for current ID)

@innovative Pixel support structures

= 5 |ayer Pixel detector requires same Pixel sensor surface as classical 4 layer system
= optimised hit coverage, tracking performance, efficient usage of CPU for tracking

®|Tk out-performs current ID in all relevant parameters
= high efficiency and high purity tracking, despite 200 pile-up
= excellent do and zo resolutions allow for excellent b-tagging and pileup jet rejection
= fast [Tk track reconstruction will not be CPU resource driver for Phase-2

Markus Elsing 20



