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Antiprotons at AMS-02 for
Indirect DM Searches

AMS-02 Measurement
➝ Phys. Rept. 894 (2021) 1–116.

Model // Simulations

Dark Matter
Annihilation

Cosmic-Ray
Propagation

Compare using 
𝜒2 statistic

See [1610.03071], [1610.03840], [1712.00002], [1903.02549], [1903.01472]
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Antiprotons at AMS-02 for
Indirect DM Searches

Simulation

Dark Matter
Annihilation

Cosmic Ray
Propagation

Profiled 
Parameters

Model Parameters

Computationally 
expensive!

𝓞(105) cpu hours scan for 
this number of parameters

𝑚DM

⟨𝜎𝑣⟩ann

𝜒𝜒 →𝑞𝑞̅, 𝑐𝑐̅, 𝑏𝑏̅, 𝑡 𝑡̅, 
         𝑊＋𝑊－, 𝑍𝑍, 𝑔𝑔,ℎℎ 

𝑧𝒉 𝐷𝟎 𝛿

𝑣𝑎 𝑣𝟎,𝒄 𝑅𝟎

𝑠 𝛾𝟏 𝛾𝟐
𝛾𝟏,𝒑 𝛾𝟐,𝒑

𝜑Solar modulation, AMS-02

(Force Field Approximation: 
Astrophys. J. 206 (1976) 333–341)

 𝐴𝑝,̅AMS-02

(Astrophys. J. 537 (2000) 763–784)



Outline

1. Artificial Neural Network 
Development
1.1. Training set
1.2. Architecture & training
1.3. Validation

2. Application to ID Analysis
2.1. Marginalization using importance 

sampling
2.2. Constraining 𝜒𝜒→𝑏𝑏̅
2.3. Constraining scalar singlet DM

3. Conclusion

https://github.com/kathrinnp/DarkRayNet
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Extensive training set
based on physical reasoning

Goal: Neural network is suited to well 
represent relevant parameter space

Training Set

Dark Matter
Annihilation

WIMP, 5 GeV - 5 TeV
Injection spectra 

following “PPPC4DMID” 
[1012.4515]

 Choose branching 
fractions randomly

Cosmic Ray
Propagation

MultiNest fit to AMS-02 
data (assuming no DM)

→Understand relevant 
parameter space

see e.g. [1903.01472]
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Architecture & 
Training

● Inputs normalized

● Outputs scaled with 

● Recurrent layer used 
to learn smooth 
spectrum

Exact input to output 
mapping
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Validation
Direct Comparison of Spectra 

Differences between network predictions and simulations of spectra 
sufficiently small compared to measurement uncertainties
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Validation
Comparison of 𝜒2

𝜒2 distributions agree for individual DM models and large sample of propagation parameter points
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Marginalization using
Importance Sampling

Importance 
sampling
see e.g. 
[2102.05407]

Posterior 
probability 
in absence of 
DM signal

Resulting  𝜒2⟨𝜎𝓿⟩ distribution
(before and after marginalization)

Calculation of 95% CL upper bounds on ⟨𝜎𝓿⟩  
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Constraining 
𝝌𝝌→𝒃𝒃 ̅

Resulting 𝚫𝜒2 distribution for mDM - 〈𝜎𝓿〉parameter space  +  95% CL exclusion bounds

Best fit value 
(without DM)

Preference for DM with masses in the range of ~ 50–250 GeV
Marginalisation leads to relaxed exclusion bounds
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Constraining 
𝝌𝝌→𝒃𝒃 ̅

Profiling over propagation 
parameters:

● MultiNest fit based on NN 
spectra

● Need to ensure no 
convergence towards untrained 
parameter regions

➜ Differences between bounds are 
result of the respective methods

➜ Significant speed-up achieved by 
implementing ANN

● individual data points: > 𝓞 (103)
● marginalization: 𝓞 (103)
● profiling: 𝓞 (102)
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Constraining 
Scalar Singlet Dark Matter

 ➝ see e.g. [hep-ph/0011335]

BF as in [1306.4710]

Neural network approach well suited for models with rich branching fraction structure



● Replace GALPROP with Neural 
Network in indirect DM analysis

○ Based on AMS-02 antiproton 
measurement

○ Physically motivated training set
○ Recurrent network well suited
○ Multiple checks of network accuracy

● Constrain 𝝌𝝌→𝒃𝒃 ̅and SSDM 
○ Use advantage of previous fit of CR 

propagation for importance sampling
○ Speed up of two to three orders of 

magnitude
○ Network and method can be applied to 

further models

● Future Direction:
○ Bayesian Neural Network
○ Include different models for CR 

propagation

Conclusions

 github.com/kathrinnp/DarkRayNet

https://github.com/kathrinnp/DarkRayNet
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Backup: 
Propagation Parameter Space
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Backup: 
Scaling of DM Spectra
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Backup: 
Neural

Network
Hyperparameters
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Backup: 
Recurrent Neural Networks

recursive formula

Variations:

LSTM:

GRU:

Basic Concept:

Idea: 
● Neural Network with connections with nodes
● Optimization: ‘Back propagation through time’
● Sequence processing 
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Backup: 
Loss Curves
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Backup: 
Zoomed-in Spectra Validation
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Backup: 
Proton and Helium Networks


