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Overview of Top Quark Measurements

• Top is most massive SM particle


‣ Large coupling to Higgs boson


‣ Can couple strongly to new physics


- Interpreted in the SM EFT paradigm


• Run II ATLAS dataset of 139 fb-1 
maximal sensitivity to rare processes


‣ Testing forbidden SM phenomena 
with  production


‣ Measure rare SM  processes 
inclusively and differentially


• Present latest results from ATLAS

tt̄

tt̄ + X

Flavor Changing Neutral 
Currents (FCNC)

Tests of Lepton-Flavor 
Universality

sensitive to both FCNC tZu and tZc couplings. For both the considered channels, only the trileptonic
final state is selected, in which the Z boson decays into charged leptons and the W boson from the SM top
quark decays leptonically. Therefore, the analysis selects events with three leptons (electrons or muons),
a b-tagged jet, possible additional jets and missing transverse momentum. To improve the separation of
signal from background events, a multivariate technique is used, which was not employed in the previous
analysis. The statistical analysis is performed using a binned profile likelihood fit to the data.
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Figure 1: Examples of lowest order Feynman diagrams for (a) tt production, with one top quark decaying through the
dominant mode in the SM and the other via an FCNC process and for (b) single top-quark production via FCNC in
the s-channel.

2 ATLAS detector

The ATLAS experiment [24] at the LHC is a multipurpose particle detector with a forward–backward sym-
metric cylindrical geometry and a near 4⇡ coverage in solid angle.1 It consists of an inner tracking detector
surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and
hadron calorimeters, and a muon spectrometer. The inner tracking detector (ID) covers the pseudorapidity
range |⌘ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|⌘ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |⌘ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision tracking chambers and fast detectors for triggering. A two-level trigger system [25] is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate below 100 kHz. This is followed by a software-based trigger that
reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions. An extensive

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Distances in the ⌘–� plane are measured in units of

�R ⌘

q
(�⌘)2 + (��)2.
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Figure 3: Comparison between data and background prediction after the fit to data (‘Post-Fit’) for the FCNC tZu LH
coupling extraction for the fitted distributions in the CRs and in the SRs. The distributions are: (a) the D1 discriminant
in the mass side-band CR1, (b) the Du

2 discriminant in the mass side-band CR2, (c) the D1 discriminant in SR1 and
(d) the Du

2 discriminant in SR2. The uncertainty band includes both the statistical and systematic uncertainties in the
background prediction. The FCNC tZu LH signals are also separately shown, normalized to 500 or 50 times the best
fit of the signal yield. The lower panels show the ratios of the data (‘Data’) to the background prediction (‘Bkg.’).
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Figure 4: Summary of ATLAS and LEP results The new ATLAS measurement of '(g/`) and the previous LEP
result [3] of the same quantity. The new measurement from ATLAS is shown by the black circular marker and the
LEP result by a red square marker. For the ATLAS result the statistical (yellow box) and systematic (blue box) errors
are shown separately along with the total error of the measurement (black bars). The total uncertainty on the LEP
result is indicated by the red bars. The vertical dashed line indicates the Standard Model’s prediction lepton-flavour
universality, with equal , boson branching ratios to di�erent lepton flavours.
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Combined Measurement 
of  Cross Sectiontt̄tt̄

Inclusive and Differential Cross Section 
Measurements of  and tt̄Z tt̄γ + tWγ
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Figure 12: Fitted signal strengths in the signal-plus-background fits to the same data set for the individual final states
(1L/2LOS and 2LSS/3L) and the combined signal strength from all CC̄CC̄ analysis regions.

28

 [
1
 /
 G

e
V

]
)γ(

T
d
 p
σ

d
 ⋅ 

σ1

-410

-310

-210

-110

1 Unfolded data

 (MG5_aMC+Pythia8)γ+tWγtt

 (MG5_aMC+Herwig7)γ+tWγtt

Theory NLO

Stat.

 Syst.⊕Stat 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

) [GeV]γ(
T

p

P
re

d
./
D

a
ta

0.8
1

1.2

) [GeV]γ(
T

p
50 100 150 200 250 300T

h
e
o
ry

/M
C

0.95

1

1.05

)|γ(
η

d
 |
σ

d
 ⋅ 

σ1

0

0.2

0.4

0.6

0.8

1

1.2

1.4
Unfolded data

 (MG5_aMC+Pythia8)γ+tWγtt

 (MG5_aMC+Herwig7)γ+tWγtt

Theory NLO

Stat.

 Syst.⊕Stat 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

)|γ(η|

P
re

d
./
D

a
ta

0.8
1

1.2

)|γ(η|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2T

h
e
o
ry

/M
C

0.8
1

1.2

m
in

)l,γ
R

(
Δ

d
 

σ
d

 ⋅ 
σ1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
Unfolded data

 (MG5_aMC+Pythia8)γ+tWγtt

 (MG5_aMC+Herwig7)γ+tWγtt

Theory NLO

Stat.

 Syst.⊕Stat 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

min
)l,γR(Δ

P
re

d
./
D

a
ta

0.5

1

1.5

min
)l,γR(Δ

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5T
h
e
o
ry

/M
C

0.65
1

1.35
1.7

)l,l(φ
Δ

d
 
σ

d
 ⋅ 

σ1

0

0.2

0.4

0.6

0.8

1

1.2
Unfolded data

 (MG5_aMC+Pythia8)γ+tWγtt

 (MG5_aMC+Herwig7)γ+tWγtt

Theory NLO

Stat.

 Syst.⊕Stat 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

)l,l(φΔ

P
re

d
./
D

a
ta

0.5

1

1.5

)l,l(φΔ
0 0.5 1 1.5 2 2.5 3T

h
e
o
ry

/M
C

0.8
1

1.2

)|l,l(
η

Δ
d
 |

σ
d

 ⋅ 
σ1

0

0.2

0.4

0.6

0.8

1

1.2

1.4
Unfolded data

 (MG5_aMC+Pythia8)γ+tWγtt

 (MG5_aMC+Herwig7)γ+tWγtt

Theory NLO

Stat.

 Syst.⊕Stat 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

)|l,l(ηΔ|

P
re

d
./
D

a
ta

0.8
1

1.2

)|l,l(ηΔ|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5T

h
e
o
ry

/M
C

0.9
1

1.1
1.2

Figure 8: Normalised di�erential cross-section measured in the fiducial phase space as a function of the photon pT,
photon |⌘ |, �R(�, `)min, ��(`, `), and |�⌘(`, `)| (from left to right and top to bottom). Data are compared with the
NLO calculation provided by the authors of Refs. [10, 11] and the M��G����5_aMC@NLO simulation interfaced
with P����� 8 and H����� 7. The uncertainty in the calculation corresponds to the total scale and PDF uncertainties.
The PDF uncertainty is rescaled to the 68% CL. The lower parts of each plot show the ratio of the prediction to the
data and the ratio of the NLO calculation to the MC simulations.
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Fig. 14 Absolute differential t t̄ Z cross sections measured at parton
level as a function of a the rapidity difference (|!y|) between the Z
boson and the reconstructed top quark and b the azimuthal separa-

tion (!φ) between the two leptons associated with the top-quark pair.
c, d Show the relative contributions from different categories of sys-
tematic uncertainties per bin

of the normalised measurements are generally negative and
reach absolute values even larger than in the absolute cross-
section measurements, with the most extreme case being a
value of ρ = −0.76 between the first and second bin of
the |!y(Z , tlep)| variable in the trilepton channel. For the Z -
related variables in the combined channel, the effect of the
larger data sample is partially balanced by the increase in
the number of bins, such that the correlations in the abso-
lute measurements for pZT and |yZ | are also positive, but lie
in the 15–45% range. In the normalised measurements for
these two variables, the correlations are also mostly negative
but are smaller in magnitude than for other variables (strictly
|ρ| < 40 %, but in most cases |ρ| < 20 %).

Table 9 summarises the evaluated χ2/ndf and p values
used to quantify the compatibility between the measured
unfolded data and the various predictions. For the parton-

level measurements, the values for the additional theory pre-
dictions at NLO, NLO+NNLL or nNLO are also shown for
those variables for which predictions are available [18].

Overall, the unfolded spectra from the measured data
are compatible with the various predictions for most of the
variables considered. For the pZT variable in the combined
3% + 4% channel, as well as for p%,non-Z

T and |!φ(Z , tlep)|
in the trilepton channel, slightly lower p values are obtained
for several predictions, but in all cases they are found to be
greater than 0.05. For the pZT variable in the combined chan-
nel, the slightly poorer agreement is driven in large part by
the sixth bin (220 GeV ≤ pZT < 290 GeV). For this vari-
able, however, the p value is larger (0.17) for the additional
NLO+NNLL prediction in the absolute differential measure-
ment. For the |!φ(t t̄, Z)| variable in the tetralepton chan-
nel, for which the data exhibit a greater relative fraction of

123
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Overview of Top Quark Measurements

• Top quark signatures rely on many 
reconstructed objects


‣ Jets (pT resolution, scale)


‣ Heavy flavor tagging (efficiency)


‣ Muons, electrons (trigger, isolation)


‣ Missing energy (from  in )


• Similar systematic uncertainties


‣ Luminosity, object reconstruction


‣ Theory uncertainties of fixed order 
calculation (  variations)


‣ Showering/hadronization modeling 
(varying MC algorithm)

ν tlep

μR/μF

Event display for dileptonic  candidate recorded by ATLAS tt̄

Electron

Muon

Jet

Missing ET

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/EventDisplayRun2Physics#Candidate_event_for_a_t_channel


Tests of SM with  
Top Quarks 
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Motivation and Event Selection ATLAS-CONF-2021-049

• FCNC forbidden at tree level and 
suppressed at loop level in SM


‣ Top decays via FCNC ~10-14, can be 10-7 

- 10-4 in BSM (SUSY, 2HDM)


‣ Interpret rates of FCNC top decays in an 
EFT extension of SM:


‣ Search for  ( ), sensitive to 
 and  couplings through , 


• Improvement on previous ATLAS 
measurement using only 36 fb-1


‣ Include single-top FCNC production


‣ Use MVA to better isolate FCNC signal

t → Zq q = u, c
tZu tZc CqB CqW

ℒeff = ℒSM +
1

Λ2
NP

∑
k

Ck𝒪k

sensitive to both FCNC tZu and tZc couplings. For both the considered channels, only the trileptonic
final state is selected, in which the Z boson decays into charged leptons and the W boson from the SM top
quark decays leptonically. Therefore, the analysis selects events with three leptons (electrons or muons),
a b-tagged jet, possible additional jets and missing transverse momentum. To improve the separation of
signal from background events, a multivariate technique is used, which was not employed in the previous
analysis. The statistical analysis is performed using a binned profile likelihood fit to the data.
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Figure 1: Examples of lowest order Feynman diagrams for (a) tt production, with one top quark decaying through the
dominant mode in the SM and the other via an FCNC process and for (b) single top-quark production via FCNC in
the s-channel.

2 ATLAS detector

The ATLAS experiment [24] at the LHC is a multipurpose particle detector with a forward–backward sym-
metric cylindrical geometry and a near 4⇡ coverage in solid angle.1 It consists of an inner tracking detector
surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and
hadron calorimeters, and a muon spectrometer. The inner tracking detector (ID) covers the pseudorapidity
range |⌘ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|⌘ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |⌘ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision tracking chambers and fast detectors for triggering. A two-level trigger system [25] is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate below 100 kHz. This is followed by a software-based trigger that
reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions. An extensive

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Distances in the ⌘–� plane are measured in units of

�R ⌘

q
(�⌘)2 + (��)2.
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FCNC  decaytt̄ FCNC  productiontZ(lν̄l)

(l′￼̄l′￼)

(l′￼̄l′￼)

(lν̄l)

‣ Require exactly 3 leptons (cleaner than hadronic channel)


‣ Exactly 1 b-tagged jet (DL1r MVA tagger @ 70% eff OP)


‣ Missing energy from escaping neutrino


‣ Define two (2) signal regions (SR1, SR2) targeting  and 
tt̄ tZ

under the FCNC-in-tt-decay signal hypothesis. In this case, the fraction of a correct assignment between
the reconstructed top quark and the true simulated particle is ✏

tSM
= 71%.

In SR1, the mass of the FCNC top-quark candidate, mreco
ja``

, must be within 2�tFCNC
from 172.5 GeV, while

no requirement on the mass of the SM top-quark candidate, mreco
jb`W⌫ , is applied. In SR2, the mass of the SM

top-quark candidate must be within 2�tSM
from 172.5 GeV. In addition, to ensure orthogonality with SR1,

for events with exactly two jets the mass of the FCNC top-quark candidate is required to be outside 2�tFCNC
from 172.5 GeV.

Table 2 summarizes the selection criteria applied across the signal regions considered.

Table 2: Overview of the requirements applied for selecting events in the signal regions. OSSF is an opposite-sign
same-flavor lepton pair. mZ = 91.2 GeV and mt = 172.5 GeV.

Common selections

Exactly 3 leptons with pT(`1) > 27 GeV
� 1 OSSF pair, with |m`` � mZ | < 15 GeV

SR1 SR2

� 2 jets 1 jet 2 jets
1 b-jet 1 b-jet 1 b-jet

– mT(`W, ⌫)> 40 GeV mT(`W, ⌫)> 40 GeV
|mreco

ja``
� mt | < 2�tFCNC

– |mreco
ja``

� mt | > 2�tFCNC
– |mreco

jb`W⌫ � mt | < 2�tSM
|mreco

jb`W⌫ � mt | < 2�tSM

Figure 2 shows the distributions of the mass of the two top-quark candidates in SR1, and the mass of the
top-quark candidate and the pT of the reconstructed Z boson in SR2. These kinematic distributions are
some of the key features to distinguish the signal from the backgrounds and they will be utilized in the
multivariate analysis described in Section 6. In SR1, the dominant signal is the FCNC-in-tt-decay events
(shown with solid lines in Figure 2 separately for the tZu and tZc couplings), while the FCNC-in-single-
top-quark-production contribution (shown with dashed lines) is smaller. SR2 instead is more sensitive to
the FCNC tZu in single top-quark production signal, with similar smaller contributions from the other
three signals. After the event selection the main background sources are represented by ttZ, tZ and diboson
events.

11

Remove overlap,  
favor SR1 for  

tFCNC candidates

tSM candidates 
reconstructed using 

 minimization with 
Mt and MW constraint
χ2

 cut to reject  
non-prompt leptons

mT(lW, ν)

https://cds.cern.ch/record/2781174
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Background Estimation ATLAS-CONF-2021-049

• Backgrounds from prompt lepton 
production are dominant


‣ SR1: VV+HF and  (65% total bkg)


‣ SR2: VV+HF and  (70% total bkg)


• Non-prompt leptons from VV and 
associated top production are small


• Define four control regions (CR)


‣  CR selecting OSOF leptons


‣  CR selecting 2 b-jets


‣ CR1(2) defined by SR1(2) mass sidebands 
of tFCNC(SM); cut on  in CR2 to 
suppress non-prompt backgrounds
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Figure 2: Comparison between data and background prediction before the fit (‘Pre-Fit’) for some kinematic
distributions in the SRs. The distributions are: (a) the mass of the SM top-quark candidate in SR1, (b) the mass of
the FCNC top-quark candidate in SR1, (c) the mass of the SM top-quark candidate in SR2 and (d) the transverse
momentum of the Z boson candidate in SR2. The uncertainty band includes both the statistical and systematic
uncertainties in the background prediction. The four FCNC LH signals are also separately shown, normalized to five
times the cross-section corresponding to the observed most stringent branching ratio limits [21]. The first (last) bin
in all distributions includes the underflow (overflow). The lower panels show the ratios of the data (‘Data’) to the
background prediction (‘Bkg.’).
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Figure 2: Comparison between data and background prediction before the fit (‘Pre-Fit’) for some kinematic
distributions in the SRs. The distributions are: (a) the mass of the SM top-quark candidate in SR1, (b) the mass of
the FCNC top-quark candidate in SR1, (c) the mass of the SM top-quark candidate in SR2 and (d) the transverse
momentum of the Z boson candidate in SR2. The uncertainty band includes both the statistical and systematic
uncertainties in the background prediction. The four FCNC LH signals are also separately shown, normalized to five
times the cross-section corresponding to the observed most stringent branching ratio limits [21]. The first (last) bin
in all distributions includes the underflow (overflow). The lower panels show the ratios of the data (‘Data’) to the
background prediction (‘Bkg.’).
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Table 3: Overview of the requirements applied for selecting events in the control regions. OSSF is an opposite-sign
same-flavor lepton pair. mZ = 91.2 GeV and mt = 172.5 GeV.

Common selections

Exactly 3 leptons with pT(`1) > 27 GeV
tt CR ttZ CR Side-band CR1 Side-band CR2

� 1 OS pair, no OSSF � 1 OSSF pair � 1 OSSF pair � 1 OSSF pair
with |m`` � mZ | < 15 GeV with |m`` � mZ | < 15 GeV with |m`` � mZ | < 15 GeV

– – – mT(`W, ⌫)> 40 GeV
� 1 jet � 4 jets � 2 jets 1 jet
1 b-jet 2 b-jets 1 b-jet 1 b-jet

– – |mreco
ja``

� mt | > 2�tFCNC
–

– – |mreco
jb`W⌫ � mt | > 2�tSM

|mreco
jb`W⌫ � mt | > 2�tSM

transformation to map the scores on the interval -1 to +1. The most signal-like events have scores near +1
while the most background-like events have scores near -1.

The MVA training is done separately for the LH and RH samples and in each SR as follows. In SR1,
for both the FCNC tZu and tZc coupling searches, the expected contribution from FCNC processes in tt
decay is significantly higher than the one from single-top production. Therefore the GBDT is trained with
only the FCNC-in-tt-decay signal against all backgrounds. Since the kinematics of FCNC-in-tt-decay
events for tZu and tZc couplings are similar, the FCNC-in-tt-decay signal samples with both couplings are
combined to train the GBDT. Therefore in SR1 a single MVA discriminant, D1, is built for both the FCNC
tZu and tZc coupling searches. Instead, the SR2 is particularly sensitive to the FCNC tZu coupling in
single-top production events. Thus, the corresponding MVA discriminant, Du

2 , is built training the GBDT
with the FCNC-in-single-top-production sample with the tZu coupling against all backgrounds. Despite
the lower sensitivity to the FCNC tZc coupling in SR2, this region is used in combination with SR1 in the
search for the FCNC tZc coupling. In the total expected FCNC tZc signal yield, the contribution from
the FCNC processes in tt decay events is comparable to the one from the single-top production events.
Therefore in SR2 the MVA discriminant for the search of FCNC tZc coupling, Dc

2 , is built using both the
FCNC-in-tt-decay and in-single-top-production samples against all backgrounds.

For the training of each of the three discriminants, a total of six variables are used. These variables are
chosen from a larger set. Only variables that provide good separation and are well modeled are taken into
account in the final training. For the D1 discriminant the six variables are: the reconstructed masses of the
SM and FCNC top-quark candidates, the �R separation between them, the �R separation between the
lepton from the SM top-quark decay and the reconstructed Z boson, the number of jets and the transverse
momentum of the jets associated to the u/c-quark from the FCNC top-quark candidate decay. For both
the Du

2 and the Dc

2 discriminants the following six variables are used: the pT of the Z boson and of the
b-tagged jet, the �R separation between them, the SM top-quark candidate mass, the �R separation between
the lepton from the SM top-quark candidate decay and the reconstructed Z boson, and the �2 from the
kinematic fit under the signal hypothesis of an FCNC process in single-top production.
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Statistical Analysis ATLAS-CONF-2021-049

• Purity SR1 and SR2 using MVA (GBDT) 
trained on well-separating observables


‣ SR1: D1 built for FCNC tZu and tZc


‣ SR2: D2u built for tZu single-top FCNC, D2c 
built for tZc inclusively


‣ Use m(treco), dR(tt), Njets, , …


• Set CLs limits in different fits for each LH/
RH tZu and tZc coupling


‣ Largest uncertainty is  cross section


• Limits obtained on FCNC branching 
fractions and EFT coefficients:


‣ 


‣

χ2

tt̄

B(t → Zu) < 6.2 × 10−5

B(t → Zc) < 13 × 10−5

Post-fit results for FCNC tZu LH coupling limits
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Figure 3: Comparison between data and background prediction after the fit to data (‘Post-Fit’) for the FCNC tZu LH
coupling extraction for the fitted distributions in the CRs and in the SRs. The distributions are: (a) the D1 discriminant
in the mass side-band CR1, (b) the Du

2 discriminant in the mass side-band CR2, (c) the D1 discriminant in SR1 and
(d) the Du

2 discriminant in SR2. The uncertainty band includes both the statistical and systematic uncertainties in the
background prediction. The FCNC tZu LH signals are also separately shown, normalized to 500 or 50 times the best
fit of the signal yield. The lower panels show the ratios of the data (‘Data’) to the background prediction (‘Bkg.’).
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Figure 5: Comparison between data and background prediction after the fit to data (‘Post-Fit’) for the FCNC tZu LH
coupling extraction for some distributions in the CRs. The distributions are: (a) the leading lepton pT in the tt CR,
(b) the third lepton pT in the tt CR, (c) the leading lepton pT in the ttZ CR and (d) the D1 discriminant in the ttZ CR.
The uncertainty band includes both the statistical and systematic uncertainties in the background prediction. The
FCNC tZu LH signals are also separately shown, normalized to 103 times the best fit of the signal yield. The lower
panels show the ratios of the data (‘Data’) to the background prediction (‘Bkg.’).
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2007.14040Motivation and Strategy

• Axiom of SM is universal couplings to 
charged leptons universally in flavors


‣ LEP measured , 

expected to be very close to unity (2.7 )


‣ Results by LHCb and others show tension 
with lepton flavor universality R(D(*))


• Exploit large number of  events seen 
by ATLAS, large sample of 


• Measure rates of , 


• Relies on differences in reconstructed 
muon impact parameter  and 


• Select dileptonic  events, with at least 
one decay in muon channel

R(τ/μ) = 1.070 ± 0.026
σ

tt̄
W → μνμ/τντ

W → μνμ W → τ(μνμντ)ντ

d0 pT

tt̄

Select events with tag leptons, test origin of probe muon 

Calibrate modeling of  to data using d0 Z → μμ

Prompt µ

(Small , high )d0 pT

Beamspot

µ from  decay

(Large , low )

τ
d0 pT

τ

νμ

νμ

ντ

ντ

Inner Tracker

R(D(*)) combination  
(LHCb, Belle, BaBar)

3.1
σ 2109.06065

https://arxiv.org/abs/2007.14040
https://arxiv.org/abs/1302.3415
https://arxiv.org/abs/2109.06065#
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Figure 3: Transverse impact parameter distributions of probe muons in the signal region The signal region used
to extract '(g/`) is enriched in di-lepton CC̄ events. The |3

`

0 | distributions for each signal region (left: 4–` channel,
right: `–` channel) and probe muon ?

`

T bin (top: 5 < ?
`

T < 10 GeV, middle: 10 < ?
`

T < 20 GeV, bottom:
20 < ?

`

T < 250 GeV) used in the analysis are shown. The data are represented by black markers, the di�erent
components contributing to this region, taken from simulation, are given by stacked histograms. The di�erent
contributions are the two primary process of interest used to extract '(g/`), `prompt from top quark decays, Prompt
` (top) and `

g (!`) from top decays, g ! ` (top). The main backgrounds are also shown. These are: events with
a `had, ` (hadron decay); events with a / boson decaying to a di-muon pair, / ! ``; events with a / boson
decaying to a di-g pair, / ! gg; and the grouping of all remaining Standard Model processes, Other SM processes.
Distributions are shown after the fit has been performed. The bottom panel shows the ratio of the data to the predicted
expectation after the fit. The uncertainties on the data are the Poisson errors due to the limited size of the data sample.
Blue bands indicate the ±1f systematic uncertainties on the prediction with the constraints from the analysis fit
applied. The empty blue arrows in the ratio panel indicate points where the ratio values lie outside the H-axis range
shown. The contribution from Other SM processes is dominated by di-boson and CC̄ ++ production. The chi-square
statistic values range from 3.5 to 10.2 for 8 degrees of freedom for the distributions.
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2007.14040Background Estimation

• Dedicated control regions constrain 
large normalization of backgrounds


‣ +jets CR, includes Z mass  
window (small values of )


‣ Non-prompt probe muon from b- and c-
hadron decay from semi-leptonic , 
select SS leptons (large values of )


• Six SR binned in , split by eµ/µµ


‣ Modeling of Z(µµ)+jets background 
affects µµ SR only


‣ Other SM backgrounds are prompt, high 
pT, normalization taken from MC

Z → μμ
|d0 |

tt̄
|d0 |

pT, |d0 |
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Figure 1: ` ! -- background normalisation A region enriched in / ! `` events is defined by selecting events
with two muons. This control region used to extract the / ! `` normalisation, which is applied in the signal
region. The di-muon invariant mass, <``, distribution is shown in the figure. The data are shown by black markers,
the di�erent components contributing to this region, taken from simulation, are given by stacked histograms. The
di�erent contributions are the primary process of interest, / ! ``, along with the main backgrounds from events
involving: top quarks, Top; a pair of , and/or / bosons, Diboson processes; and the grouping of all remaining
Standard Model processes, Other SM processes. The bottom panel shows the ratio of the data to the predicted
expectation after the fit. The uncertainties on the data are the Poisson errors due to the limited size of the data sample.
Blue bands indicate the ±1f systematic uncertainties on the prediction with the constraints from the analysis fit
applied.

to the signal region using simulation. In the control region the peak of the invariant mass distribution
of the dimuon system is fitted over the range 50 < <`` < 140 GeV. A Voigt profile [36] is used for the
/ ! `` resonance and a third-order Chebychev polynomial for all non-resonant processes, which provides
a good description of the data. Other functions were tested to provide a systematic uncertainty which is
combined with the statistical uncertainties. The normalisation factor required to scale the simulated sample
to data is found to be 1.36 ± 0.01. The di-muon invariant mass in the control region is shown in Figure 1
after this normalisation is applied. This normalisation factor is also applied to the small / (! gg)+jets
background.

The most important background at large values of |3`0 | is from events in which the probe muon originates
from the decay of 1- or 2-hadrons, or more rarely from in-flight decays of c± and  ±. This occurs primarily
in CC̄ events where one, boson decays leptonically and the other hadronically, referred to as semi-leptonic
CC̄. These muons are referred to as `had. A data-driven method is used to determine the normalisation of
this background from two control regions, one each for the 4–` and `–` channels. The control regions
have the same event selection as the signal regions but the two leptons are required to have same-sign
electric charge. The largest source of `had is from decays of 1-hadrons, and this contributes equally to
same-sign and opposite-sign selections, and the other significant source, 2-hadrons, has a component in
both selections, but they are not equal. This results in a sample with a high purity of this `had background.
The extrapolation from same-sign control region to opposite-sign signal region is estimated from simulation.
In the same-sign control region there are two backgrounds to `had at high ?`T: CC̄ ++ and CC̄ which occurs
through electron charge misidentification in the 4–` channel. A normalisation correction factor is applied
to these processes based on the number of events observed with probe muon ?`T > 30 GeV. This is done
prior to extracting the normalisation of the `had background. Normalisation factors to scale the simulation
to data for the `had background are found to be 1.39 (1.37) in the 4–` (`–`) channels, respectively. Figure
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Figure 2: -had background normalisation A region enriched in `had events is defined by selecting events with two
same-sign muons. This control region used to extract normalisation factors to correct the `had prediction to match the
data. The probe muon tranverse impact parameter, |3`

0 |, and transverse momentum, ?`

T, distributions in this region
are shown. The data are shown by black markers, the di�erent components contributing to this region, taken from
simulation, are given by stacked histograms. The di�erent contributions are the primary process of interest, `had,
` (hadron decay), along with the main backgrounds from events involving: a top quark pair produced in association
with a , or / boson, CC̄ ++ background; a pair of , and/or / bosons, Diboson processes; and the grouping of all
remaining Standard Model processes, Other SM processes. The extracted normalisation factor is applied to the
`had prediction, along with the e�ect of any constraints and pulls on the systematic uncertainties from the fit to
the signal region data. The bottom panel shows the ratio of the data to the predicted expectation after the fit. The
uncertainties on the data are the Poisson errors due to the limited size of the data sample. Blue bands indicate the
±1f systematic uncertainties on the prediction with the constraints from the analysis fit applied. The empty blue
arrows in the ratio panel indicate points where the ratio values lie outside the H-axis range shown.

2 shows that the simulation and data are consistent within uncertainties in the `–` channel same-sign
control region, providing confidence that the di�erential distributions of ?`

T and |3
`

0 | are well-modelled.

Fit configuration and systematic uncertainties

A two dimensional profile likelihood fit [37] is performed in the |3`

0 | and ?
`

T distributions. The bin boundaries
were chosen to provide the best separation between the di�erent `prompt, `g (!`) and `had processes given
the available data. This resulted in three bins in ?

`

T (boundaries of: 5, 10, 20, 250 GeV) and eight bins in
the transverse impact parameter, |3`

0 | (boundaries of: 0, 0.01, 0.02, 0.03, 0.04, 0.06, 0.09, 0.15, 0.5 mm),
of the probe muon for both the 4–` and `–` channels, making 48 bins in total.

The ratio of the number of `
g (!`) events to the number `prompt is fitted by minimizing the negative log

likelihood, to measure '(g/`). More than 100 (nuisance) parameter values representing the statistical and
systematic uncertainties, which can be modified by the fit, are included. The relative uncertainty of 0.23%
in the g ! `a`ag branching ratio is also included in the measured value of '(g/`) and is a subdominant
component of the overall uncertainty. As both the CC̄ and ,C processes contain two , bosons both are
treated as signal. Two fit parameters are allowed to float freely: '(g/`) and : (CC̄). The : (CC̄) parameter is
a constant scaling factor applied to the normalisation of both the `prompt and `

g (!`) components of the
signal whilst '(g/`) only a�ects the `

g (!`) components. Both are applied across all bins and in both
channels. '(g/`) is the parameter of interest and it is not a�ected by the overall normalisation scaling
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2007.14040Extraction of R(τ/μ)
• Systematics dominated by:


‣ Calibration of high-  region of prompt-µ templates 
(application of  calibrations to )


‣ Uncertainties due to parton showering (affecting Njets)


‣ Muon instrumental uncertainties


‣ Limited statistics of µhad CR and MC  generator

|d0 |
Z(μμ) tt̄

tt̄

Table 1: Sources of uncertainty The main sources of uncertainty on the measured value of '(g/`). The size of
the impact each uncertainty has on '(g/`) is assessed by fixing the relevant fit parameters for a given uncertainty
and re-fitting to data. The reduction in the total uncertainty in this modified fit gives the quoted impact. Di�erent
individual components used in the fit are combined into categories.

Source Impact on X(3/-)
Prompt 3`

0 templates 0.0038
`prompt and `

g (!`) parton shower variations 0.0036
Muon isolation e�ciency 0.0033
Muon identification and reconstruction 0.0030
`had normalisation 0.0028
CC̄ scale and matching variations 0.0027
Top ?T spectum variation 0.0026
`had parton shower variations 0.0021
Monte Carlo statistics 0.0018
Pile-up 0.0017
`
g (!`) and `had 3

`

0 shape 0.0017
Other detector systematic uncertainties 0.0016
/+jet normalisation 0.0009
Other sources 0.0004
⌫(g ! `aga`) 0.0023

Total systematic uncertainty 0.0109
Data statistics 0.0072

Total 0.013

The analysis was finalised prior to looking at the value of '(g/`) in data in order to minimise any bias. It
was also checked that the result is consistent with respect to di�erent channels, kinematic bins, data-taking
periods and the charge of the probe lepton.

The total systematic uncertainty is 0.011, including the uncertainty in the g ! `a`ag branching ratio,
and the statistical uncertainty is 0.007. Table 1 lists the di�erent contributions of systematic uncertainty
grouped into categories. The leading contributions come from the imperfect knowledge of the tail of
the |3

`

0 | distribution, the parton shower and hadronisation model uncertainty, and the muon selection
uncertainties.

The measured value of '(g/`) is

'(g/`) = 0.992 ± 0.013 [±0.007 (stat) ± 0.011 (syst)],

exceeding the precision from LEP which measured 1.070±0.026. The result is shown in Figure 4 alongside
the combination of LEP measurements. The present result agrees with the Standard Model expectation of
equal couplings for di�erent lepton flavours and the hypothesis of lepton-flavour universality.

This result surpasses the precision of the previous LEP result and resolves the tension they observed with
the SM prediction of lepton flavour universality. This precise measurement of '(g/`) achieved so far, this
is an example of the ability of the ATLAS experiment to perform high-precision measurements.
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Figure 4: Summary of ATLAS and LEP results The new ATLAS measurement of '(g/`) and the previous LEP
result [3] of the same quantity. The new measurement from ATLAS is shown by the black circular marker and the
LEP result by a red square marker. For the ATLAS result the statistical (yellow box) and systematic (blue box) errors
are shown separately along with the total error of the measurement (black bars). The total uncertainty on the LEP
result is indicated by the red bars. The vertical dashed line indicates the Standard Model’s prediction lepton-flavour
universality, with equal , boson branching ratios to di�erent lepton flavours.
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qq̄′￼

lν

τhad

τlep 1( )
4

=

 Channels 
(# of leptons)
tt̄tt̄

0

2OS

2SS ≥3

 ~ 100%, 
channels determined 

by W decays

B(t → Wb)

Measurement of  with ATLAStt̄tt̄

• SM  production is sensitive to many 
BSM effects and 4-fermion EFT operator


‣ 2HDM H/A, gluinos, top-philic BSM fields


• Cross section at 13 TeV is 11.97 fb at 
NLO in QCD and QED (1711.02116)


• Split into separate analysis channels


‣ 2lSS/3l: 12% of , cleaner channel 
(2007.14858), observed 4.3  significance


‣ 2OS/1l: 56% of , dominated by  
background (highlighted in this talk)


• Events with many jets, b-jets, large-R jets, 
pseudo-continuous b-tagging

tt̄tt̄

tt̄tt̄
σ

tt̄tt̄ tt̄bb̄
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electroweak corrections [12], with a relative combined uncertainty of 20% dominated by the missing
higher order QCD correction evaluated by varying the renormalisation and factorisation scale choices. The
uncertainty from the PDF and Us choice in the CC̄CC̄ cross section was estimated to be about 6.3% using
the PDF4LHC prescription. An example of a Feynman diagram for SM CC̄CC̄ QCD production is shown in
Figure 1 (left). The electroweak CC̄CC̄ contribution is illustrated in Figure 1 (middle) with an example of a
Feynman diagram where a Higgs boson acts as an o�-shell mediator.

The CC̄CC̄ events can give rise to several di�erent final states depending on the hadronic or semileptonic
decay mode of each of the top quarks. The final states can be grouped according to the number of electrons
or muons from the semileptonic top-quark decays, including those from subsequent leptonic g decays. The
final state with two leptons1 of the same electric charge or with more than two leptons is referred to as the
2LSS/3L final state. This final state contains 13% of all produced CC̄CC̄ events and features a low level of
background contamination. The final state with one lepton or two oppositely charged leptons (referred to as
the 1L/2LOS final state) accounts for a larger fraction, capturing 57% of all produced CC̄CC̄ events. However,
this final state su�ers from a large irreducible background that is mostly composed of tt production in
association with additional jets (CC̄+jets). It is complementary to the 2LSS/3L final state and poses di�erent
challenges. The main challenge lies in the proper evaluation of the dominant background from CC̄11̄ events
with additional jets, which has significant theoretical uncertainty. An example Feynman diagram for this
background is shown in Figure 1 (right).

Figure 1: Examples of tree-level Feynman diagrams for SM CC̄CC̄ signal (left and middle) and one of the main
backgrounds, tt production in association with 1-jets (right).

ATLAS and CMS have already searched for CC̄CC̄ production in 13 TeV pp collisions at the Large Hadron
Collider (LHC). The most recent ATLAS result focused on the 2LSS/3L final state using 139 fb�1 of
data and led to the first evidence for this process with an observed (expected) significance of 4.3 (2.4)
standard deviations and a measured cross section of f

C C̄ C C̄
= 24+7

�5 fb [13]. The previous ATLAS search in
the 1L/2LOS final state using 36.1 fb�1 set an observed (expected) 95% confidence level (CL) upper limit
on f

C C̄ C C̄
of 47 fb (33 fb) [14]. CMS also set a 95% CL upper limit on the CC̄CC̄ production cross section in

this final state of 48 fb using a 35.8 fb�1 data set [15]. The latest CMS search with 137 fb�1 of data in
the 2LSS/3L final state lead to an observed (expected) significance for a CC̄CC̄ signal of 2.6 (2.7) standard
deviations and a measured cross section of f

C C̄ C C̄
= 12.6+5.8

�5.2 fb [16].

This article presents a search for CC̄CC̄ production in the 1L/2LOS final state using the full data set of pp
collision data at

p
B = 13 TeV corresponding to 139 fb�1. The result is then combined with that obtained in

the 2LSS/3L final state using the same data set [13].

1 In the rest of this article, ‘lepton’ refers exclusively to an electron or muon.
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Table 1: Summary of the 1-tagging requirements for the event categorisation. Events in each category must satisfy
all requirements listed in columns. #60%

1
, #70%

1
and #

85%
1

are defined as the numbers of 1-tagged jets obtained using
1-tagging operating points with average expected e�ciencies of 60%, 70% and 85%, respectively. The 3bL (3bH)
requirement selects events with lower (higher) purity of MC ‘truth’ 1-jets amongst the three jets tagged at the 70% OP.
The 3bV requirement is used to define the validation regions. The symbol ‘-’ indicates that no requirement is applied.

Name #
60%
1

#
70%
1

#
85%
1

2b - = 2 -
3bL  2 = 3 -
3bH = 3 = 3 = 3
3bV = 3 = 3 � 4
�4b (2LOS) - � 4 -
4b (1L) - = 4 -
�5b (1L) - � 5 -

Validation regions

Signal regions

Control regions

𝑡𝑡 ̅𝑡𝑡+jets kinematic reweighting regions

1L

7j 8j 9j ≥10j

2b

3bL

3bH

3bV

4b

≥5b

Figure 2: Schematic view of the event categories used to select analysis regions (signal, control, validation and tt+jets
reweighting regions) in the 1L channel (left) and 2LOS channel (right). The axes represent the jet multiplicity and
1-tagging requirements defined in Table 1. The 3bL (3bH) 1-tagging requirement selects events with lower (higher)
purity of MC ‘truth’ 1-jets amongst the three jets tagged at the 70% OP. The 3bV 1-tagging requirement is used to
define the validation regions. The regions in grey are not used in the analysis.

channel and satisfying the 3bL, 3bH or �4b requirements. Among these regions, the ones that have at least
10 (8) jets or have 9 (7) jets and satisfy the �4b requirement in the 1L (2LOS) channel are defined as the
signal regions. The rest of the fitted regions are defined as the control regions. A total of 6 validation
regions are also defined by considering the regions with at least 8 (6) jets in the 1L (2LOS) channel and
satisfying the 3bV requirement. The validation regions are not used in the fit and hence do not contribute
to the signal extraction. The largest signal contamination in the validation regions is expected to be 4.4%
in the (�8j, 3bV) region in the 2LOS channel. A test found that including these regions in the fit would
increase the sensitivity to the signal by 5%. However, this small gain in sensitivity is relinquished to ensure
reliable background modelling. The CC̄+jets kinematic reweighting regions are defined by considering all
the regions that satisfy the 2b requirement.

Figure 3 shows the background composition in each signal, control and validation region, as expected from

9

the nominal CC̄+jets MC simulation after applying the corrections described in Section 7. The contribution
from the signal is included, assuming the cross section predicted by the SM. The control regions have
a signal contamination of no more than 1%. The largest signal-to-background ratio evaluated from the
inclusive yields in the signal regions is 6.1%.
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Figure 3: Relative contribution from the signal and backgrounds in all signal, control and validation regions in the 1L
channel (left) and 2LOS channel (right). The 3bL (3bH) 1-tagging requirement selects events with lower (higher)
purity of MC ‘truth’ 1-jets amongst the three jets tagged at the 70% OP. The 3bV 1-tagging requirement is used to
define the validation regions. For the CC̄+jets background, the fraction is shown for each component with the finer
classification. The CC̄CC̄ signal is normalised to the SM cross-section prediction.

7 Modelling of t t̄+jets background

This section describes the corrections applied to both the nominal CC̄+jets prediction and to the associated
systematic uncertainties. The corrections applied to the CC̄+jets MC sample include a rescaling of the
CC̄+jets flavour components and a sequential kinematic reweighting. Any possible residual mismodelling
is accounted for by the systematic uncertainties in the profile likelihood fit used for the extraction of the
signal strength.

7.1 t t̄+jets flavour rescaling

The CC̄+jets flavour rescaling adjusts the overall yields of the CC̄+light, CC̄+�12 and CC̄+�11 categories. The
rescaling factors are derived from a dedicated profile likelihood fit to data using the event yields in the
regions defined by various 1-tagging requirements. Events with � 8j in the 1L channel and � 6j in the
2LOS channel are assigned to 2b, 3bL, 3bH and �4b regions, using the same criteria as defined in Table 1.
The flavour rescaling fit exploits the di�erent CC̄+jets flavour fractions in the eight fitted regions. These
regions have the same #jets requirements as the regions used in the profile likelihood fit to extract the signal.
The largest signal-to-background ratio in these regions is 2.5%, estimated from MC simulation prior to
the fit. Systematic uncertainties due to the tagging e�ciency of 1-jets and the mis-tag rate of 2-jets and
light-flavour jets are considered as nuisance parameters. The measured rescaling factors for CC̄+light, CC̄+�12
and CC̄+�11 are 0.99 ± 0.05, 1.58 ± 0.18 and 1.33 ± 0.06, respectively, where the quoted uncertainties are
from the statistical uncertainty of the data and from uncertainties in the 1-tagging calibration.
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Measurement of  with ATLAStt̄tt̄

• Modeling in high Njets relies heavily on PS 
but is not reliable -  needs correction


• +jets rescaled by flavor in dedicated fit 


‣ +light/c/b rescaled by 0.99, 1.58, 1.33


• Correct modeling of +jets Njets in 1L/
2LOS SRs using 2 b-jet region


‣ Reweight in (Njets, NLR-jets), HT, and 


• Reweighting procedure significantly 
improves modeling at high multiplicities

tt̄

tt̄

tt̄

ΔRjj
avg
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Figure 4: The #jets and �
all
T distributions in the region with � 8 jets and � 3 1-jets in the 1L channel before (left)

and after (right) the flavour rescaling and the sequential kinematic reweighting. The band includes the total pre-fit
uncertainty of the MC prediction. The ratio of the data to the total MC expectation is shown in the lower panel. The
last bin in all distributions includes the overflow.
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Figure 4: The #jets and �
all
T distributions in the region with � 8 jets and � 3 1-jets in the 1L channel before (left)

and after (right) the flavour rescaling and the sequential kinematic reweighting. The band includes the total pre-fit
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Measurement of  with ATLAStt̄tt̄

• Train BDTs in each SR, most powerful variables 
are HT and sum of pseudo-continuous b-tagging 
scores of leading 6 jets


• PL fit is performed in BDT score and HT


• Dominant systematics due to modeling


‣ Parton shower evaluated using alternate algorithm


‣ Modeling of large  background (5FS/4FS)


• 1L/2LOS measurement combined with earlier 
multi-lepton channels, 4.7  observed significance


‣ Cross section measured  fb within 2 standard 
deviations of SM prediction  fb

tt̄bb̄

σ

24+7
−6

12.0 ± 2.4
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2106.11683Fit and Results

the spatial separation of 1-jets in the CC̄CC̄ signal is larger on average than in the main CC̄+�11 background.
Other variables include �

all
T calculated using all reconstructed jets and leptons in the event, centralityÕ

8
?T8/

Õ
8
⇢
8
, where the sum runs over all reconstructed jets and leptons in the event, leading jet ?T,

minimum �' among all pairs of 1-tagged jets and leptons, average �' between all pairs of jets, the
invariant mass of the triplet of jets that has the smallest �',3 the ⇢

miss
T , and the transverse mass of the ,

boson, <T(✓, ⇢miss
T ), in the single-lepton channel.4 Additional variables are related to large-' jets: the

number of large-' jets with a mass above 100 GeV, the sum of the first :
C

splitting scale 312 of all large-'
jets,5 and the sum of the second :

C
splitting scale 323 of all large-' jets.

The modelling of the input variables was checked in the control and validation regions before and after
the fit by propagating the fitted parameters obtained from the fit in the control and signal regions to the
validation regions. Figure 5 shows the modelling of the sum of the pseudo-continuous 1-tagging score in
each lepton channel before performing the fit. The distribution in each lepton channel is shown for an
inclusive selection of at least three 1-tagged jets and at least 9 (7) jets in the 1L (2LOS) channel. These
regions include events from the validation, control and signal regions where the BDT score distribution
is used. Taking into account all uncertainties, no significant discrepancy between data and the predicted
background was found.
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Figure 5: Pre-fit comparison between data and prediction for the distributions of the sum of the pseudo-continuous
1-tagging score over the six jets with the highest score in the event for the 1L channel (left) and the 2LOS channel
(right) in the regions with � 3 1-jets and � 9 (7) jets in the 1L (2LOS) channel. The CC̄+jets background is corrected
using data. The band includes the total uncertainty of the pre-fit computation. The dashed red line shows the signal
distribution normalised to the background yield. The ratio of the data to the total pre-fit expectation is shown in the
lower panel. The last bin contains overflow events.

3 The �' of a triplet of jets is defined as �'
8 9:

=
q
�'2

8 9
+ �'2

8:
+ �'2

9:
, where 8, 9 , : are the indices of the three jets.

4 The transverse mass is defined as
q

2?T⇢
miss
T (1 � cos�q), where �q is the azimuthal angle between the lepton and ⇢

miss
T .

5 The :
C

splitting scale 3
8 9

is defined as the recombination distance between the jet constituents from a :
C

algorithm with radius

parameter ': 3
8 9

= min(?T
2
8
, ?T

2
9
) ⇥ �'2

8 9
/'2.
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Measurement of  with ATLAStt̄Z

• Measurements of  sensitive to  EW coupling


‣ Differential measurement useful for theoretical 
predictions from MC generators


• Inclusive cross section performed at parton level


• Differential cross sections at parton/particle level


‣ No kinematic selections applied at parton level


‣ Similar selections at particle level to detector level


•  modeled at NLO+NNLL in QCD with EW 
corrections, normalized to full off-shell cross section

tt̄Z tZ

tt̄Z

15

Eur. Phys. J. C (2021) 81:737Motivation and Selections
Split into two regions 
based on the  decay


Trilepton: semi-leptonic

Tetralepton: dileptonic

tt̄

Trilepton Region

≥4j, =1b 
@60%

≥3j, ≥2b 
@70%

Inclusive 

Differential 
≥3j, ≥2b @80%

Tetralepton Region  
(Inclusive and Differential)
ee+µµ,


=1b @ 85%

eµ+µe,

=1b @ 85%

ee+µµ,

≥2b @ 85%

eµ+µe,

≥2b @ 85%

- Split Inclusive regions to 
isolate WZ background 
(few b-jets expected)


- Single differential region 
to boost statistics


- Split channels based on 
the flavor of the non-Z 
candidate lepton pair to 
isolate ZZ background


https://link.springer.com/article/10.1140/epjc/s10052-021-09439-4
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Measurement of  with ATLAStt̄Z

• Control regions for WZ (b-jet veto) and ZZ + jets 
(require 2 OSOF lepton pairs)


• Largest uncertainties are ttZ parton shower, tWZ 
modeling, and b-tagging 


• Check compatibility through fits with either or both of 
3l and 4l regions


• Good agreement with NLO+NNLL prediction:


‣  = 0.99 ± 0.05 (stat) ± 0.08 (syst) pb


‣  = 0.86 ±  (scale) ± 0.02 (PDF) (2001.03031)

σtt̄Z

σNLO+NNLL
tt̄Z

+0.07
−0.08
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Fig. 1 Distribution of the a pT and b η of the leading lepton in the
WZ + jets control region. The shaded band corresponds to the total
uncertainty (systematic and statistical) of the total SM prediction. The
lower panel shows the ratio of the data to the SM prediction. The results

and uncertainties are shown before the fit to data is performed. The cat-
egory ‘other’ contains all processes mentioned in Sect. 3 which are not
listed separately. Events with a leading lepton pT above 300 GeV are
included in the uppermost bin of a

Fig. 2 Distribution of a the pT of the leading lepton and b the number
of selected jets in the Z Z + jets control region. The shaded band cor-
responds to the total uncertainty (systematic and statistical) of the total
SM prediction. The lower panel shows the ratio of the data to the SM

prediction. The results and uncertainties are shown before the fit to data
is performed. The category ‘other’ contains all processes mentioned in
Sect. 3 which are not listed separately. Events with a leading lepton pT
above 300 GeV are included in the uppermost bin of a

method’ is employed. Descriptions of this technique can be
found in Refs. [74,75]. It relies on the prompt and fake leptons
having different probabilities of passing the identification,
isolation and impact parameters requirements. The method
uses data events selected with the same criteria as in the sig-
nal regions, but with looser lepton selections9 than the ones
defined in Sect. 4.

9 Whereas ‘Medium’ electrons are used for the nominal selection, the
identification WP is relaxed to ‘LooseAndBLayerLH’ [62] for the looser
electron selection. No isolation requirements are applied for electrons
and muons in the looser selection.

An alternative version of the matrix method is described in
Ref. [76]. It evaluates the total number of fake electrons and
muons entering the signal regions via the maximisation of
a likelihood function. The likelihood function is constructed
from a product of Poisson probability functions that repre-
sent the numbers of leptons passing different quality crite-
ria for the signal regions. The observed number of leptons
selected with the looser criteria and the probabilities (effi-
ciencies) for fake or prompt leptons to satisfy the nominal
lepton requirements are fixed, while the expectation values
of the Poisson functions – the numbers of fake leptons in the
signal regions – are obtained from the likelihood maximisa-
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Table 5 The observed and expected numbers of events in the trilepton
and tetralepton signal regions, as well as the WZ/Z Z + jets control
regions, after the combined fit. The definitions of the background cate-
gories are the same as in Table 4. Categories with event yields shown as
‘–’ do not contribute significantly to a region. The indicated uncertain-

ties consider all experimental and theoretical systematic uncertainties
as well as the statistical errors. As systematic uncertainties might be
correlated between different processes, the individual uncertainties do
not necessarily add up in quadrature to the uncertainty of the total SM
prediction

Region 3!-Z -1b4 j-PCBT 3!-Z -2b3 j-PCBT 4!-SF-1b 4!-SF-2b 4!-DF-1b 4!-DF-2b 3!-WZ -CR 4!-Z Z -CR

t t̄ Z 185 ± 16 247 ± 20 14.5 ± 1.7 26.9 ± 2.5 19.3 ± 1.8 26.7 ± 2.3 45 ± 11 0.8 ± 0.1

WZ + l 2.4 ± 1.8 0.2 ± 0.3 – – – – 1068 ± 110 –

WZ + b 20 ± 11 10.8 ± 6.1 – – – – 11.2 ± 6.3 –

WZ + c 10.8 ± 4.8 1.8 ± 0.8 – – – – 207 ± 87 –

Z Z + l 0.3 ± 0.2 0.02 ± 0.02 1.7 ± 0.7 0.9 ± 0.5 0.5 ± 0.1 0.02 ± 0.01 121 ± 15 496 ± 26

Z Z + b 3.0 ± 1.6 2.0 ± 1.0 0.9 ± 0.6 2.5 ± 1.5 0.2 ± 0.1 0.07 ± 0.07 1.8 ± 0.9 12.9 ± 7.1

Z Z + c 0.7 ± 0.2 0.1 ± 0.1 0.9 ± 0.5 1.1 ± 0.6 0.2 ± 0.1 0.02 ± 0.01 13.0 ± 4.1 19.8 ± 7.1

tW Z 23.8 ± 4.0 20.5 ± 7.0 2.7 ± 0.4 2.2 ± 0.8 3.8 ± 1.1 2.3 ± 0.9 13.2 ± 1.2 0.2 ± 0.1

t Zq 10.8 ± 4.5 29.7 ± 9.0 – – – – 8.6 ± 3.2 –

t t̄+W/H 5.8 ± 0.9 10.1 ± 2.2 0.5 ± 0.1 0.9 ± 0.1 0.6 ± 0.1 0.8 ± 0.1 1.8 ± 0.4 0.01 ± 0.01

Fake leptons 23 ± 11 11.0 ± 5.3 0.7 ± 0.3 0.9 ± 0.4 0.9 ± 0.5 0.3 ± 0.1 65 ± 31 7.9 ± 3.1

Other 0.7 ± 0.4 1.5 ± 0.7 0.7 ± 0.3 0.2 ± 0.1 0.7 ± 0.4 0.2 ± 0.1 12.4 ± 6.3 1.0 ± 0.5

SM total 286 ± 13 334 ± 15 22.5 ± 1.8 35.6 ± 2.7 26.1 ± 1.9 30.3 ± 2.2 1569 ± 43 539 ± 23

Data 272 343 19 33 33 32 1569 539

Fig. 4 Post-fit distributions of a Njets in 3!-Z -1b4 j-PCBT and
b the pT of the leading lepton in 3!-Z -2b3 j-PCBT. The shaded band
includes all sources of statistical and systematic uncertainty after the
combined fit. The lower panel shows the ratio of data to the total SM pre-

diction. The uppermost bins include all events above the x-axis ranges.
The blue triangular marker in the lower panel of a points to the position
of a data point which lies slightly beyond the y-axis range shown

The values obtained from the fit in the different regions are
compatible within their uncertainties. The 3!-channel events
represent the dominant contribution to the combined result,
and the individual 3! result can be seen to differ only slightly
from that using the combined selections. The total system-
atic uncertainties in the 4! channel are smaller than those in
the 3! channel, but the overall precision is poorer in the 4!

channel due to the limited number of data events.
The measured µt t̄ Z value and its uncertainty based on the

fit results from the combined trilepton and tetralepton chan-

nels are converted to a cross-section measurement. The value
corresponds to the phase-space region where the invariant
mass of the decay products of the Z boson lies between 70
and 110 GeV. The cross section is measured to be

σ (pp → t t̄ Z) = 0.99 ± 0.05 (stat.)± 0.08 (syst.) pb.

The result agrees with the SM prediction of 0.84+0.09
−0.10 pb

at NLO QCD and EW accuracy [48,49] and more recent
calculations including NNLL corrections or the complete
set (QCD and EW) of NLO corrections [16,17].
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Fig. 5 Post-fit distributions of a Njets and b the pT of the leading lep-
ton in the combination of the tetralepton signal regions. The shaded
band includes all sources of statistical and systematic uncertainty after
the combined fit. The lower panel shows the ratio of data to the total

SM prediction. The uppermost bins include all events above the x-axis
ranges. The blue triangular markers in the lower panels point to the posi-
tions of data points which lie slightly beyond the y-axis range shown

Fig. 6 Post-fit distributions of the a pT and b rapidity of the Z boson
in the combination of the trilepton and tetralepton regions. The shaded
band includes all sources of statistical and systematic uncertainty after
the combined fit. The lower panel shows the ratio of data to the total

SM prediction. The uppermost bins include all events above the x-axis
ranges. The blue triangular marker in the lower panel of a points to
the position of a data point which lies slightly beyond the y-axis range
shown

The contributions from the relevant uncertainties of the
measured cross section are summarised in Table 7. For this
table, the uncertainties are grouped into several type-related
categories and are shown together with the total uncertainty.
As none of the uncertainties show significant asymmetries,
they are symmetrised. The dominant uncertainty sources can
be attributed to the t t̄ Z parton shower, the modelling of the
tW Z background, and jet flavour-tagging. It should be noted
that the uncertainty in the cross section due to the systematic
uncertainty on the luminosity is larger than the 1.7% men-
tioned in Sect. 7.1, as the luminosity affects both signal and
background normalisation.

Table 6 Measured µt t̄ Z parameters obtained from the fits in the differ-
ent lepton channels. The uncertainties include statistical and systematic
sources. The uncertainty of the theoretical prediction of the t t̄ Z cross
section (see Sect. 3) is not considered for the µt t̄ Z values

Channel µt t̄ Z

Trilepton 1.17 ± 0.07 (stat.)+0.12
−0.11 (syst.)

Tetralepton 1.21 ± 0.15 (stat.)+0.11
−0.10 (syst.)

Combination (3! + 4!) 1.19 ± 0.06 (stat.) ± 0.10 (syst.)
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Measurement of  with ATLAStt̄Z

• Differential results dominated by 
statistical uncertainties, signal 
modeling and b-tagging


• Observables sensitive to tZ coupling,  
spin correlations, and MC generator 
modeling


• Generally good agreement between 
unfolded distributions and MC/theory 
predictions

tt̄

17
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Fig. 10 Normalised differential t t̄ Z cross sections measured at a particle level and b parton level as a function of the transverse momentum of the
reconstructed Z boson. c, d Show the relative contributions from different categories of systematic uncertainties per bin

distribution. Iterations are performed until the χ2/ndf value
of a given distribution stabilises at a constant value while the
statistical uncertainty returned from the unfolding procedure
is kept as low as possible. For all variables, the number of
iterations used lies between two and five. Systematic uncer-
tainties are propagated to the unfolded distributions by vary-
ing the detector-level distributions within the uncertainties
and repeating the unfolding procedure.

The normalised differential cross sections are obtained
by dividing the distributions by the integrated fiducial cross
sections, which are computed by adding up the contributions
from all bins. The evaluation of systematic uncertainties is
performed after the normalisation is done and it is on the same
prescriptions employed for the absolute differential measure-
ments.

9.3 Results of the differential measurements

The measured differential t t̄ Z cross sections unfolded to par-
ticle and parton levels for the pT of the reconstructed Z boson
are presented in Fig. 9.

The results are displayed in the seven pT bin ranges used
when performing the unfolding, with any additional contri-
butions beyond 400 GeV included in the uppermost bin. The
relative contributions from statistical and systematic uncer-
tainties in each bin are shown in the theory-to-data ratio pan-
els of the upper figures, where the net effect corresponds
to a sum in quadrature of the two. In the lower figures, the
same relative contributions are shown as well as a decom-
position of the systematic uncertainties into various cate-
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Fig. 12 Absolute differential t t̄ Z cross section measured at particle level as a function of Njets with pT > 25 GeV for a the trilepton and b the
tetralepton event selection. c, d Show the relative contributions from different categories of systematic uncertainties per bin

latter is equal to the number of bins (Nbins) in the case of
the absolute measurements and Nbins − 1 for the normalised
measurements.

The construction of the covariance matrix is based on the
approach described in Ref. [90], and it includes both the
statistical and systematic uncertainties. The latter include
detector-related uncertainties as well as those related to the
modelling of the signal and various background processes.
While all sources of uncertainty related to the measurements
are incorporated in the covariance matrix elements, uncer-
tainties in the theoretical predictions, themselves, are omit-
ted, and their impact is, therefore, not reflected in the quoted
χ2 and corresponding p values.

For a given variable, the elements of the covariance matrix,
Ci j , are evaluated using a bootstrap technique, whereby
150,000 Poisson-fluctuated distributions are produced, each

corresponding to a pre-unfolded distribution for a given
pseudo-experiment. For the detector-related uncertainties,
Gaussian-distributed shifts are added coherently to each of
the Poisson-fluctuated bin contents, with each shift corre-
sponding to a particular uncertainty source. The shifts are
applied as a multiplicative scale relative to the particular bin
content, and with the amount and direction of each shift dic-
tated by the corresponding uncertainty source.

Each of the varied distributions is subsequently unfolded
using the nominal acceptance and efficiency corrections,
as well as the nominal migration matrix – those derived
from the nominal MG5_aMC@NLO +Pythia8 signal sam-
ple. Gaussian-distributed shifts are then added coherently to
the post-unfolding distributions for each of the signal- and
background-modelling uncertainty sources. These shifts are
also determined and applied as relative variations for each
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approach described in Ref. [90], and it includes both the
statistical and systematic uncertainties. The latter include
detector-related uncertainties as well as those related to the
modelling of the signal and various background processes.
While all sources of uncertainty related to the measurements
are incorporated in the covariance matrix elements, uncer-
tainties in the theoretical predictions, themselves, are omit-
ted, and their impact is, therefore, not reflected in the quoted
χ2 and corresponding p values.

For a given variable, the elements of the covariance matrix,
Ci j , are evaluated using a bootstrap technique, whereby
150,000 Poisson-fluctuated distributions are produced, each

corresponding to a pre-unfolded distribution for a given
pseudo-experiment. For the detector-related uncertainties,
Gaussian-distributed shifts are added coherently to each of
the Poisson-fluctuated bin contents, with each shift corre-
sponding to a particular uncertainty source. The shifts are
applied as a multiplicative scale relative to the particular bin
content, and with the amount and direction of each shift dic-
tated by the corresponding uncertainty source.

Each of the varied distributions is subsequently unfolded
using the nominal acceptance and efficiency corrections,
as well as the nominal migration matrix – those derived
from the nominal MG5_aMC@NLO +Pythia8 signal sam-
ple. Gaussian-distributed shifts are then added coherently to
the post-unfolding distributions for each of the signal- and
background-modelling uncertainty sources. These shifts are
also determined and applied as relative variations for each
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Measurement of  and  with ATLAStt̄γ tWγ

• Production of  sensitive to -coupling


‣ Differential cross sections sensitive to BSM effects via 
anomalous top quark dipole moment


• Full fixed-order calculation with non-resonant 
diagrams and interference


‣ Measure jointly  and non-resonant 


• Select events in eµ channel with hard photon, fit to 
ST = sum of all transverse momenta 


• Measured and theoretical fiducial cross section:


‣  =  39.6 ± 0.8 (stat)  (syst) fb


‣  =  38.50 ±  (scale)  (PDF) fb 
(1803.09916, 1809.08562)

tt̄γ tγ

tt̄γ tWγ

σ fid(tt̄γ → eμ) +2.6
−2.2

σ fid
NLO

+0.56
−2.18

+1.04
−1.18
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Figure 1: Example Feynman diagrams at leading order for tt̄� (left) and tW� production (right) in the eµ channel.
The top-quark mass resonances are marked with double-lined arrows, while W bosons are marked in red.

2 ATLAS detector

ATLAS [12–14] is a multipurpose detector with a forward–backward symmetric cylindrical geometry with
respect to the LHC beam axis.1 The innermost layers consist of tracking detectors in the pseudorapidity
range |⌘ | < 2.5. This inner detector (ID) is surrounded by a thin superconducting solenoid that provides a
2 T axial magnetic field. It is enclosed by the electromagnetic and hadronic calorimeters, which cover
|⌘ | < 4.9. The outermost layers of ATLAS consist of an external muon spectrometer within |⌘ | < 2.7,
incorporating three large toroidal magnetic assemblies with eight coils each. The field integral of the
toroids ranges between 2.0 and 6.0 Tm for most of the acceptance. The muon spectrometer includes
precision tracking chambers and fast detectors for triggering. A two-level trigger system [15] reduces the
recorded event rate to an average of 1 kHz.

3 Signal and background modelling

The estimation of signal and background contributions relies on the modelling of these processes with
simulated events produced with Monte Carlo (MC) event generators. The response of the ATLAS
detector was simulated [16] with G����4 [17]. For some of the estimates of modelling uncertainties,
the fast-simulation package A��F���-II was used instead of the full detector simulation. Additional
pp interactions (pile-up) were generated with P����� 8 [18, 19] using a set of tuned parameters called
the A3 tune [20] and the NNPDF2.3LO parton distribution function (PDF) set [21]. Corrections to the
pile-up profile, selection e�ciencies, energy scales and resolutions derived from dedicated data samples
are applied to the MC simulation to improve agreement with data.

This analysis uses both inclusive samples, in which processes were generated at matrix-element (ME) level
without explicitly including a photon in the final state, and dedicated samples for certain processes, where
photons were included in the ME-level generation step. Dedicated samples with a photon in the ME were
generated for the tt̄� and tW� final states, as well as for V� processes with additional jets. Here, V denotes
either a W or a Z boson. Although no photons were generated at ME level in the inclusive samples, initial-
and final-state radiation of photons is accounted for by the showering algorithm. Combining inclusive

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards.
Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The pseudorapidity
is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Angular distance is measured in units of �R ⌘

p
(�⌘)2 + (��)2.

3

Table 2: Illustrative summary of the systematic uncertainties on the fiducial inclusive cross-section measurement
grouped into di�erent categories and their relative impact on the measurement (symmetrised). The categories
‘tt̄�/tW� modelling’ and ‘Background modelling’ include all corresponding systematic uncertainties described in
Section 6.2. The ‘tW� parton definition’ uncertainty is listed separately since it does not enter the profile likelihood
fit directly as described in Section 6.3. The category ‘Photons’ corresponds to the uncertainties related to photon
identification and isolation as well as photon energy scale and resolution. ‘Jets’ includes the total uncertainty from
the JES, JER and JVT discriminant, while the b-tagging-related uncertainties are given in a separate category
(‘Flavour-tagging’). The category ‘Leptons’ represents the uncertainties related to lepton identification, isolation and
energy/momentum calibration.

Category Uncertainty

tt̄�/tW� modelling 3.8%
Background modelling 2.1%
Photons 1.9%
Luminosity 1.8%
Jets 1.6%
Pile-up 1.3%
Leptons 1.1%
Flavour-tagging 1.1%
MC statistics 0.4%
Soft term Emiss

T 0.2%

tW� parton definition 2.8%

Total syst. 6.3%
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Figure 6: Post-fit distribution of the ST variable. The uncertainty band represents the post-fit uncertainties. Underflow
and overflow events are included in the first and last bins of the distribution, respectively. The lower part of the plot
shows the ratio of the data to the prediction.
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‣ OS eµ, both pT > 25 GeV; Mll >15 GeV  
‣ ≥ 2 jets,  ≥1 b-tagged with 85% efficiency WP 
‣ Exactly 1 photon with pT > 20 GeV

tt̄γ tWγ

https://arxiv.org/abs/1803.09916v3
https://arxiv.org/abs/1809.08562
https://link.springer.com/article/10.1007/JHEP09(2020)049
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Measurement of  and  with ATLAStt̄γ tWγ

• Unfolded to parton level, compare to fixed-
order NLO theory and LO+PS MC simulation


‣ Photon pT and rapidity; angular separation of 
leptons and between photon and nearest lepton


• Theory in good agreement with data, mostly 
good agreement with MC


• LO+PS MC simulation unable to fully describe 
angular observables , 


• Largest systematic uncertainties from signal 
and background modeling, fully reliant on MC

Δϕ(ll) ΔR(γl)min
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Figure 8: Normalised di�erential cross-section measured in the fiducial phase space as a function of the photon pT,
photon |⌘ |, �R(�, `)min, ��(`, `), and |�⌘(`, `)| (from left to right and top to bottom). Data are compared with the
NLO calculation provided by the authors of Refs. [10, 11] and the M��G����5_aMC@NLO simulation interfaced
with P����� 8 and H����� 7. The uncertainty in the calculation corresponds to the total scale and PDF uncertainties.
The PDF uncertainty is rescaled to the 68% CL. The lower parts of each plot show the ratio of the prediction to the
data and the ratio of the NLO calculation to the MC simulations.
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Figure 7: Absolute di�erential cross-section measured in the fiducial phase space as a function of the photon pT,
photon |⌘ |, �R(�, `)min, ��(`, `), and |�⌘(`, `)| (from left to right and top to bottom). Data are compared with the
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• Presented latest results from ATLAS Experiment on precision tests of Standard Model 


‣ Search for FCNC provide most stringent limits to date on  FCNC decays


‣ Measurement of  exceed precision of LEP and resolves tension in  measurement with SM


• Presented latest measurements of associated top production measured by ATLAS


‣ Measurement of  in 1L/OS channels; combined with multi-lepton channels, observe 4.7  significance


‣ First measurement of  differential cross section at using full LHC Run II dataset in observables 
sensitive to BSM physics affecting tZ coupling


‣ Perform differential cross section measurement of ; compare with first ever full calculation of  
in association with a hard photon including non-resonant/off-shell effects at NLO QCD

t → Zq

R(τ/μ) R(τ/μ)

tt̄tt̄ σ

tt̄Z

tt̄γ + tWγ tt̄
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Summary

Thank you for your attention!
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