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CP violation in SM
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Spurions
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CKM  matrix 
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CKM matrix originates from Yukawa couplings, 

so as weak CP violation.  
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CP violation in SM

4 R.D. Peccei
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where

Seff [A] = SQCD[A] + θ
g2

32π2

∫

d4xFµν
a F̃aµν . (16)

The resolution of U(1)A problem, by recognizing the complicated nature of
the QCD’s vacuum, effectively adds and extra term to the QCD Lagrangian:

Lθ = θ
g2

32π2
Fµν

a F̃aµν . (17)

This term violates Parity and Time reversal invariance, but conserves Charge
conjugation invariance, so it violates CP. The existing strong bound on the
neutron electric dipole moment [7] |dn| < 3 × 10−26 ecm requires the angle θ
to be very small [dn # eθmq/M2

N implies [8, 9] θ < 10−9]. Why should this
be so is known as the strong CP problem.

This problem is actually worse if one considers the effect of chiral trans-
formations on the θ-vacuum. Chiral transformations, because of the anomaly,
actually can change the θ-vacuum [10]:

eiαQ5 |θ >= |θ + α > . (18)

If, besides QCD, one includes the weak interactions, the quark mass matrix
is in general complex:

LMass = q̄iRMijqjL + h.c. (19)

To go to a physical basis one must diagonalize this mass matrix and when one
does so, in general, one performs a chiral transformation which changes θ by
Arg DetM . So, in the total theory, the coefficient of the FF̃ term is

θ̄ = θ + Arg detM (20)

The strong CP problem is why is this θ̄ angle, coming from the strong and
weak interactions, so small?

2 Approaches to the Strong CP Problem

There are three possible ”solutions” to the strong CP Problem:
i. Unconventional dynamics
ii. Spontaneously broken CP
iii. An additional chiral symmetry
However, in my opinion, only the third of these is a viable solution. Of course,
it might be possible that, as a result of some anthropic reasons θ̄ just turns out
to be of O(10−10) but I doubt it, as a Universe where CP is violated strongly
seems as viable as one where it is not. [11]

2 R.D. Peccei

[1] dubbed this the U(1)A problem and suggested that, somehow, there was
no U(1)A symmetry in the strong interactions.

The resolution of the U(1)A problem came through the realization by
’t Hooft [2] that the QCD vacuum has a more complicated structure. The
more complex nature of the QCD vacuum, in effect, makes U(1)A not a true
symmetry of QCD, even though it is an apparent symmetry of the QCD
Lagrangian in the limit of vanishing quark masses. However, associated with
this more complicated QCD vacuum there is a phase parameter θ and only
if this parameter is very small is CP not very badly broken in the strong
interactions. So the solution of the U(1)A problem begets a different problem:
why is CP not badly broken in QCD? This is known as the strong CP problem.

A possible resolution of the U(1)A problem seems to be provided by the
chiral anomaly for axial currents. [3] The divergence of the axial current
Jµ

5 associated with U(1)A gets quantum corrections from the triangle graph
which connects it to two gluon fields with quarks going around the loop. This
anomaly gives a non-zero divergence for Jµ

5
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dσµKµ = 0 and U(1)A appears to be a symmetry again. What ’t
Hooft [2] showed, however, is that the correct boundary condition to use is
that Aµ

a should be a pure gauge field at spatial infinity (i.e. either Aµ
a = 0, or a

gauge transformation of 0). It turns out that, with these boundary conditions
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Chiral rotation

R.  D. Peccei, hep-ph/0607269
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Stong CP phase relates to Yukawa coupling.
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CP violation in beyond SM
• In new physics beyond SM, a CP-violating Higgs is common.

e.g. Two-Higgs-Doublet Model, MSSM Model

i228 T. D. LEE

X, and/or X,&0. (8)
As we shall see, the spontaneous T violation can
be induced by imposing

D&0.
In addition, in order for V(P) to have a lower
bound, we require

E2
A. ——&0

8D

V(y) = ~-, y,'y, -X,y,'y, +A(y,'y, )'

+B(y,'4, )'+C (y,'4, )(4,'4, )
+ ,'[(Q-, Q, )(DP, P,+EP, P, +FP, Q, ) +H.c.],

(i)
where the eight constants A.„A.„A, . . . , E are all
real so that T invariance holds.
In the spirit of renormalization, the renormal-

ized values of these constants can be arbitrarily
assigned. Following the standard treatment of
spontaneous symmetry-breaking mechanism for
the gauge group, ' we assume

and

y, = 2 "'(p, +Zt, +iZ, ),
(12)

where p» p„and &are, as before, c-numbers,
but R» R„ I» andI, are Hermitian fields. If the
coupling constant f between the gauge field B„adn
p„p, were zero, then the Goldstone theorem
would apply and there should be one normal mode,
called the Goldstone boson G, that has a zero
mass. It can be easily verified that in the tree ap-
proximation G is given by

G =(P,'+P.') "'(P, , +P. .)
(This can also be established by using the geomet-
rical considerations given below. ) The remaining
three normal modes, which will be referred to as
t„ t„and t„are linear combinations of the fields

Lagrangian ensures that both solutions exist, and
that they transform into each other under T.
The normal modes of this system can be derived

by expanding the operators P, and P, around their
vacuum expectation values. We write

y, = 2-"'(p, +zt, +i z, )e"

g2—&0
8D z=(pg +PQ ) (Pgzg Plzg)

This linear relation may be written as
(14)

A. — B— ~ C-D— (10) (t, )
E2

As usual, all the above conditions refer to the re-
normalized constants.
Let us first locate the minimum of the function

V(P) in its c-number form. In the tree approxi-
mation, this minimum determines the vacuum ex-
pectation values of Q, and Q~:

( y ) -2 &~&p e&~

and

( p.)„.=2 '"p. .
Because of (8) the minimum is not at the origin,
and because of the gauge invariance of the Lagran-
gian we can always transform one of the vacuum
expectation values, say ( p, )„„,to be real and not
negative. It is straightforward to obtain the neces-
sary and sufficient condition for both p, &0 and p,
&0. [See Appendix A for further details. ] Similar-
ly, one can readily verify that because of (9)

cos8 = -(4Dp, p, ) '(Ep, '+Fp, '),
in which the constants are chosen to satisfy -1
& cos 8&1. Equation (11)has two solutions: 8 and
-8. By using (3), one sees that either solution is
not invariant under T, and therefore one has a
spontaneous T violation. The T invariance of the

where U is a (3x 3) real orthogonal matrix.
As already mentioned in the Introduction, the

description of the system can be characterized by
a triangular molecule. For example, Fig. 1 gives
a schematic picture of such a triangular molecule
where the two sides are p, and p» respectively,
and the angle in between is 0. In the plane of the
triangle, a triangular molecule also has three
normal modes of vibration, each of which is a lin-
ear combination of the displacements 6p, =R» 5p2
=R2 and 5 8 = py Iy p2 I i.e.,

(p 2 +p 2)1/2
68= ' ' I

P,P2
(as illustrated in Fig. 1). Under the gauge trans-
formation e', the entire triangle rotates an angle
a. Thus, the Goldstone boson G corresponds sim-
ply to the rotational degree of freedom of the tri-
angle; this then leads to Eq. (13).
The configuration and vibration of a triangular

Spontaneous CP violation

T.D. Lee, PRD8,1226
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Baryogenesis
• Matter-antimatter asymmetry. 

研究动机

• 惌子数不对䣯性
• 宇宙学壁㱊坧㔍漓𝜂 ≡ 𝑛ಳ−𝑛ഥಳ

𝑛𝛾
~10−10

• 㖳㲧导僳初始惌子数不对䣯性在㖳㲧后可忽䑤
• 动力学产䐞㘹制(Sakaharov 1967): 㷠岲三个㙠件
惌子数䜳坏、C和CP䜳坏以及倰䢺㿬平坠

• 㜆准㤠型CP䜳坏不岲以壢惉
• 㜆准㤠型CP䜳坏

• 䇫䧊参数

• 幺㩢性

18-9-(3*2-1)=4 𝜃12, 𝜃23, 𝜃13, 𝛿
M. Kobayashi, T. Maskawa, 
Prog.Theor.Phys. 49 (1973) 652

• Sakharov’s conditions: 
1. Baryon number violation.
2. C and CP violation.
3. Interactions out of thermal equilibrium. 

eL
− CP← →⎯ eR

+

26 2 Electroweak Baryogenesis

2.3.1 The Standard Model EWBG

EWBG in the SM cannot function due to the following two reasons:

1. Electroweak phase transition becomes crossover for mh > 73 GeV,10

2. The CP violation in the SM is too small to generate the observed BAU.

The first reason is the strongest one that the SM fails in EWBG. Lattice calculations
show that the region for mh > 73 GeV corresponds to crossover [37–41], whereas
the discovered Higgs has 125 GeV mass. And, one another problem is that the CP
violation in the SM is too small to produce the observed BAU [42–45].11 Employing
naive dimensional analysis, one can estimate the size of CP violation through the
Jarlskog determinant

ACP = (m2
t − m2

c)(m
2
t − m2

u)(m
2
c − m2

u)(m
2
b − m2

s )(m
2
b − m2

d)(m
2
s − m2

d)J

(2.49)

with J = Im(VubVcbV
∗
ubV

∗
cd) # s12s23s13 sin δKM # 3 × 10−5. The dimensionless

CP phase δCP with TC ∼ 100 GeV is roughly given by

δCP ∼ ACP

T 12
C

∼ 10−20. (2.50)

The above value is obviously too small to explain nB/nγ ∼ 10−10. Then, our
present consensus is that the CP phase of the SM cannot create enough baryon
numbers, which leads to the demand of new physics beyond the SM for the
successful EWBG.

2.3.2 Physics Beyond the Standard Model

As a result of the drawbacks of the SM EWBG, the next possibility is new physics.
Since new physics generally brings new CP phase, the second problem can be easily
solved. However, such a new CP phase may induce the EDMs, so we should also
consider the experimental constraints. In other words, the EDM measurements can
examine the scenarios. Regarding the achievement of the first-order phase transition
with the correct Higgs mass, introduction of new boson helps to create a barrier
needed for the phase transition.

10Perturbative calculation shows smaller value of mh ! 42 GeV for the first-order phase transition
[1].
11To be exact, this is because the size of the CP violation in the SM depends on the structure of the
Cabibbo-Kobayashi-Maskawa matrix.
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The first reason is the strongest one that the SM fails in EWBG. Lattice calculations
show that the region for mh > 73 GeV corresponds to crossover [37–41], whereas
the discovered Higgs has 125 GeV mass. And, one another problem is that the CP
violation in the SM is too small to produce the observed BAU [42–45].11 Employing
naive dimensional analysis, one can estimate the size of CP violation through the
Jarlskog determinant

ACP = (m2
t − m2

c)(m
2
t − m2

u)(m
2
c − m2

u)(m
2
b − m2

s )(m
2
b − m2

d)(m
2
s − m2

d)J

(2.49)

with J = Im(VubVcbV
∗
ubV

∗
cd) # s12s23s13 sin δKM # 3 × 10−5. The dimensionless

CP phase δCP with TC ∼ 100 GeV is roughly given by

δCP ∼ ACP

T 12
C

∼ 10−20. (2.50)

The above value is obviously too small to explain nB/nγ ∼ 10−10. Then, our
present consensus is that the CP phase of the SM cannot create enough baryon
numbers, which leads to the demand of new physics beyond the SM for the
successful EWBG.

2.3.2 Physics Beyond the Standard Model

As a result of the drawbacks of the SM EWBG, the next possibility is new physics.
Since new physics generally brings new CP phase, the second problem can be easily
solved. However, such a new CP phase may induce the EDMs, so we should also
consider the experimental constraints. In other words, the EDM measurements can
examine the scenarios. Regarding the achievement of the first-order phase transition
with the correct Higgs mass, introduction of new boson helps to create a barrier
needed for the phase transition.

10Perturbative calculation shows smaller value of mh ! 42 GeV for the first-order phase transition
[1].
11To be exact, this is because the size of the CP violation in the SM depends on the structure of the
Cabibbo-Kobayashi-Maskawa matrix.

Needs new CP violation source.
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Model independent ways
• Standard Model Effective Field Theory (SMEFT).


• On-shell scattering amplitude.
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2.3 Loop induced decays into γγ, γZ and gg

Since gluons and photons are massless particles, they do not couple to the Higgs boson

directly. Nevertheless, the Hgg and Hγγ vertices, as well as the HZγ coupling, can be

generated at the quantum level with loops involving massive [and colored or charged] particles

which couple to the Higgs boson. The Hγγ and HZγ couplings are mediated by W boson and

charged fermions loops, while the Hgg coupling is mediated only by quark loops; Fig. 2.14.

For fermions, only the heavy top quark and, to a lesser extent, the bottom quark contribute

substantially for Higgs boson masses MH >∼ 100 GeV.

a)

•H
W

γ(Z)

γ

• F
H

γ(Z)

γ

+

•H
Q

g

g

b)

Figure 2.14: Loop induced Higgs boson decays into a) two photons (Zγ) and b) two gluons.

For masses much larger than the Higgs boson mass, these virtual particles do not decouple

since their couplings to the Higgs boson grow with the masses, thus compensating the loop

mass suppression. These decays are thus extremely interesting since their strength is sensitive

to scales far beyond the Higgs boson mass and can be used as a possible probe for new charged

and/or colored particles whose masses are generated by the Higgs mechanism and which are

too heavy to be produced directly.

Unfortunately, because of the suppression by the additional electroweak or strong cou-

pling constants, these loop decays are important only for Higgs masses below ∼ 130 GeV

when the total Higgs decay width is rather small. However, these partial widths will be

very important when we will discuss the Higgs production at hadron and photon colliders,

where the cross sections will be directly proportional to, respectively, the gluonic and pho-

tonic partial decay widths. Since the entire Higgs boson mass range can be probed in these

production processes, we will also discuss the amplitudes for heavy Higgs bosons.

In this section, we first analyze the decays widths both at leading order (LO) and then

including the next–to–leading order (NLO) QCD corrections. The discussion of the LO

electroweak corrections and the higher–order QCD corrections will be postponed to the next

section.
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FIG. 1: Feynman diagrams of H ! ��,H ! V � ! ``� and H ! V V ! 2`2`0 from left to

right. Each HV V vertex is dotted as an e↵ective coupling.

In calculation we adopt the conventions in [36, 37]:

hiji = u�(pi)u+(pj), [ij] = u+(pi)u�(pj),

hiji[ji] = 2pi · pj, sij = (pi + pj)
2
,

✏
±
µ
(pi, q) = ±

hq
⌥
|�µ|p

⌥
i
i

p
2hq⌥|p±

i
i
, (6)

where pi are momentum of external legs, q is the reference momentum, ✏
±(pi, q) is for

outgoing photons. The results are:

• For process H ! ��,

M(2+
�
, 3+

�
) =

2cS
��

v
e
i⇠[23]2 ,

M(2�
�
, 3�

�
) =

2cS
��

v
e
�i⇠

h23i2 ,

M(2+
�
, 3�

�
) = 0 ,

M(2�
�
, 3+

�
) = 0 , (7)

where we use M(2h2
�
, 3h3

�
) to represent M(1h1

H
, 2h2

�
, 3h3

�
) since h1 is a trivial zero for all

cases, his are helicities of external legs with momentum outgoing. The results show

that the helicities of two photons should keep same sign because the spin of Higgs is

zero and total angular momenta conserves.

5

No fields, Lagrangian, Feynman rules. 
Basic block is particle state. 

This talk focus on analytical structures of BSM amplitudes, 

more relative research about  CP-violating Higgs phenomenology 
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where � is a doublet representation under the SU(2)L group and the aforementioned

Higgs field H is one of its four components; Dµ = @µ � igW
I

µ
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I
� ig

0
Y Bµ, where g and g
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are coupling constants, T I = ⌧
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/2, where ⌧
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After spontaneous symmetry breaking, we get HV V e↵ective interactions,

L
int = �

cV V

v
HV

µ⌫
Vµ⌫ �

c̃V V

v
HV

µ⌫
Ṽµ⌫ , (3)

where v = 246 GeV is the electroweak vacuum expectation value, cV V , c̃V V are complex

numbers that originate from Wilson loop coe�cients and energy scale ⇤, V represents vector

boson. A detailed formula between cV V , c̃V V and Wilson loop coe�cients C6
k
could be found

in Ref. [33]. Suppose that cV V and c̃V V have equal phases, we define a CP violation phase

⇠ ⌘ tan�1(c̃V V /cV V ) , (4)

where ⇠ = 0 (⇡2 ) represents a pure CP -even (-odd) HV V vertex. If we assume other Higgs

vertices are SM-like, ⇠ 6= 0 means CP violation and ⇠ = ⇡

2 corresponds to maximal CP

violation. In next section we will see that in exponential form of amplitude ⇠ appears as

a phase, which changes sign under CP transformation. That is why we name it as CP

violation phase. Meanwhile, we define

c
S

V V
=

q
c
2
V V

+ c̃
2
V V

, (5)

which is proportional to signal strength in collider experiment.

B. Helicity amplitudes

Feynman diagrams with e↵ective HV V couplings are shown in Fig. 1.
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In calculation we adopt the conventions in [36, 37]:

hiji = u�(pi)u+(pj), [ij] = u+(pi)u�(pj),

hiji[ji] = 2pi · pj, sij = (pi + pj)
2
,

✏
±
µ
(pi, q) = ±

hq
⌥
|�µ|p

⌥
i
i

p
2hq⌥|p±

i
i
, (6)

where pi are momentum of external legs, q is the reference momentum, ✏
±(pi, q) is for

outgoing photons. The results are:

• For process H ! ��,
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) to represent M(1h1
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, 3h3
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) since h1 is a trivial zero for all

cases, his are helicities of external legs with momentum outgoing. The results show

that the helicities of two photons should keep same sign because the spin of Higgs is

zero and total angular momenta conserves.
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+
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�
) = f
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�
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�
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i⇠
h23i[24]2,
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`� , 3

�
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, 4�

�
) = f
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2cS
�V
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e
�i⇠[23]h34i2, (8)

where s34 = (p3 + p4)2, f
�
V
(s) =

p
2elV PV (s) and f

+
V
(s) = �

p
2erV PV (s), PV (s) =

1
s�M

2
V
, lV and rV are the left-hand and right-hand couplings of vector boson to leptons.
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+
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`0� , 5
+
`0+) = f

�
V
(s23)f

�
V
(s45)⇥
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+
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�, but when it represents �Z or
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+
W

�, the original Lagrangian in Eq. (3) should be scaled by a factor of 2 on the
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III. DECOMPOSITION OF AMPLITUDES

A. Proof

Amplitudes in Eq.s (7)(8)(9) have similar structures. In H ! �� and H ! �2` processes,

there is one term for each helicity amplitude, CP violation phase shows as a global phase.

However, in H ! 4` process, two terms appear and CP violation phases have reverse signs.

To explore how amplitudes change when external legs increase, we get this decomposition

relation.
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ij
u (q̄i H̃)uj + �

ij
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i ! U

ij
q q

j
, u

i ! U
ij
u u

j
, d

i ! U
ij
d d

j
, l

i ! U
ij
l l

j
, e

i ! U
ij
e e

j
, (2)

Yu ! Uq Yu U
†
u , Yd ! Uq Yd U

†
d , Ye ! Ul Ye U

†
e , (3)

such that the Yukawa Lagrangian becomes

LYukawa = Y
ij
d (q̄iH)dj + Y

ij
u (q̄i H̃)uj + Y

ij
e (l̄iH)ej + h.c. . (4)
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ij
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ij
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ij
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u .
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(6)

1

CP-odd observables could be constructed when four external particles. 
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FIG. 1: Feynman diagrams of H ! ��,H ! V � ! ``� and H ! V V ! 2`2`0 from left to

right. Each HV V vertex is dotted as an e↵ective coupling.

In calculation we adopt the conventions in [36, 37]:

hiji = u�(pi)u+(pj), [ij] = u+(pi)u�(pj),

hiji[ji] = 2pi · pj, sij = (pi + pj)
2
,

✏
±
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⌥
|�µ|p

⌥
i
i

p
2hq⌥|p±

i
i
, (6)

where pi are momentum of external legs, q is the reference momentum, ✏
±(pi, q) is for

outgoing photons. The results are:
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) = 0 ,
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, 3+

�
) = 0 , (7)

where we use M(2h2
�
, 3h3

�
) to represent M(1h1

H
, 2h2

�
, 3h3

�
) since h1 is a trivial zero for all

cases, his are helicities of external legs with momentum outgoing. The results show

that the helicities of two photons should keep same sign because the spin of Higgs is

zero and total angular momenta conserves.
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there is one term for each helicity amplitude, CP violation phase shows as a global phase.

However, in H ! 4` process, two terms appear and CP violation phases have reverse signs.
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What is the principle?

What is the relations? 
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It is based on two key points. One point is the BSM HV V vertex from (3) is bilinear to

the momenta of vector bosons, which is

�µ⌫(k, k0) = �i
4

v
[cV V (k⌫

k
0µ
� k · k

0
g
µ⌫) + c̃V V ✏

µ⌫⇢�
k⇢k

0
�
] , (10)

where k, k0 are the momenta of the two vector bosons. So when k = p2 + p3 or k0 = p4 + p5,

or both, where pis are momentum of external legs, we have

�µ⌫(k, k0)

= �µ⌫(p2 + p3, k
0) = �µ⌫(p2, k

0) + �µ⌫(p3, k
0) (11)

= �µ⌫(p2 + p3, p4 + p5) = �µ⌫(p2, p4) + �µ⌫(p2, p5) + �µ⌫(p3, p4) + �µ⌫(p3, p5). (12)

The other point is the current Jµ of V ! `
+
`
� in Fig. ?? has a same form as a polarization

vector of photon (see Eq. (6)) except for an extra number,

J
±
µ
(s23) =

f
⌥
V
(s23)
p
2

h2⌥|�µ|3
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i (13)
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⌥
V
(s23)h2

⌥
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µ
(3, 2) (14)

= ±f
⌥
V
(s23)h2

±
|3⌥i✏⌥

µ
(2, 3), (15)

where ✏
±
µ
(3, 2) could be considered as a polarization vector of photon with external mo-

mentum of p3 and p2 is the chosen reference momentum; similarly, ✏±
µ
(2, 3) represents a pho-

ton with external momentum of p2 and reference momentum of p3. Jµ is a gauge-dependent

quantity. As we ignore the mass of leptons, it could be considered as a gauge-independent

quantity in our proof.
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µ

FIG. 2: The current Jµ of V ! `
�
`
+.
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)), (16)
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(2, 3) represents a pho-
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quantity. As we ignore the mass of leptons, it could be considered as a gauge-independent
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In Warsaw basis [21], they are

O
6
�D

= (�†
D

µ�)⇤(�†
D

µ�),

O
6
�W

= �†�W I

µ⌫
W

Iµ⌫
, O

6
�B

= �†�Bµ⌫B
µ⌫
, O

6
�WB

= �†
⌧
I�W I

µ⌫
B

µ⌫
,

O
6
�W̃

= �†�W̃ I

µ⌫
W

Iµ⌫
, O

6
�B̃

= �†�B̃µ⌫B
µ⌫
, O

6
�W̃B

= �†
⌧
I�W̃ I

µ⌫
B

µ⌫
, (2)

where � is a doublet representation under the SU(2)L group and the aforementioned

Higgs field H is one of its four components; Dµ = @µ � igW
I

µ
T

I
� ig

0
Y Bµ, where g and g

0

are coupling constants, T I = ⌧
I
/2, where ⌧

I are Pauli matrices, Y is the U(1)Y generator;

W
I

µ⌫
= @µW

I

⌫
� @⌫W

I

µ
� g✏

IJK
W

J

µ
W

K

⌫
, Bµ⌫ = @µB⌫ � @⌫Bµ, X̃µ⌫ = 1

2✏µ⌫⇢�X
⇢�,

After spontaneous symmetry breaking, we get HV V e↵ective interactions,

L
int = �

cV V

v
HV

µ⌫
Vµ⌫ �

c̃V V

v
HV

µ⌫
Ṽµ⌫ , (3)

where v = 246 GeV is the electroweak vacuum expectation value, cV V , c̃V V are complex

numbers that originate from Wilson loop coe�cients and energy scale ⇤, V represents vector

boson. A detailed formula between cV V , c̃V V and Wilson loop coe�cients C6
k
could be found

in Ref. [33]. Suppose that cV V and c̃V V have equal phases, we define a CP violation phase

⇠ ⌘ tan�1(c̃V V /cV V ) , (4)

where ⇠ = 0 (⇡2 ) represents a pure CP -even (-odd) HV V vertex. If we assume other Higgs

vertices are SM-like, ⇠ 6= 0 means CP violation and ⇠ = ⇡

2 corresponds to maximal CP

violation. In next section we will see that in exponential form of amplitude ⇠ appears as

a phase, which changes sign under CP transformation. That is why we name it as CP

violation phase. Meanwhile, we define

c
S

V V
=

q
c
2
V V

+ c̃
2
V V

, (5)

which is proportional to signal strength in collider experiment.

B. Helicity amplitudes

Feynman diagrams with e↵ective HV V couplings are shown in Fig. 1.

4

H

�(p2, h2)

�(p3, h3)

V

H

`
�(p2, h2)

`
+(p3, h3)

�(p4, h4)

V

V
H

`
�(p2, h2)

`
+(p3, h3)

`
0�(p4, h4)

`
0+(p5, h5)

FIG. 1: Feynman diagrams of H ! ��,H ! V � ! ``� and H ! V V ! 2`2`0 from left to

right. Each HV V vertex is dotted as an e↵ective coupling.

In calculation we adopt the conventions in [36, 37]:

hiji = u�(pi)u+(pj), [ij] = u+(pi)u�(pj),

hiji[ji] = 2pi · pj, sij = (pi + pj)
2
,

✏
±
µ
(pi, q) = ±

hq
⌥
|�µ|p

⌥
i
i

p
2hq⌥|p±

i
i
, (6)

where pi are momentum of external legs, q is the reference momentum, ✏
±(pi, q) is for

outgoing photons. The results are:

• For process H ! ��,

M(2+
�
, 3+

�
) =

2cS
��

v
e
i⇠[23]2 ,

M(2�
�
, 3�

�
) =

2cS
��

v
e
�i⇠

h23i2 ,

M(2+
�
, 3�

�
) = 0 ,

M(2�
�
, 3+

�
) = 0 , (7)

where we use M(2h2
�
, 3h3

�
) to represent M(1h1

H
, 2h2

�
, 3h3

�
) since h1 is a trivial zero for all

cases, his are helicities of external legs with momentum outgoing. The results show

that the helicities of two photons should keep same sign because the spin of Higgs is

zero and total angular momenta conserves.

5
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where k, k0 are the momenta of the two vector bosons. So when k = p2 + p3 or k0 = p4 + p5,

or both, where pis are momentum of external legs, we have
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where ✏
±
µ
(3, 2) could be considered as a polarization vector of photon with external mo-

mentum of p3 and p2 is the chosen reference momentum; similarly, ✏±
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(2, 3) represents a pho-

ton with external momentum of p2 and reference momentum of p3. Jµ is a gauge-dependent

quantity. As we ignore the mass of leptons, it could be considered as a gauge-independent

quantity in our proof.
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Based on these equations, we could decompose amplitudes of H ! V � ! ``� as
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where Eq. (15) is inserted for the first term and Eq. (14) for the second. In the last step, the

reference momenta of photons are di↵erent, which do not a↵ect the form of M(�, �) because

the vertex �µ⌫ fulfil Ward identity. The other helicity amplitudes of H ! V � ! ``� have

similar decomposition. A illustrating diagram for Eq. 16 is shown in Fig. . Each amplitude

of H ! V � ! ``� is composed of two amplitudes of H ! ��. It degenerate to one term

because of half amplitudes of H ! �� are equal to zero. So the CP violation phase keeps

as a global phase in H ! V � ! ``� process.
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FIG. 3: Decomposition of amplitudes of H ! V � ! ``�.

Next we prove decomposition relation is also suitable for process H ! V V ! 4`, that is

M(2�
`� , 3

+
`+
, 4�

`0� , 5
+
`0+)

= �i�µ⌫(p2 + p3, p4 + p5)J
+
µ
(s23)J

+
µ
(s45)

= f
l

V
(s23)f

l

V
(s45)⇥ (

� i�µ⌫(p2, p4)[23][45]✏
�(2, 3)✏�(4, 5)

� i�µ⌫(p2, p5)[23]h45i✏
�(2, 3)✏+(5, 4)

� i�µ⌫(p3, p4)h23i[45]✏
+(3, 2)✏�(4, 5)

� i�µ⌫(p3, p5)h23ih45i✏
+(3, 2)✏+(5, 4) ) (17)

= f
l

V
(s23)f

l

V
(s45)⇥ (

[23][45]M(2�
�
, 4�

�
) + [23]h45iM(2�

�
, 5+

�
)

+ h23i[45]M(3+
�
, 4�

�
) + h23ih45iM(3+

�
, 5+

�
) ), (18)

where in Eq. 17 one term ofH ! 4` decompose to four terms, in Eq. 18 four terms degenerate

to two terms since reverse-sign H ! �� amplitudes are zero. The illustrating diagrams are
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LYukawa = �
ij
d (q̄iH)dj + �

ij
u (q̄i H̃)uj + �

ij
e (l̄iH)ej + h.c. (1)

q
i ! U

ij
q q

j
, u

i ! U
ij
u u

j
, d

i ! U
ij
d d

j
, l

i ! U
ij
l l

j
, e

i ! U
ij
e e

j
, (2)

Yu ! Uq Yu U
†
u , Yd ! Uq Yd U

†
d , Ye ! Ul Ye U

†
e , (3)

such that the Yukawa Lagrangian becomes

LYukawa = Y
ij
d (q̄iH)dj + Y

ij
u (q̄i H̃)uj + Y

ij
e (l̄iH)ej + h.c. . (4)

hYdiij = y
ij
d / m

ij
d , hYeiij = y

ij
e / m

ij
e , hYuiij = (V †

yu)
ij / (V †)ikmkj

u .

(5)

u
i
L ! (V †)ikukL

M(2�`� , 3
+
`+ , 4

�
`0� , 5

+
`0+) = f

�
V (s23)f

�
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[35]2 + e

�i⇠[23][45]h24i2
⌘
,

M(2�`� , 3
+
`+ , 4

+
`0� , 5

�
`0+) = f

�
V (s23)f

+
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[34]2 + e

�i⇠[23][45]h25i2
⌘
,

M(2+`� , 3
�
`+ , 4

�
`0� , 5

+
`0+) = f

+
V (s23)f

�
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[25]2 + e

�i⇠[23][45]h34i2
⌘
,

M(2+`� , 3
�
`+ , 4

+
`0� , 5

�
`0+) = f

+
V (s23)f

+
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[24]2 + e

�i⇠[23][45]h35i2
⌘
,

(6)

M(2�`� , 3
+
`+ , 4

�
� ) = f

�
V (s23)⇥

2cS�V
v

e
�i⇠[23]h24i2 + 0, (7)

1
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where Eq. (15) is inserted for the first term and Eq. (14) for the second. In the last step, the

reference momenta of photons are di↵erent, which do not a↵ect the form of M(�, �) because

the vertex �µ⌫ fulfil Ward identity. The other helicity amplitudes of H ! V � ! ``� have

similar decomposition. A illustrating diagram for Eq. 16 is shown in Fig. . Each amplitude

of H ! V � ! ``� is composed of two amplitudes of H ! ��. It degenerate to one term

because of half amplitudes of H ! �� are equal to zero. So the CP violation phase keeps

as a global phase in H ! V � ! ``� process.
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FIG. 4: Decomposition of amplitudes of H ! V V ! 4`.

B. CP violation phase in amplitudes

From the decomposition relations, we see that the amplitudes of H ! �� are basis of

other amplitudes. SinceM(+,�) = M(�,+) = 0, the left basis areM(+,+) andM(�,�).

CP violation phase are reverse in the two bases. In H ! �� and H ! V �to``� processes,

the CP violation phase is a total phase in each amplitude, so generally speaking it is an

unobservable phase if don’t consider interference from background [31, 32]. In H ! 4`

process, two bases coexist in each amplitude, thus the CP violation phase appear as a

physical observable. Meanwhile, it means that the interference between CP -even term and

CP -odd term exists at di↵erential cross section level after squaring the amplitude. So the

interference could be probed through kinematic angles [30, 33–35]. An obvious e↵ect is a

shift of azimuthal angle caused by the interference between CP -even and CP -odd term [38].

IV. BSM AMPLITUDES FROM ON-SHELL APPROACH

In on-shell approach, the amplitude is not derived from Lagrangian and Feynman rules,

but instead it is constructed directly from on-shell particles and symmetries. So firstly

we introduce spinor variables for particles, secondly we show how amplitudes of H�� are

represented and fixed by symmetries, thirdly we get amplitudes of H�`` and H4` through

recursion relations.
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where V V could be ��, or ZZ, or �Z, or W
+
W

�, but when it represents �Z or

W
+
W

�, the original Lagrangian in Eq. (3) should be scaled by a factor of 2 on the

whole to make the formula consistent.

III. DECOMPOSITION OF AMPLITUDES

A. Proof

Amplitudes in Eq.s (7)(8)(9) have similar structures. In H ! �� and H ! �2` processes,

there is one term for each helicity amplitude, CP violation phase shows as a global phase.

However, in H ! 4` process, two terms appear and CP violation phases have reverse signs.

To explore how amplitudes change when external legs increase, we get this decomposition

relation.

6

=0

=0



Summary of decomposition relations

• The HVV vertex are bilinear to the momenta of vector 
bosons. (SMEFT dimension-6 operators)


• Leptons are assumed to be massless. The propagators  
are gauge-independent. 
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•Gauge redundancy
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A. Spinor variables

The right-handed and left-handed spinors in Eq. (6) have their two-component ver-

sions [36, 37]:

|i↵i ⌘ �i↵ ⌘ u+(pi) ⌘ |i
+
i, |i

↵̇] ⌘ �̃
↵̇

i
⌘ u�(pi) ⌘ |i

�
i,

hi
↵
| ⌘ �

↵

i
⌘ u�(pi) ⌘ hi

�
|, [i↵̇| ⌘ �̃i↵̇ ⌘ u+(pi) ⌘ hi

+
|, (19)

where the spinor indices can be raised or lowered by antisymmetric tensors ✏↵� and ✏↵� ,

�
↵ = ✏

↵�
��, �↵ = ✏↵��

�
. (20)

In this notation,

hiji ⌘ �
↵

i
�j↵, [ij] ⌘ �̃i↵̇�̃

↵̇

j
. (21)

An on-shell momentum of a massless particle is represented as

p↵↵̇ ⌘ pµ�
µ

↵↵̇
= �↵�̃↵̇. (22)

More details for conventions are listed in Appendix.

B. Amplitude of H��

The amplitude of H�� is a three point amplitude with a one massive and two massless

interaction as shown in Fig. 5.

(↵1↵2 · · ·↵2S)

h1

h2

M
h1h2{↵1↵2 · · ·↵2S}

FIG. 5: A one massive and two massless interaction. The subscript s represents spin of the

massive particle, h1, h2 are helicities of two massless particles.

However, as the massive particle H is a scalar with no spin, we don’t need to take care

about the spinors for massive particles, which makes the formula much simpler. A general

ansatz is [24, 39, 40]

M(2h2
�
, 3h3

�
) = e

i⇠
h2,h3 g

mh2+h3�1
[23]h2+h3 , (23)
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Weyl Spinors

Little Group Scaling:        
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�↵ ! t�↵, �̃↵̇ ! t�1�̃↵̇

Dimensional analysis 

38 Spinor helicity formalism

• Polarization vectors for spin-1 bosons: you can directly check (2.50) to see that under
little group scaling of |p〉 and |p], the polarization vectors ε

µ
±(p; q) scale as t−2h for

h = ±1. They are invariant under scaling of the reference spinor.

Thus, for an amplitude of massless particles10 only, we have the following powerful result.
Under little group scaling of each particle i = 1, 2, . . . , n, the on-shell amplitude transforms
homogeneously with weight −2hi , where hi is the helicity of particle i :

An
(
{|1〉, |1], h1}, . . . , {ti |i〉, t−1

i |i], hi }, . . .
)

= t−2hi
i An

(
. . . {|i〉, |i], hi } . . .

)
. (2.96)

As an example, consider the QED amplitude (2.56), A3( f − f̄ +γ −) = ẽ 〈13〉2

〈12〉 . For the neg-

ative helicity photon (particle 3) we get t2
3 = t−2(−1)

3 . Likewise, one confirms the scaling
(2.96) for the two fermions. In fact, all massless 3-particle amplitudes are completely fixed
by little group scaling! Let us now see how.

3-particle amplitudes
Recall that by 3-particle special kinematics, (2.58) and (2.59), an on-shell 3-point amplitude
with massless particles depends only on either angle or square brackets of the external
momenta. Let us suppose that it depends on angle brackets only. We can then write a
general Ansatz

A3
(
1h1 2h2 3h3

)
= c 〈12〉x12〈13〉x13〈23〉x23 , (2.97)

where c is some constant independent of the kinematics. Little group scaling (2.96) fixes

−2h1 = x12 + x13 , − 2h2 = x12 + x23 , − 2h3 = x13 + x23 . (2.98)

This system is readily solved to find x12 = h3 − h1 − h2 etc. so that

A3
(
1h1 2h2 3h3

)
= c 〈12〉h3−h1−h2〈13〉h2−h1−h3〈23〉h1−h2−h3 . (2.99)

This means that the helicity structure uniquely fixes the 3-particle amplitude up to an overall
constant! This may remind you of a closely related fact, namely that in a conformal field
theory, the 3-point correlation functions are determined uniquely (up to a multiplicative
constant) by the scaling dimensions of the operators.

We have already confirmed (2.99) for A3( f − f̄ +γ −). So let us do something different.
Consider a 3-gluon amplitude with two negative and one positive helicity gluons. By (2.99),
the kinematic structure is uniquely determined:

A3
(
g−

1 g−
2 g+

3

)
= g

〈12〉3

〈13〉〈23〉
. (2.100)

10 For a spin-2 graviton, the helicity ±2 states are encoded in polarizations that can be chosen as eµν
± = ε

µ
±εν

±;
this choice automatically makes the polarizations symmetric and traceless. For a spin-3/2 gravitino, the wave-
functions can be taken to be v±ε

µ
±. It follows from these external line rules that gravitons and gravitinos also

obey the scaling t−2h under little group scaling.

1308.1697, H. Elvang, Y.T. Huang
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Massless three-particle amplitude
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3 Bootstrapping Amplitudes 12

A(1+2+ · · ·n+). First, note that every term in the Feynman diagram expan-
sion appears with at least one factor of e+i e

+
j . This is because the amplitude

has mass dimension 4−n and at most n−3 propagators. Thus, the numerator
of every Feynman diagram has n− 2 powers of momenta or fewer, implying
that at least two polarization vectors are contracted via e+i e

+
j . However, by

choosing the same reference spinor, η, for all polarizations, we set e+i e
+
j = 0,

establishing that A(1+2+ · · ·n+) = 0. A similar argument applies to the all
but one plus helicity gluon amplitude, A(1−2+ · · ·n+). Again, every term
enters with at least one factor of e+i e

+
j , so choosing η = λ1 for every reference

sets e+i e
+
j = e−1 e

+
i = 0 so A(1−2+ · · ·n+) = 0 as well. Without even do-

ing a calculation, we have proven that the leading nontrivial tree-level gluon
scattering amplitudes is MHV.

3 Bootstrapping Amplitudes

The goal of this section is to systematically enumerate all possible Lorentz
invariant interactions among massless particles in four dimensions. In accor-
dance with our stated philosophy these results will be derived without refer-
ence to an action. This concept of an “amplitudes bootstrap” closely follows
the seminal work of Benincasa and Cachazo [25], though similar treatments
can be found in the existing review literature [26, 27].

3.1 Three-Particle Amplitudes

The leading nontrivial contribution to the S-matrix is the three-particle am-
plitude. According to momentum conservation,

p1 + p2 + p3 = 0 ⇒
(p1 + p2)2 = 〈12〉[12] = p23 = 0
(p2 + p3)2 = 〈23〉[23] = p21 = 0
(p3 + p1)2 = 〈31〉[31] = p22 = 0

(3.1)

From the top line, we deduce that if 〈12〉 %= 0, then [12] = 0. Furthermore,
〈12〉[23] = −〈11〉[13] − 〈13〉[33] = 0, so [23] = 0. Repeating this procedure
cyclically, we find that [12] = [23] = [31] = 0. If, on the other hand, we
assume [12] %= 0, then 〈12〉 = 〈23〉 = 〈31〉 = 0. In summary, the three-
particle amplitude only has support on two possible kinematic configurations:
holomorphic, corresponding to all vanishing square brackets,

[12] = [23] = [31] = 0 ⇒ λ̃1 ∝ λ̃2 ∝ λ̃3, (3.2)
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and anti-holomorphic, corresponding to all vanishing angle brackets,

〈12〉 = 〈23〉 = 〈31〉 = 0 ⇒ λ1 ∝ λ2 ∝ λ3. (3.3)

Both kinematic configurations imply that p1p2 = p2p3 = p3p1 = 0 and require
complex momenta so that λi and λ̃i are independent variables.

Without loss of generality, the three-particle amplitude in the holomor-
phic kinematic configuration takes the form

A(1h12h23h3) = 〈12〉n3〈23〉n1〈31〉n2. (3.4)

Imposing the criterion of little group covariance in Eq. (2.19), we solve for
the exponents ni in terms of the helicities hi of the external particles,

−2h1 = n2 + n3

−2h2 = n3 + n1

−2h3 = n1 + n2

⇒
n1 = h1 − h2 − h3

n2 = h2 − h3 − h1

n3 = h3 − h1 − h2

(3.5)

Note that the exponents are integers because all helicities hi are integers or
half-integers and fermions always appear in pairs.

The mass dimension of the three-particle amplitude cannot be negative,
as this would require nonlocality due to inverse powers of derivatives in the
three-particle vertex. Hence, the assumption of locality implies that the
three-particle amplitude has nonnegative mass dimension, so

[A(1h12h23h3)] = n1 + n2 + n3 = −(h1 + h2 + h3) = −h ≥ 0, (3.6)

where [. . .] denotes the mass dimension accumulated by powers of momenta,
ignoring the intrinsic dimensionality of coupling constants. From Eq. (3.6)
we see that holomorphic kinematics applies for h ≤ 0 while anti-holomorphic
kinematics applies for h ≥ 0. In summary, we have derived a general formula
for the three-particle amplitude of massless particles in four dimensions,

A(1h12h23h3) =

{

〈12〉h3−h1−h2〈23〉h1−h2−h3〈31〉h2−h3−h1 , h ≤ 0
[12]h1+h2−h3[23]h2+h3−h1[31]h3+h1−h2 , h ≥ 0

(3.7)

which like the tuxedo t-shirt is both practical and elegant.
Since this formula was derived purely from symmetry and dimensional

analysis, it holds nonperturbatively. For example, loops which would naively
generate logarithms or more complicated functional objects like log(p1p2) are
all singular or vanishing on three-particle kinematics.

In the subsequent sections, we will study Eq. (3.7) for the familiar cases
of scalars, vectors, and tensors.

3 Bootstrapping Amplitudes 13

and anti-holomorphic, corresponding to all vanishing angle brackets,

〈12〉 = 〈23〉 = 〈31〉 = 0 ⇒ λ1 ∝ λ2 ∝ λ3. (3.3)

Both kinematic configurations imply that p1p2 = p2p3 = p3p1 = 0 and require
complex momenta so that λi and λ̃i are independent variables.

Without loss of generality, the three-particle amplitude in the holomor-
phic kinematic configuration takes the form

A(1h12h23h3) = 〈12〉n3〈23〉n1〈31〉n2. (3.4)

Imposing the criterion of little group covariance in Eq. (2.19), we solve for
the exponents ni in terms of the helicities hi of the external particles,

−2h1 = n2 + n3

−2h2 = n3 + n1

−2h3 = n1 + n2

⇒
n1 = h1 − h2 − h3

n2 = h2 − h3 − h1

n3 = h3 − h1 − h2

(3.5)

Note that the exponents are integers because all helicities hi are integers or
half-integers and fermions always appear in pairs.

The mass dimension of the three-particle amplitude cannot be negative,
as this would require nonlocality due to inverse powers of derivatives in the
three-particle vertex. Hence, the assumption of locality implies that the
three-particle amplitude has nonnegative mass dimension, so

[A(1h12h23h3)] = n1 + n2 + n3 = −(h1 + h2 + h3) = −h ≥ 0, (3.6)

where [. . .] denotes the mass dimension accumulated by powers of momenta,
ignoring the intrinsic dimensionality of coupling constants. From Eq. (3.6)
we see that holomorphic kinematics applies for h ≤ 0 while anti-holomorphic
kinematics applies for h ≥ 0. In summary, we have derived a general formula
for the three-particle amplitude of massless particles in four dimensions,

A(1h12h23h3) =

{

〈12〉h3−h1−h2〈23〉h1−h2−h3〈31〉h2−h3−h1 , h ≤ 0
[12]h1+h2−h3[23]h2+h3−h1[31]h3+h1−h2 , h ≥ 0

(3.7)

which like the tuxedo t-shirt is both practical and elegant.
Since this formula was derived purely from symmetry and dimensional

analysis, it holds nonperturbatively. For example, loops which would naively
generate logarithms or more complicated functional objects like log(p1p2) are
all singular or vanishing on three-particle kinematics.

In the subsequent sections, we will study Eq. (3.7) for the familiar cases
of scalars, vectors, and tensors.

Little Group Scaling:        

Dimensional analysis 
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n3 = h3 − h1 − h2

(3.5)

Note that the exponents are integers because all helicities hi are integers or
half-integers and fermions always appear in pairs.

The mass dimension of the three-particle amplitude cannot be negative,
as this would require nonlocality due to inverse powers of derivatives in the
three-particle vertex. Hence, the assumption of locality implies that the
three-particle amplitude has nonnegative mass dimension, so

[A(1h12h23h3)] = n1 + n2 + n3 = −(h1 + h2 + h3) = −h ≥ 0, (3.6)

where [. . .] denotes the mass dimension accumulated by powers of momenta,
ignoring the intrinsic dimensionality of coupling constants. From Eq. (3.6)
we see that holomorphic kinematics applies for h ≤ 0 while anti-holomorphic
kinematics applies for h ≥ 0. In summary, we have derived a general formula
for the three-particle amplitude of massless particles in four dimensions,

A(1h12h23h3) =

{

〈12〉h3−h1−h2〈23〉h1−h2−h3〈31〉h2−h3−h1 , h ≤ 0
[12]h1+h2−h3[23]h2+h3−h1[31]h3+h1−h2 , h ≥ 0

(3.7)

which like the tuxedo t-shirt is both practical and elegant.
Since this formula was derived purely from symmetry and dimensional

analysis, it holds nonperturbatively. For example, loops which would naively
generate logarithms or more complicated functional objects like log(p1p2) are
all singular or vanishing on three-particle kinematics.

In the subsequent sections, we will study Eq. (3.7) for the familiar cases
of scalars, vectors, and tensors.

One solution:
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One massive two massless three-particle amplitude
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A. Spinor variables

The right-handed and left-handed spinors in Eq. (6) have their two-component ver-

sions [36, 37]:

|i↵i ⌘ �i↵ ⌘ u+(pi) ⌘ |i
+
i, |i

↵̇] ⌘ �̃
↵̇

i
⌘ u�(pi) ⌘ |i

�
i,

hi
↵
| ⌘ �

↵

i
⌘ u�(pi) ⌘ hi

�
|, [i↵̇| ⌘ �̃i↵̇ ⌘ u+(pi) ⌘ hi

+
|, (19)

where the spinor indices can be raised or lowered by antisymmetric tensors ✏↵� and ✏↵� ,

�
↵ = ✏

↵�
��, �↵ = ✏↵��

�
. (20)

In this notation,

hiji ⌘ �
↵

i
�j↵, [ij] ⌘ �̃i↵̇�̃

↵̇

j
. (21)

An on-shell momentum of a massless particle is represented as

p↵↵̇ ⌘ pµ�
µ

↵↵̇
= �↵�̃↵̇. (22)

More details for conventions are listed in Appendix.

B. Amplitude of H��

The amplitude of H�� is a three point amplitude with a one massive and two massless

interaction as shown in Fig. 5.

(↵1↵2 · · ·↵2S)

h1

h2

M
h1h2{↵1↵2 · · ·↵2S}

FIG. 5: A one massive and two massless interaction. The subscript s represents spin of the

massive particle, h1, h2 are helicities of two massless particles.

However, as the massive particle H is a scalar with no spin, we don’t need to take care

about the spinors for massive particles, which makes the formula much simpler. A general

ansatz is [24, 39, 40]

M(2h2
�
, 3h3

�
) = e

i⇠
h2,h3 g

mh2+h3�1
[23]h2+h3 , (23)
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where ⇠h2,h3 represents a heicity-related phase, g represents an overall coupling constant,

m is the mass of the Higgs boson. As h23i[32] = (p2 + p3)2 = p
2
1 = m

2, h23i = m
2

[32] .

The little group scaling requires h2 + h3 = 2h2 = 2h3, so M(2+
�
, 3�

�
) = M(2�

�
, 3+

�
) = 0.

The non-zero amplitudes are only M(2+
�
, 3+

�
) and M(2�

�
, 3�

�
). It doen’t lose generality to

require ⇠+,+ = �⇠�,� = ⇠
0 since their equal part could be absorbed into the redefinition of

g. Another CP violation assumption could be |M(2+
�
, 3+

�
)| 6= |M(2�

�
, 3�

�
)|, however it seems

more weird than the di↵erent phase assumption, we neglect this possibility in our study.

Then

M(2+
�
, 3+

�
) = e

i⇠
0 g

m
[23]2 , (24)

M(2�
�
, 3�

�
) = e

�i⇠
0 g

m
h23i2 , (25)

which is equal to Eq. (7) as long as we require g

m
=

2cS��
v

and ⇠
0 = ⇠.

C. Amplitudes of H ! �``

The amplitudes of H ! �`` could be built from three point amplitudes by recursion

relations. For the amplitude of H ! �``, a factorization way is H ! �V, V ! ``. Figure 6

shows this factorization.

M4(1H , 2
h2

`� , 3
h3

`+
, 4h4

�
) =

Î�

1H

4̂h4
�

2̂h2

`�

3h3

`+

� +
+

Î�

1H

4̂h4
�

2̂h2

`�

3h3

`+

+ �

FIG. 6: Factorization of H ! �``. We choose the mediate particle as � for simplicity.

In analytical formula we take � as V for simplicity. The four-point amplitude could split

to two three-point amplitudes as follows,

M(1H , 2
h2

`� , 3
h3

`+
, 4h4

�
) ! P�(s23)M(1H , 4̂

h4
�
, Î

h

�
)M(Î�h

�
, 2̂h2

`� , 3
h3

`+
) , (26)

where we have taken a h2, 4]-shift, that is

|2̂] = |2], |4̂] = |4] + z|2], |4̂i = |4i, |2̂i = |2i � z|4i, (27)

where z is a complex number, p̂I = p1 + p̂4 = p̂2 + p3, P�(s) = 1/s.
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H

�(p2, h2)

�(p3, h3)

V

H

`
�(p2, h2)

`
+(p3, h3)

�(p4, h4)

V

V
H

`
�(p2, h2)

`
+(p3, h3)

`
0�(p4, h4)

`
0+(p5, h5)

FIG. 1: Feynman diagrams of H ! ��,H ! V � ! ``� and H ! V V ! 2`2`0 from left to

right. Each HV V vertex is dotted as an e↵ective coupling.

In calculation we adopt the conventions in [36, 37]:

hiji = u�(pi)u+(pj), [ij] = u+(pi)u�(pj),

hiji[ji] = 2pi · pj, sij = (pi + pj)
2
,

✏
±
µ
(pi, q) = ±

hq
⌥
|�µ|p

⌥
i
i

p
2hq⌥|p±

i
i
, (6)

where pi are momentum of external legs, q is the reference momentum, ✏
±(pi, q) is for

outgoing photons. The results are:

• For process H ! ��,

M(2+
�
, 3+

�
) =

2cS
��

v
e
i⇠[23]2 ,

M(2�
�
, 3�

�
) =

2cS
��

v
e
�i⇠

h23i2 ,

M(2+
�
, 3�

�
) = 0 ,

M(2�
�
, 3+

�
) = 0 , (7)

where we use M(2h2
�
, 3h3

�
) to represent M(1h1

H
, 2h2

�
, 3h3

�
) since h1 is a trivial zero for all

cases, his are helicities of external legs with momentum outgoing. The results show

that the helicities of two photons should keep same sign because the spin of Higgs is

zero and total angular momenta conserves.

5

where ⇠h2,h3 represents a heicity-related phase, g represents an overall coupling constant,

m is the mass of the Higgs boson. As h23i[32] = (p2 + p3)2 = p
2
1 = m

2, h23i = m
2

[32] .

The little group scaling requires h2 + h3 = 2h2 = 2h3, so M(2+
�
, 3�

�
) = M(2�

�
, 3+

�
) = 0.

The non-zero amplitudes are only M(2+
�
, 3+

�
) and M(2�

�
, 3�

�
). It doen’t lose generality to

require ⇠+,+ = �⇠�,� = ⇠
0 since their equal part could be absorbed into the redefinition of

g. Another CP violation assumption could be |M(2+
�
, 3+

�
)| 6= |M(2�

�
, 3�

�
)|, however it seems

more weird than the di↵erent phase assumption, we neglect this possibility in our study.

Then

M(2+
�
, 3+

�
) = e

i⇠
0 g

m
[23]2 , (24)

M(2�
�
, 3�

�
) = e

�i⇠
0 g

m
h23i2 , (25)

which is equal to Eq. (7) as long as we require g

m
=

2cS��
v

and ⇠
0 = ⇠.

C. Amplitudes of H ! �``

The amplitudes of H ! �`` could be built from three point amplitudes by recursion

relations. For the amplitude of H ! �``, a factorization way is H ! �V, V ! ``. Figure 6

shows this factorization.
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Î�

1H

4̂h4
�

2̂h2

`�

3h3

`+

+ �

FIG. 6: Factorization of H ! �``. We choose the mediate particle as � for simplicity.

In analytical formula we take � as V for simplicity. The four-point amplitude could split

to two three-point amplitudes as follows,

M(1H , 2
h2

`� , 3
h3

`+
, 4h4

�
) ! P�(s23)M(1H , 4̂

h4
�
, Î

h

�
)M(Î�h

�
, 2̂h2

`� , 3
h3

`+
) , (26)

where we have taken a h2, 4]-shift, that is

|2̂] = |2], |4̂] = |4] + z|2], |4̂i = |4i, |2̂i = |2i � z|4i, (27)

where z is a complex number, p̂I = p1 + p̂4 = p̂2 + p3, P�(s) = 1/s.
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A. Spinor variables

The right-handed and left-handed spinors in Eq. (6) have their two-component ver-

sions [36, 37]:

|i↵i ⌘ �i↵ ⌘ u+(pi) ⌘ |i
+
i, |i

↵̇] ⌘ �̃
↵̇

i
⌘ u�(pi) ⌘ |i

�
i,

hi
↵
| ⌘ �

↵

i
⌘ u�(pi) ⌘ hi

�
|, [i↵̇| ⌘ �̃i↵̇ ⌘ u+(pi) ⌘ hi

+
|, (19)

where the spinor indices can be raised or lowered by antisymmetric tensors ✏↵� and ✏↵� ,

�
↵ = ✏

↵�
��, �↵ = ✏↵��

�
. (20)

In this notation,

hiji ⌘ �
↵

i
�j↵, [ij] ⌘ �̃i↵̇�̃

↵̇

j
. (21)

An on-shell momentum of a massless particle is represented as

p↵↵̇ ⌘ pµ�
µ

↵↵̇
= �↵�̃↵̇. (22)

More details for conventions are listed in Appendix.

B. Amplitude of H��

The amplitude of H�� is a three point amplitude with a one massive and two massless

interaction as shown in Fig. 5.

(↵1↵2 · · ·↵2S)

h2

h3

M
h2h3{↵1↵2 · · ·↵2S}

FIG. 5: A one massive and two massless interaction. The subscript s represents spin of the

massive particle, h1, h2 are helicities of two massless particles.

However, as the massive particle H is a scalar with no spin, we don’t need to take care

about the spinors for massive particles, which makes the formula much simpler. A general

ansatz is [24, 39, 40]

M(2h2
�
, 3h3

�
) = e

i⇠
h2,h3 g

mh2+h3�1
[23]h2+h3 , (23)

10
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where ⇠h2,h3 represents a heicity-related phase, g represents an overall coupling constant,

m is the mass of the Higgs boson. As h23i[32] = (p2 + p3)2 = p
2
1 = m

2, h23i = m
2

[32] .

The little group scaling requires h2 + h3 = 2h2 = 2h3, so M(2+
�
, 3�

�
) = M(2�

�
, 3+

�
) = 0.

The non-zero amplitudes are only M(2+
�
, 3+

�
) and M(2�

�
, 3�

�
). It doen’t lose generality to

require ⇠+,+ = �⇠�,� = ⇠
0 since their equal part could be absorbed into the redefinition of

g. Another CP violation assumption could be |M(2+
�
, 3+

�
)| 6= |M(2�

�
, 3�

�
)|, however it seems

more weird than the di↵erent phase assumption, we neglect this possibility in our study.

Then

M(2+
�
, 3+

�
) = e

i⇠
0 g

m
[23]2 , (24)

M(2�
�
, 3�

�
) = e

�i⇠
0 g

m
h23i2 , (25)

which is equal to Eq. (7) as long as we require g

m
=

2cS��
v

and ⇠
0 = ⇠.

C. Amplitudes of H ! �``

The amplitudes of H ! �`` could be built from three point amplitudes by recursion

relations. For the amplitude of H ! �``, a factorization way is H ! �V, V ! ``. Figure 6

shows this factorization.
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FIG. 6: Factorization of H ! �``. We choose the mediate particle as � for simplicity.

In analytical formula we take � as V for simplicity. The four-point amplitude could split

to two three-point amplitudes as follows,

M(1H , 2
h2

`� , 3
h3

`+
, 4h4

�
) ! P�(s23)M(1H , 4̂

h4
�
, Î

h

�
)M(Î�h

�
, 2̂h2

`� , 3
h3

`+
) , (26)

where we have taken a h2, 4]-shift, that is

|2̂] = |2], |4̂] = |4] + z|2], |4̂i = |4i, |2̂i = |2i � z|4i, (27)

where z is a complex number, p̂I = p1 + p̂4 = p̂2 + p3, P�(s) = 1/s.
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where ⇠h2,h3 represents a heicity-related phase, g represents an overall coupling constant,

m is the mass of the Higgs boson. As h23i[32] = (p2 + p3)2 = p
2
1 = m

2, h23i = m
2

[32] .

The little group scaling requires h2 + h3 = 2h2 = 2h3, so M(2+
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, 3�

�
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, 3+
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0 since their equal part could be absorbed into the redefinition of

g. Another CP violation assumption could be |M(2+
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, 3+
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)| 6= |M(2�
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�
)|, however it seems

more weird than the di↵erent phase assumption, we neglect this possibility in our study.
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which is equal to Eq. (7) as long as we require g
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and ⇠
0 = ⇠.

C. Amplitudes of H ! �``

The amplitudes of H ! �`` could be built from three point amplitudes by recursion

relations. For the amplitude of H ! �``, a factorization way is H ! �V, V ! ``. Figure 6

shows this factorization.
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FIG. 6: Factorization of H ! �``. We choose the mediate particle as � for simplicity.

In analytical formula we take � as V for simplicity. The four-point amplitude could split

to two three-point amplitudes as follows,

M(1H , 2
h2

`� , 3
h3

`+
, 4h4

�
) ! P�(s23)M(1H , 4̂

h4
�
, Î

h

�
)M(Î�h

�
, 2̂h2
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h3

`+
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where we have taken a h2, 4]-shift, that is

|2̂] = |2], |4̂] = |4] + z|2], |4̂i = |4i, |2̂i = |2i � z|4i, (27)

where z is a complex number, p̂I = p1 + p̂4 = p̂2 + p3, P�(s) = 1/s.

11

hep-th/0412308, R.Britto, F.Cachazo, B. Feng 
hep-th/0501052, R.Britto, F.Cachazo, B. Feng, E. Witten

The amplitude of �`�`+ is a three point amplitude with massless particles, which are

fully fixed by little group scaling and dimension analysis,

M(1�
�
, 2�

`� , 3
+
`+
) = ẽ

h12i2

h23i
, (28)

M(1�
�
, 2+

`� , 3
�
`+
) = ẽ

h13i2

h23i
, (29)

M(1+
�
, 2�

`� , 3
+
`+
) = ẽ

[13]2

[23]
, (30)

M(1+
�
, 2+

`� , 3
�
`+
) = ẽ

[12]2

[23]
, (31)

where ẽ = �
p
2e , Eqs. (28)(29) correspond to [23] = 0 solution and Eqs. (30)(31) correspond

to h23i = 0 solution.

After inserting Eq. (25) and Eq. (28) into Eq. (26), we get

M(1H , 2
�
`� , 3

+
`+
, 4�

�
) = ẽP�(s23)⇥

2cS
�V

v
e
�i⇠

hÎ 4̂i2[Î3]2

[2̂3]
,

= ẽP�(s23)⇥
2cS

�V

v
e
�i⇠[23]h24i2, (32)

where the last equation is because

h4̂Îi[Î3] = h4̂|p̂I |3] = h4̂|p̂2 + p3|3] = h4̂|p̂2|3] = h4̂2̂i[2̂3] = h42i[23] . (33)

So Eq. (32) is the same formula as the one derived in SMEFT (see Eq. (8)). It is worthy

to notice that because P�(s23) = 1
h23i[32] , Eq. (32) is proportional to h24i2

h23i and thus has a

singularity when h23i = 0, which we should be careful.

If we take the propagator V as a Z boson, we should consider aH�Z amplitude and a Z��

amplitude. TheH�Z amplitude is a two massive one massless amplitude, the Z�� amplitude

is a one massive two massless amplitude, but it is complex than the H�� amplitude since

Z has a spin of 1. These two amplitudes should use bolded spinor variables instead of the

previous spinor variables [24, 39], we leave this bolded formula in our future work.

D. Amplitudes of H ! 4`

The amplitude of H ! 4` is a five point amplitude, we could factorize it into two parts:

a four point amplitude plus a three point amplitude. Each amplitude split into four parts

as shown in Fig. 7
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The amplitude of �`�`+ is a three point amplitude with massless particles, which are

fully fixed by little group scaling and dimension analysis,
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`+
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[23]
, (31)

where ẽ = �
p
2e , Eqs. (28)(29) correspond to [23] = 0 solution and Eqs. (30)(31) correspond

to h23i = 0 solution.

After inserting Eq. (25) and Eq. (28) into Eq. (26), we get

M(1H , 2
�
`� , 3

+
`+
, 4�

�
) = ẽP�(s23)⇥

2cS
�V

v
e
�i⇠

hÎ 4̂i2[Î3]2

[2̂3]
,

= ẽP�(s23)⇥
2cS

�V

v
e
�i⇠[23]h24i2, (32)

where the last equation is because

h4̂Îi[Î3] = h4̂|p̂I |3] = h4̂|p̂2 + p3|3] = h4̂|p̂2|3] = h4̂2̂i[2̂3] = h42i[23] . (33)

So Eq. (32) is the same formula as the one derived in SMEFT (see Eq. (8)). It is worthy

to notice that because P�(s23) = 1
h23i[32] , Eq. (32) is proportional to h24i2

h23i and thus has a

singularity when h23i = 0, which we should be careful.

If we take the propagator V as a Z boson, we should consider aH�Z amplitude and a Z��

amplitude. TheH�Z amplitude is a two massive one massless amplitude, the Z�� amplitude

is a one massive two massless amplitude, but it is complex than the H�� amplitude since

Z has a spin of 1. These two amplitudes should use bolded spinor variables instead of the

previous spinor variables [24, 39], we leave this bolded formula in our future work.

D. Amplitudes of H ! 4`

The amplitude of H ! 4` is a five point amplitude, we could factorize it into two parts:

a four point amplitude plus a three point amplitude. Each amplitude split into four parts

as shown in Fig. 7
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• For process H ! V � ! ``�,

M(2�
`� , 3

+
`+
, 4�

�
) = f

�
V
(s23)⇥

2cS
�V

v
e
�i⇠[23]h24i2,

M(2�
`� , 3

+
`+
, 4+

�
) = f

�
V
(s23)⇥

2cS
�V

v
e
i⇠
h23i[34]2,

M(2+
`� , 3

�
`+
, 4+

�
) = f

+
V
(s23)⇥

2cS
�V

v
e
i⇠
h23i[24]2,

M(2+
`� , 3

�
`+
, 4�

�
) = f

+
V
(s23)⇥

2cS
�V

v
e
�i⇠[23]h34i2, (8)

where s34 = (p3 + p4)2, f
�
V
(s) =

p
2elV PV (s) and f

+
V
(s) = �

p
2erV PV (s), PV (s) =

1
s�M

2
V
, lV and rV are the left-hand and right-hand couplings of vector boson to leptons.

• For process H ! V V ! 2`2`0

M(2�
`� , 3

+
`+
, 4�

`0� , 5
+
`0+) = f

�
V
(s23)f

�
V
(s45)⇥

2cS
V V

v

�
e
i⇠
h23ih45i[35]2 + e

�i⇠[23][45]h24i2
�
,

M(2�
`� , 3

+
`+
, 4+

`0� , 5
�
`0+) = f

�
V
(s23)f

+
V
(s45)⇥

2cS
V V

v

�
e
i⇠
h23ih45i[34]2 + e

�i⇠[23][45]h25i2
�
,

M(2+
`� , 3

�
`+
, 4�

`0� , 5
+
`0+) = f

+
V
(s23)f

�
V
(s45)⇥

2cS
V V

v

�
e
i⇠
h23ih45i[25]2 + e

�i⇠[23][45]h34i2
�
,

M(2+
`� , 3

�
`+
, 4+

`0� , 5
�
`0+) = f

+
V
(s23)f

+
V
(s45)⇥

2cS
V V

v

�
e
i⇠
h23ih45i[24]2 + e

�i⇠[23][45]h35i2
�
,(9)

where V V could be ��, or ZZ, or �Z, or W
+
W

�, but when it represents �Z or

W
+
W

�, the original Lagrangian in Eq. (3) should be scaled by a factor of 2 on the

whole to make the formula consistent.

III. DECOMPOSITION OF AMPLITUDES

A. Proof

Amplitudes in Eq.s (7)(8)(9) have similar structures. In H ! �� and H ! �2` processes,

there is one term for each helicity amplitude, CP violation phase shows as a global phase.

However, in H ! 4` process, two terms appear and CP violation phases have reverse signs.

To explore how amplitudes change when external legs increase, we get this decomposition

relation.

6
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M5(1H , 2
�
`� , 3

+
`+
, 4�

`0� , 5
+
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Î�
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�

+
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Î�

3+
`+

2̂�
`�

1H

4̂�
`0�

5+
`0+

+ �

*

+
Î�
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FIG. 7: Factorization of H ! 4`.

In formula, it is

M(1H , 2
�
`� , 3

+
`+
, 4�

`0� , 5
+
`0+) = P�(s23)M(1H , 4̂

�
`0� , 5

+
`0+ , Î

⌥
�
)M(Î±

�
, 2̂�

`� , 3
+
`+
)

+ P�(s45)M(1H , 2̂
�
`� , 3

+
`+
, Î

±
�
)M(Î⌥

�
, 4̂�

`0� , 5
+
`0+), (34)

which corresponds to diagram A, B, C, D respectively. Diagram A and B correspond to

(1, 4, 5)+ (2, 3) factorization, Diagram C and D correspond to (1, 2, 3)+ (4, 5) factorization.

Next we calculate these four diagrams separately.

The formula for diagram A is

P�(s23)M(1H , 4̂
�
`0� , 5

+
`0+ , Î

�
�
)M(Î+

�
, 2̂�

`� , 3
+
`+
)

=
2cS

��

v
e
�i⇠

P�(s23)P�(s4̂5)[4̂5]h4̂Îi
2 [Î3]

2

[2̂3]

=
2cS

��

v
e
�i⇠

P�(s23)P�(s45)[45][23]h24i
2
, (35)

where for the last step we have used

h4̂Îi[Î3] = h4̂p̂2 + p3|3] = h4̂p̂2|3] = h4̂2̂i[2̂3] = h42i[23] (36)

and

P�(s4̂5)[4̂5] =
�1

h4̂5i[4̂5]
[4̂5] =

�1

h45i[45]
[45] = P�(s45)[45] , (37)

h2̂3i = 0 is chosen for three-point amplitude, it is also required for the second part.

13

M5(1H , 2
�
`� , 3

+
`+
, 4�

`0� , 5
+
`0+) =

Î�
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Î�

3+
`+

2̂�
`�

1H

4̂�
`0�

5+
`0+

+ �

*

+
Î�

3+
`+

2̂�
`�

1H

4̂�
`0�

5+
`0+

� +

.

FIG. 7: Factorization of H ! 4`.

In formula, it is

M(1H , 2
�
`� , 3

+
`+
, 4�

`0� , 5
+
`0+) = P�(s23)M(1H , 4̂

�
`0� , 5

+
`0+ , Î

⌥
�
)M(Î±

�
, 2̂�

`� , 3
+
`+
)

+ P�(s45)M(1H , 2̂
�
`� , 3

+
`+
, Î

±
�
)M(Î⌥

�
, 4̂�

`0� , 5
+
`0+), (34)

which corresponds to diagram A, B, C, D respectively. Diagram A and B correspond to

(1, 4, 5)+ (2, 3) factorization, Diagram C and D correspond to (1, 2, 3)+ (4, 5) factorization.

Next we calculate these four diagrams separately.

The formula for diagram A is

P�(s23)M(1H , 4̂
�
`0� , 5

+
`0+ , Î

�
�
)M(Î+

�
, 2̂�

`� , 3
+
`+
)

=
2cS

��

v
e
�i⇠

P�(s23)P�(s4̂5)[4̂5]h4̂Îi
2 [Î3]

2

[2̂3]

=
2cS

��

v
e
�i⇠

P�(s23)P�(s45)[45][23]h24i
2
, (35)

where for the last step we have used

h4̂Îi[Î3] = h4̂p̂2 + p3|3] = h4̂p̂2|3] = h4̂2̂i[2̂3] = h42i[23] (36)

and

P�(s4̂5)[4̂5] =
�1

h4̂5i[4̂5]
[4̂5] =

�1

h45i[45]
[45] = P�(s45)[45] , (37)

h2̂3i = 0 is chosen for three-point amplitude, it is also required for the second part.
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A

The formula for diagram B is

P�(s23)M(1H , 4̂
�
`0� , 5

+
`0+ , Î

+
�
)M(Î�

�
, 2̂�

`� , 3
+
`+
)

=
2cS

��

v
e
i⇠
P�(s23)P�(s4̂5)h4̂5i[5Î]

2
⇥

hÎ 2̂i2

h2̂3i

=
2cS

��

v
e
i⇠
P�(s23)P�(s4̂5)h4̂5i[5Î]

2
⇥ 0

= 0, (38)

where the 3-point amplitude is equal to zero because h2̂3i = hÎ 2̂i = 0 .

The formula for diagram C is

P�(s45)M(1H , 2̂
�
`� , 3

+
`+
, Î

+
�
)M(Î�

�
, 4̂�

`0� , 5
+
`0+)

=
2cS

��

v
e
i⇠
P�(s45)P�(s2̂3)h2̂3i[3Î]

2
⇥

hÎ 4̂i2

h4̂5i

=
2cS

��

v
e
i⇠
P�(s45)P�(s23)h23ih45i[35]

2 (39)

where

[3Î]hÎ 4̂i = [35̂]h54̂i (40)

and

P�(s2̂3)[2̂3] =
�1

h2̂3i[2̂3]
[2̂3] =

�1

h23i[23]
[23] = P�(s23)[23] (41)

are used. [4̂5] = 0 is required.

The formula for diagram D is

P�(s45)M(1H , 2̂
�
`� , 3

+
`+
, Î

�
�
)M(Î+

�
, 4̂�

`0� , 5
+
`0+)

=
2cS

��

v
e
�i⇠

P�(s45)P�(s2̂3)[2̂3]h2̂Îi
2 [Î5]

2

[4̂5]

= 0 , (42)

where [4̂5] = [Î5] = 0 makes the three point amplitude zero.

After summing up the results of four parts, that is adding Eq.s (35)(38)(39)(42) together,

we get

M(1H , 2
�
`� , 3

+
`+
, 4�

`0� , 5
+
`0+) =

2cS
��

v
e
�i⇠

P�(s23)P�(s45)[45][23]h24i
2
, (43)

+
2cS

��

v
e
i⇠
P�(s45)P�(s23)h23ih45i[35]

2
, (44)

which has the same form as the one derived in SMEFT (see Eq. (9)). So we get a consistent

result from the on shell approach.
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C

LYukawa = �
ij
d (q̄iH)dj + �

ij
u (q̄i H̃)uj + �

ij
e (l̄iH)ej + h.c. (1)

q
i ! U

ij
q q

j
, u

i ! U
ij
u u

j
, d

i ! U
ij
d d

j
, l

i ! U
ij
l l

j
, e

i ! U
ij
e e

j
, (2)

Yu ! Uq Yu U
†
u , Yd ! Uq Yd U

†
d , Ye ! Ul Ye U

†
e , (3)

such that the Yukawa Lagrangian becomes

LYukawa = Y
ij
d (q̄iH)dj + Y

ij
u (q̄i H̃)uj + Y

ij
e (l̄iH)ej + h.c. . (4)

hYdiij = y
ij
d / m

ij
d , hYeiij = y

ij
e / m

ij
e , hYuiij = (V †

yu)
ij / (V †)ikmkj

u .

(5)

u
i
L ! (V †)ikukL

M(2�`� , 3
+
`+ , 4

�
`0� , 5

+
`0+) = f

�
V (s23)f

�
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[35]2 + e

�i⇠[23][45]h24i2
⌘
,

M(2�`� , 3
+
`+ , 4

+
`0� , 5

�
`0+) = f

�
V (s23)f

+
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[34]2 + e

�i⇠[23][45]h25i2
⌘
,

M(2+`� , 3
�
`+ , 4

�
`0� , 5

+
`0+) = f

+
V (s23)f

�
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[25]2 + e

�i⇠[23][45]h34i2
⌘
,

M(2+`� , 3
�
`+ , 4

+
`0� , 5

�
`0+) = f

+
V (s23)f

+
V (s45)⇥

2cSV V

v

⇣
e
i⇠h23ih45i[24]2 + e

�i⇠[23][45]h35i2
⌘
,

(6)

1
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Summary of on-shell recursion relations 

• No assumption for vertex, especially vertex bilinear to 
momenta of vector bosons.


• Only massless propagator is considered.  Massless 
propagator, massless leptons.


• Do not consider boundary conditions.  
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Summary
• CP violation in new physics is needed, they have close 

relation with Higgs.


• BSM amplitudes of                                                     are 
given in SMEFT.


•  Decomposition relations are derived, which explains the 
behavior of CP violation phase.


• Recursion relations are derived through on-shell scattering 
amplitude approach, consistent results are obtained. 
Probably it is a first time using on-shell approach to 
calculate a realistic massive process.   
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H ! ��, H ! �2`, H ! 4`



Thanks for your attention.
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Thanks to Chi-Hao Fu ( 傅致豪), Kang Zhou (周康), Bo Feng (冯波). 

Thanks to  HFCPV committee. 


