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Outline of this talk

pMotivation of this study

pDeep learning model architecture 

pSimulation of  W+1jet

pSummary
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Motivation

Ø Recently, generative algorithms trained with Machine Learning techniques have been 

proposed as a possible solution to speed up GEANT4 simulations. 

Ø When training both VAEs and GANs, the limited amount of data in the training dataset is 

ultimate precision-limiting factor, as discussed in arxiv:2002.06307.

Ø We propose to rephrase the problem of 

analysis-specific dataset generation into 

training a fast-and-accurate detector-

response DL model. 
• Reduce computing time for about 90%; 

(Predict Reco with Gen)

• One would also reduce the need for large 

storage elements. 

(O(1MB) for raw data and O(10KB) for   

analysis-ready object collections) 
Computing resource for CMS experiment

Workflow of the CMS experiment
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Supervised Deep learning

Ø For a given data analysis, we assume that the interesting features of an LHC event can 

be represented by a limited set of high-level quantities (the feature vector ⃗x). 

Ø We assume that a training data set is provided. For each collision event in the data set, 

the feature vector is computed at three stages: 

(i) at generator level ⃗xG, i.e., before applying any detector simulation. This view of the 

collision event corresponds to the case of an ideal detector with perfect resolution; 

(ii) at reconstruction level ⃗xR, i.e. after the simulation of the detector response, modelled 

with GEANT4; 

(iii) model prediction ⃗xDL, i.e. the output 

of the Deep Learning model. We model the detector response 

function as a Normal function of the 

generator-level feature vector:

Model architecture 
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Simulation of W+1jet
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Introduction of quantities to be regressed
Ø The feature vector is built considering the following 9 quantities: 

Ø In addition, we consider a set of 12 auxiliary features, computed from the input vector 
features: 

Ø In particular, we found that using of log(MJ) as part of the input feature vector and MJ in 

the list of auxiliary vector helped improving the description of MJ and its correlation to 

other quantities, as discussed in backup s29. 
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Delphes conditions (before training) and Final-selection (after training)

Ø At reconstruction level, jets are clustered from the list of particles returned by 

the DELPHES particle-flow algorithm. 

• As for the GEN jets, we consider anti-kt jets with R = 0.5. 

• In order to avoid the double counting of the muon as the jet, 

we require !"(Reco Muon, Reco Jet)>0.5.

Ø Final-Selections after training (prediction):

• PT 
#>20GeV, |$#|<2.4, PT

%>30GeV, | $% |<2.4, MJ>0 for Reco and Pre quantities.

Before final-Selection After final-Selection

Gen:     generation
Reco: reconstruction
Pre:       prediction
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Ø After batch normalization, input 9 kinematic Gen 

level variables. Return them back to true value, then 

compute 12 derived variables using Lambda layer.

Ø Network information (parameters):

• x_train(test):70%(30%)gen, y_train(test):70%(30%)reco.

• Batch size: 128, Latent dim: 100

• Loss: MAE and Quantile

• Alpha of LeakReLU: 0.05

• Optimizers: Adam

• Learning rate: 0.001/(1+epoch)

Ø In addition, we get 10 additional models by training on 

x10 more data to draw the error bands.

Ø We apply the model on x5 validation data.

~ 2M events

Weight of loss:     0,              0.5,         0.5
mae quantile21 regression variables

Gen input

Model description 

output1   output2   output3
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Loss result (use MAE and Quantile)

!"#$
% = '"(% +

*+,-./,0
123(56)

*123(56)
∗ !"#% − '"(% ∗

*%

*+,-./,0
%

Ø Where * is the standard deviation, i=1~9.

Ø We have similar relative distance for 9 first    

variables after the transformation. 

Ø We predict REC
T

, then return to true REC. 

Ø : = output2(MAE) 

Ø * = |output3(Quantile)- output2(MAE)|,

for Quantile loss, H=0.5+0.341(1*)

Ø Prediction(output1) = : + *⨀O,where O = ((0, 1)

Ø Save best model with minimal validation loss.

where: 

Ø Since the distance between Gen and Rec for the first 

9 variables are different, (some distances are quite 

small, we can not predict small sigma accurately) we 

do the following transformation before training:
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Comparison plots for basic quantities (x5 validation data)

Ø Error bands of DL prediction include both systematic uncertainty provided by rms of 10 additional 

models and statistic uncertainty.  (Gen and Reco have only statistic uncertainty)
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Comparison plots for derived quantities

�

Ø Jet 4 momentum are hard to predict, this is due to some irregular correlation between 
Reco and Gen of jet 4 momentum.
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2D plots for basic quantities (Pre vs Rec)
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2D plots for derived quantities (Pre vs Rec)
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Paper submitted in arXiv

arXiv:2010.01835
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Summary

ØWe investigate analysis-specific fast-and-accurate detector-

response DL model for Reco quantities regression. 

ØVarying degrees of uncorrelation between Pre and Reco results 

from the stochasticity of prediction.

Ø Some irregular correlation between Reco and Gen of jet 4

momentum affect the accuracy of prediction.

Ø In general, we have good agreement between DL prediction 

and Delphes simulation.
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Comparison between:

1, Train MJ, derive Log(MJ)

2, Train Log(MJ), derive MJ
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Comparison plots for basic quantities (relative residual: [Rec-Gen]/Gen)
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Comparison plots for derived quantities (relative residual: [Rec-Gen]/Gen)
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2D plots for basic quantities (Gen vs Rec)
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2D plots for derived quantities (Gen vs Rec)


