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Outline

Aim is to give an overview of extensive work done by CMS DQM-DC group
* |In progress on various fronts for coming Run3 will be also be covered
DQM-DC group organization
DQM code modernization and new/improved tools developed
v New DQM GUI
v Run Registry
v Historic DQM
Legacy data certification (2016, 2017 and 2018)
Machine learning for DQM
Operations 2020/2021

Summary
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Tsinghua University is traditionally
leading/involved in PdmV group

L2: Jordan Martins (2020-2022)

L3 (trainee): Jinfeng Liu (2020-2022)
Talk later in the session

L2: Zhen Hu (2018-2019)

L3: Muhammad Ahmad (2019-2020)

Data Certification

L3 coordinator
TBD

Data Certification
Sandeep Kaur Hundal (Panjab)
Geetanjali Chaudhary (Panjab)

DQM Online Operation
WKanri Manchima (ENIAL N

- Muhammad Ahmad (Tsinghua) .

£rnesia retraiyie (vinius)

Development & Support

Tools

Software Coordinator DQM GUI
Ernesta Petraityte (Vilnius) Ernesta Petraityte (Vilnius)

Marco Rovere (CERN)
Online/Offline Developer

Ernesta Petraityte (Vilnius)

X Run Registry
Integration Ernesta Petraityte (V
Ernesta Petraityte (Vilnius)

Javier Fernandez (OVIEDO)

ML4DQM/DC Historic DQM

Kaori Maeshima (FNAL) Ernesta Petraityte (Vilnius)
Javier Fernandez (OVIEDO

« Main twiki (Link) contains links to all of our
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https://twiki.cern.ch/twiki/bin/viewauth/CMS/DQM

New DQM GUI

« New DQM GUI has been developed
Offline DQM GUI started development in Feb. and it already has beta
version (still based on the old back-end)

* https://dgm-gui.web.cern.ch/
Online version has been successfully tested during MWGR#3 for the
first time (based on new back-end)

» https://cmsweb.cern.ch/dgm/online-new/
Commissioning of new (alpha/beta version) GUI (running along with
old GUI)
Received all the runs and few feedbacks from shifters
Continuously improving and fixing issues

‘segmentSummary_W1 1 goed maan and good sigma o .04 M witn g00d s and oo sigma o
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https://dqm-gui.web.cern.ch/
https://cmsweb.cern.ch/dqm/online-playback-new/

New Run Registry

Developed new run registry with new advanced & user-friendly features
Online version is already in use @p5 (since end of 2018 data taking)
Offline version is used for legacy DC 2018/2016 and synchronisation
performed with old RR for legacy DC 2017 (official UL17 DC was done
using old RR)

Built-in and improved lumi loss statistics tool, any user can get the
statistics much easier as compared to earlier

Lumisection based book keeping, compatible to implement the future LS
based ML certification

Placeholder for GEM bits

Placeholder for ML4ADQM

Old run registry is not being used at all now



(https://cmsrunregistry.web.cern.ch)

New Run Registry

Authenticate via eg

roup

ONLINE OFFLINE ML

JSON PORTAL

LOG

Muhammad Ahmad

Log out

1 WORKSPACES A Online / Global ML4DQM dB=ek is welcome! (JIRA) Configuration v
All runs (253799): JSON 1
CLOBAL : creation
AND ¥ +Rule +Group
BTAG Finished Run Number Class Manage / ... Significant State Started HIt Key Descrip... LS Duration HLT Event Cou... GUlI OMS castor
v 338072 Commissioning20 Manage / LS Make significant Non Significant(Open) 2020-10-15T1... /minidag/2020/... 0 82 GUI  OMS No Lumisec No
v 338071 Commissioning20 Manage / LS Make significant Non Significant(Open) 2020-10-15T1... /minidag/2020/... 0 GUI  OMS No Lumisec No
CASTOR
v 338070 Commissioning20 Manage / LS Make significant Non Significant(Open) 2020-10-15T1... /minidag/2020/... 0 691 GUI  OMS No Lumisec No
v 338069 Commissioning20 Manage / LS Make significant Non Significant(Open) 2020-10-15T1... /minidaqg/2020/... 0 GUI  OMS No Lumisec No
CMS
4 338068 Commissioning20 Manage / LS Make significant Non Significant(Open) 2020-10-15T1... /minidag/2020/... 0 79 GUI  OMS No Lumisec No
CsC Page 1 ¢ of 50760 5 rows : Next
CTPPS L : . oo .
significant runs (35502):_| Filters OMS DCS LS bit Run RGgIStry twiki (Llnk)
AND % +Rule +Group
DT
Finished Run Number Class Manage /, Significant State Started HIt Key Descrip... LS Duration HLT Event Cou... GUlI OMS castor
v 338015  Commissioning20 Manage v SIGNOFF /move 2020-10-09T1... /cdag/cosmic/c... 198 37285 GUI  OMS |
ECAL
v 338012  Commissioning20 Manage /L v OPEN /move 2020-10-09T1... /cdaq/special/2.. 14 1669281 GUI  OMS |
v 338008  Commissioning20 Manage /LS v OPEN /move 2020-10-09T1.. /cdag/special/2... 31 114086 GUI  OMS [ |
EGAMMA
v 337997  Commissioning20 Manage /LS v SIGNOFF /move 2020-10-09T1... /cdag/cosmic/c.. 246 35963 GUI  OMSs [ |
v 337990  Commissioning20 Manage /LS v SIGNOFF /move 2020-10-09TO... /cdag/cosmic/c... 28 20443665  GUI OMS [ |
GEM
Page 1 C of7101 5 rows s Next
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https://indico.cern.ch/event/876558/#54-hands-on-run-registry-tutor
https://twiki.cern.ch/twiki/bin/view/CMS/DQMRunRegistry2018
https://cmsrunregistry.web.cern.ch

Improved Historic DQM

» Reads data directly from EOS rather than DQM GUI

« Simplified and well documented configuration

CMS H
Help Tracker j ZeroBias j PromptReco j
DQM
NumberofPVertices mean — Main plot used for a trend (run 324245):
- = Reconstructed Vertices in Event vixNbr
NumberofPVertices_mean x10° e G
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Flexible run range, imports data from Golden JSON also End 0804458
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Current Central Data Certification Procedure

DC Team Certification

(part of DQM-DC) | can

Certification done so far

Prompt Reco

ReReco

\/ Legacy
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DCS (automated) input LS by LS

4'Certiﬁcation

{ Run Registry } 4 Results
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LumilLoss Statistics
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Integrated Luminosity
plots

| | information from WBM or OMS

Subsystem Experts
(DPG+POG)
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(or semi- automated)

Subsystems

1151511
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AND of quality flags (GOOD or BAD)

GOOD:To JSON

BAD:Reject



https://cmsrunregistry.web.cern.ch/offline/datasets/global?

Golden JSON - Integrated Luminosity (Legacy 2016-2018)

Data taking eff. = 92%
DC eff. =95%

Consistent with the high
fraction of good data in
each year

Total Integrated Luminosity (b ')

https://twiki.

CMS Integrated Luminosity, pp, Vs = 13 TeV

Data included from 2016-04-22 22:48 to 2018-10-26 08:23 UTC

I LHC Delivered: 158.65 fb !
1 CMS Recorded: 146.46 b '
CMS Certified for Physics: 137.24 fb !
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Luminosity (Data certification page):
cern.ch/twiki/bin/viewauth/CMSPublic/DataQuality
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https://twiki.cern.ch/twiki/bin/viewauth/CMSPublic/DataQuality
https://indico.cern.ch/event/952782/timetable/#37-dqm-dc-legacy-data-certific

Total (DQM+DCS) Lumi Losses Comparison(2018)

Exclusive Lumi Loss

Latest ReReco -90 pbrecovered as a result of Legacy
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Note : Plots created using the new Run Registry interface
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DC: More automation towards Run3

Currently CMS Data Certification is done from the two kinds of inputs:

* DCS, beam condition : already checked automatically, LS by LS (Working well)

« Data Quality information : checked by subsystem people run by run, mostly

Data Quality information : requires high level of human-power (Around
50-70 people involved in full process)

Various ML studies for DQM-DC are ongoing to
automatically detect the data quality
abnormalities not only in the run level but also
LS by LS level (Single LS is data taking in ~23  joomee

Subsystems

seconds) i

& ;t 2@
In addition, there are also semi-automated
systems developed to aid the DC process by AND of quality flags (GOOD or BAD)
Su bSyStemS GOOD:To JSON BAD:Reject
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DC using ML

« Current strategy: investigate single histogram
discriminator of each type individually and then
combine the outcomes (LS granularity)

 Train autoencoder on GOOD data (golden json) to
identify BAD data (anomalies)

« Current main issue: Lack of labelled data.
Developed a way to create labelled training data
ourselves by re-sampling

« So far, through the DQM-DC ML meetings, mainly
only the tracker related histograms were studied.
Some activities are also on-going in subsystem
group (need some coordination with CMS ML forum
and subsystem)
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DQM operations 2020

MWGR#2 (15-17 July) MWGR#3 (02-04 Sept.) | MWGR#4 (07-09 Oct.) | MWGR#5 (18-20 Nov.)
CMSSW_11_1_0_patch2 | CMSSW_11_1_3 CMSSW_11_1_4

Significant effort made to make remote ONLINE DQM shifts

Shifts formate: primary shift (8h shift as usual), backup shift, DOCs
( from core-DQM team )

Primary shifters: were experienced (taken a lot of shifts at p5 in past)

Backup shifters: to ensure the solid DQM operation (considering possible
internet, power interruptions, DQM tool issues, etc.)

Communication channels used: ZOOM (RC & DQM), Mattermost (RC),
Mattermost/Skype (within DQM), elog, emaill, ...)

The new DQM GUI continued to run in parallel with the old GUI for
testing/commissioning (starting from MWGR#3)

* Upgrade of DQM software in CMSSW
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Summary

Extensive work done ( & in progress) on various fronts for coming Run3
preparations

Support online DQM operation- MWGRSs shift operations and the DQM
online system

DC for Legacy 2016, 2017 & 2018 is completed

Significant upgrades (nearly) done: DQM code upgraded and development
of new tools (GUI, RR, HDQM)

Upgrade of DQM software in CMSSW (Major clear up to reduce the number
of Monitoring elements to reduce running memory)

Continue DQM shifts operations
« MWGR (~ one every month from Feb - June, 2021)

« CRUZET/CRAFT comics data taking (24/7, starting from June 2021 ill
beam)

« LHC beam comes in (Oct., 2021)
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