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# 17

Wrap-Up

LHCb and Belle II will record 
unprecedented data sets in the next 

decade 

This will allow many new directions;  
we should carefully rethink the  

established methods

Vxb over time: Markus Prim

Example implementation for  Hybrid

https://github.com/b2-hive/eFFORT

b → uℓν̄ℓ

Example implementation for HQET FFs:

https://hammer.physics.lbl.gov/
Also check out RooHammerModel:

https://arxiv.org/abs/2007.12605

[F. Bernlochner, Snowmass]

https://indico.fnal.gov/event/46246/contributions/205336/attachments/138790/174042/Snowmass21_VubVcb_Bernlochner.pdf
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Measuring |Vcb| and |Vub| at LHCb and Belle (II)

*not performed yet

# total slides

current slide

• Twomain ways tomeasure |Vub| and |Vcb|
• Exclusive:

• Focus on a single final state, e.g.B+→ π+µ−νµ orB0→ D∗−µ+νµ.
• Challenges: Possibly small signal yield, knowledge of hadronic form factors.

• Inclusive:

• Consider ”all” final states, e.g.B+→ Xcµ
−νµ orB0→ Xuµ

+νµ.
• Challenges: Background contamination, shape functions, ...

Table: Matrix of success

Belle (II) LHCb

exclusive
|Vcb| |Vcb|
|Vub| |Vub|

inclusive
|Vcb| |Vcb| *

|Vub| |Vub| * 7
34



Exclusive measurements -- |Vcb|
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Similar, but simpler forB+→ D0µ+νµ

z =
√
w+1−

√
2√

w+1+
√
2

•
d4Γ(B→D∗0µν)

dwdΩ =
3m3

Bm2
D∗0G

2
F

16(4π)4
η2EW |Vcb|2|A(w,Ω)|2,w =

m2
B+m2

D∗−q2

2mBmD∗0

• Helicity amplitudes inA(w,Ω) depend on 3 form factors: hA1(w), R1(w), R2(w)

• External input: ηEW = 1.0066

CLN parametrisation→ 4 free parameters: ρ2, hA1 , R1(1), R2(1) [Nucl. Phys. B530, 153 (1998)]

BGL parametrisation→Converging series [PRL 74, 4603 (1995)]

8
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https://arxiv.org/abs/hep-ph/9712417
https://arxiv.org/abs/hep-ph/9412324


Exclusive measurements -- |Vub|

form-factor results consistent with those from our pre-
ferred fits, but with significantly larger uncertainties
due to the fact our data could not resolve any of the
higher-order terms.

IV. ESTIMATION OF SYSTEMATIC ERRORS

We now discuss the sources of systematic uncertainty in
our determinations of the B → πlν and Bs → Klν form
factors. Each uncertainty is discussed in a separate sub-
section. We visually summarize the error budgets for the
form factors versus q2 in Fig. 7, and provide a detailed
numerical error budget for the form factors at three
representative q2 values within the range of simulated
lattice momenta in Table VI. The form factors at these three
points will be used later in Sec. V for the extrapolation to
q2 ¼ 0 via the z expansion.
In cases where the estimation of a systematic uncertainty

requires the explicit variation of simulation parameters, we

use the a ≈ 0.11 fm ensemble with aml ¼ 0.005, and take
the dependence of that ensemble to be representative of all
ensembles. We choose this ensemble because it has very
high statistics, and therefore allows us to most reliably
measure the dependence of the form factors on the input
parameters. We expect the behavior of the form factors on
this ensemble to provide conservative bounds on the errors
since it has the largest lattice spacing and heaviest kaons.

A. Chiral-continuum extrapolation

We estimate the systematic uncertainty due to the chiral-
continuum extrapolation of the B → π and Bs → K form
factors by varying the chiral-continuum fit Ansätze. We
consider the following fit alternatives:

(i) standard HMχPT including explicit EP dependence
in the chiral logarithms

(ii) omitting the term proportional to a2 in Eqs. (31)
and (32)
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FIG. 7 (color online). Visualization of the error budgets for the B → πlν (upper plots) and Bs → Klν (lower plots) form factors. Error
budgets for f⊥ are on the left and of f∥ are on the right. The curves from bottom-to-top show the increase in the total percentage error as
we add each individual source of error in quadrature. In each plot, the left y-axis label shows the squared error, while the right y-axis
label shows the error in the form factor. For readability, we have combined all of the sources of uncertainty that we estimate to be below
∼1% into a single entry labeled “other systematics.” The three vertical lines in each plot show the location of the synthetic data points
used in the subsequent extrapolation to q2 ¼ 0. Detailed error budgets at these q2 values are given in Table VI.
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FIG. 7 (color online). Visualization of the error budgets for the B → πlν (upper plots) and Bs → Klν (lower plots) form factors. Error
budgets for f⊥ are on the left and of f∥ are on the right. The curves from bottom-to-top show the increase in the total percentage error as
we add each individual source of error in quadrature. In each plot, the left y-axis label shows the squared error, while the right y-axis
label shows the error in the form factor. For readability, we have combined all of the sources of uncertainty that we estimate to be below
∼1% into a single entry labeled “other systematics.” The three vertical lines in each plot show the location of the synthetic data points
used in the subsequent extrapolation to q2 ¼ 0. Detailed error budgets at these q2 values are given in Table VI.
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B0
s → KB→ π

[PRD 91 074510 (2015)]

q2 = (di-lepton invariant mass)2

•
dΓ(B→πℓν)

dq2
=

G2
F |Vub|2
14π3 |pπ|3|f+(q2)|2

• Less data available than for exclusive |Vcb|measurements: Use theoretical input for form factors

(and use different parametrisations), often amix of LQCD (high q2) and LCSR (low q2).

• Different b→u transitions have different FF uncertainties and experimental challenges.

• Not discussing purely leptonic decays 9
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https://arxiv.org/abs/1501.05373


Inclusive measurements of |Vub| and |Vcb|

|Vcb|
• Γ =

G2
Fm5

b
192π3 |Vcb|2

(
1 + c5(µ)⟨O5(µ)⟩

m2
b

+ c6(µ)⟨O6(µ)⟩
m3

b
+O

(
1
m4

b

))
• HQEwith non-perturbative coefficients, determinedwithmoments of the lepton energy / q2/ the
hadronic mass ofB→ Xcℓν

|Vub|
• Dominated by feed-down fromXc: Select region in lepton energy /mu inaccessible to

B→ Xcℓν decays.

• Use ”shape-functions” to describe dynamics of the b quark inside the hadron: Differentmodels used
with different uncertainties in the perturbative and non-perturbative parameters.

10
34



|Vcb|



Inclusive |Vcb| using higher-order terms

# �4

Full Reconstruction =   
Belle tagging algorithm 


Candidates reconstructed with 
hierarchical approach & neural 
networks in hadronic modes 

1104 decay cascades 

used with an efficiency of 

0.28% / 0.18% for �  and �B± B0 /B̄0

New incl. |Vcb| from Belle
Key-technique: hadronic tagging

stage particles

1 tracks, KS , �, ⇡0

2 D
±
(s), D

0, and J/ mesons

3 D
⇤±
(s) and D

⇤0 mesons

4 B
± and B

0 mesons

Table 1: The 4 stages of the hierarchical system

to be the correct probability, we get:

op =
1

1 + ( 1
ot

� 1)Pp(B)
Pp(S)

Pt(S)
Pt(B)

. (20)

This formula is used in the full reconstruction algorithm described in the next
section to calculate the signal probability for modes with low purity so that the
signal fraction had to be increased for the network training.

3. Selection and Reconstruction

In order to reconstruct as many B meson decays as possible, it is not possible
to take care of the thousands of exclusive decay channels individually. Instead
a hierarchical approach was chosen. We divide the reconstruction into 4 stages,
as shown in table 1 and illustrated in figure 3.

Figure 3: The 4 stages of the full reconstruction

One aim of the full reconstruction is to achieve high e�ciency. This could in
theory be done by always reconstructing every possible candidate at all stages
in an event and then finally taking the best B meson candidate. In practice
however, the computing power needed to pursue this maximum e�ciency strat-
egy is not available and it is necessary to perform cuts during the selection and

7
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Charged Tracks Neutral Clusters

8

and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved

8
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+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved

q2 = (psig − pXc)
2
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Full Reconstruction =   
Belle tagging algorithm 


Candidates reconstructed with 
hierarchical approach & neural 
networks in hadronic modes 

1104 decay cascades 

used with an efficiency of 

0.28% / 0.18% for �  and �B± B0 /B̄0

New incl. |Vcb| from Belle
Key-technique: hadronic tagging

Can identify Xc 
constituents

stage particles

1 tracks, KS , �, ⇡0

2 D
±
(s), D

0, and J/ mesons

3 D
⇤±
(s) and D

⇤0 mesons

4 B
± and B

0 mesons

Table 1: The 4 stages of the hierarchical system

to be the correct probability, we get:

op =
1

1 + ( 1
ot

� 1)Pp(B)
Pp(S)

Pt(S)
Pt(B)

. (20)

This formula is used in the full reconstruction algorithm described in the next
section to calculate the signal probability for modes with low purity so that the
signal fraction had to be increased for the network training.

3. Selection and Reconstruction

In order to reconstruct as many B meson decays as possible, it is not possible
to take care of the thousands of exclusive decay channels individually. Instead
a hierarchical approach was chosen. We divide the reconstruction into 4 stages,
as shown in table 1 and illustrated in figure 3.

Figure 3: The 4 stages of the full reconstruction
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theory be done by always reconstructing every possible candidate at all stages
in an event and then finally taking the best B meson candidate. In practice
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egy is not available and it is necessary to perform cuts during the selection and
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0
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final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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[arXiv:2105.08001][j.nima.2011.06.008]

• Use a novel strategy tomeasure |Vcb|with higher-order terms: Exploit parametrization invariance
to reduce number of non-perturbative elements in the expansion. [JHEP 02 (2019) 177]

• Holds only for some observables, e.g. ⟨q2⟩ (but not for ⟨MX⟩
• Reduces # parameters at order 4 from 13→ 8.

• ∴Measure ⟨q2⟩1...4 with Belle data
• Use hadronic tagging to fully reconstruct tag-side kinematics,

using Full Reconstruction (FR).
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Inclusive |Vcb| using higher-order terms

# �8

How to calculate moments

Event-wise Key-formula

Step #3: If you fail, 

               try, try again

Correct for residual calibration bias

Step #2: Calibrate moments

Use MC to calibrate reconstructed moments

Step #1: Signal probability weights

Suppress background in model-independent 
manner → use �  instead of e.g. �MX q2

Compare with MC expectation

[arXiv:2105.08001]

• Using simulation, correct for:

• Difference between true and reconstructed ⟨q2⟩
• Biases from the calibration procedure

• Biases from the reconstruction.

• as a function of the q2cut value.

• Good agreement between electron andmuon results

→Combine for themoments determination. 13
34
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Inclusive |Vcb| using higher-order terms # �14

Preliminary incl. |Vcb| Publication 

in 


preparation

Fitted electron  
moments


In collaboration with: 

F. Bernlochner, M. Fael,

K. Olschewsky, RvT, K. Vos, 


M. Welsch

        Watch this

     space for more 

       exciting, new

            results!

Combined electrons & 
muons  moments fit


We determine a value of

Performed fits using the software packaged described by K. Olschewsky

Theory errors

Fit converges:


Preliminary

PreliminaryPreliminary

Preliminary

Preliminary fit using

conservative theory errors

# �20

Comparison with past Belle results

Many thanks to M. Prim 
for making this plot

[arXiv:2105.08001]

In collaboration withM. Fael, K. Olschewsky, K. Vos

• |Vcb| = (41.7± 1.2) · 10−3 (preliminary) 14
34
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Towards inclusive |Vcb| with Belle II

FIG. 2: MX distribution in the B+`+ channels for a lower limit of p⇤` > 1.0GeV/c. The pre-fit MX spectrum
split into sub-components and the post-fit distribution of the two component template fit are shown in the
left and right plot, respectively.

background events in data. The background component yield is fitted, while the normalization of
the signal template is fixed. This check is performed for di↵erent lower limits on p⇤` . The ratio of
the fitted number of background events to the MC expectation is compatible to unity for all lower
p⇤` cuts. Figure 2 shows the pre-fit MX spectrum split into sub-components in the B+

tag`
+ channel

for a lower limit on the lepton momentum of p⇤` > 1.0GeV/c as well as the post-fit distribution of
the signal and background fit.

We subtract the background by assigning a signal probability to each event. The signal probability
wi(MX ) is determined from a fit of the bin-wise di↵erence between the measured MX spectrum
and the remaining background MC components normalized to the measured distribution

wi(MX ) =
Ndata

i �Nbkg,MC
i

Ndata
i

, (4)

where the index i denotes the corresponding MX bin. To get a continuous description of the
signal probability, we fit a series of Legendre polynomials to the bin-wise probabilities. Prior
to fitting, the fit-range is transformed to the interval [�1, 1] to exploit the orthogonal nature of
the polynomials. The order of the Legendre polynomial is determined by cutting o↵ the series
when the next higher order fitted coe�cient is compatible with zero. If the fit reaches a minimum
in the background dominated low or high hadronic mass values, the polynomial is replaced by
a constant value equal to the found minimum. The procedure is performed for di↵erent lower
limits on the lepton momentum p⇤` . Figure 3 shows the fitted signal probability as a function
of the reconstructed MX with p⇤` > 0.8GeV/c and the measured MX spectrum compared to the
background MC components.

12

TABLE II: Event selection criteria applied to the reconstructed ⌥(4S ) candidates.

Variable Applied Cut Value

p⇤` > 0.8GeV/c

Mbc > 5.27GeV/c2

PFEI > 0.01
PCS > 0.7
|Qtot|  1
Ntracks,X � 1
Emiss > 0.5GeV
pmiss > 0.5GeV/c
|Emiss � c · pmiss| < 0.5GeV

FIG. 1: Reconstructed MX distribution with event selection criteria and BCS applied. The uncertainty band
covers the MC statistics, signal lepton PID e�ciency and pion fake rate correction, and the FEI e�ciency
correction for BB and continuum events. At the bottom the per bin ratio of data and MC is shown. The
grey boxes display the ratio between the MC expectation taking into account its uncertainty and the nominal
value.

4. BACKGROUND SUBTRACTION

The calculation of the hadronic mass moments of B ! Xc`⌫` decays requires the subtraction
of the remaining background components from the measured events. To verify the description of
the background components in MC, the background enriched reconstruction channels B+

tag`
+ are

used. A two component template fit of the MX distribution is used to determine the number of

11

FIG. 6: Measured hMn
X i moments as a function of di↵erent p⇤` cuts. The error-bars correspond to the

statistical (inner) and total (outer) uncertainty calculated by adding the statistical and systematic error in
quadrature. A comparison to previous hMn

X i measurements from BaBar (2007) and Belle (2006) is shown as
reference points. The current precision is not yet competitive with the previous results.

6. SUMMARY

We have presented a preliminary measurement the first six moments of the hadronic mass
spectrum in B ! Xc`⌫` decays. The hMn

X i are measured as a function of a lower cut on the lepton
momentum in the signal B rest frame p⇤` . The results agree with previous measurements within their
uncertainties, but tend to higher nominal values for lower cuts on p⇤` . The moments are calculated
as a weighted mean using signal probabilities as event-wise weights. The achieved precision is not

17

[BELLE2-CONF-PH-2020-011]

• Similar strategy as in the Belle measurement, but much smaller dataset: Measure ⟨M1...6
X ⟩.

• Use hadronic tagging with Full Event Interpretation (FEI), reconstruct a high-momentum lepton and

use the rest of the event to constructMX .

• Similar correction procedure as for the Belle measurement.
15
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We have presented a preliminary measurement the first six moments of the hadronic mass
spectrum in B ! Xc`⌫` decays. The hMn

X i are measured as a function of a lower cut on the lepton
momentum in the signal B rest frame p⇤` . The results agree with previous measurements within their
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[BELLE2-CONF-PH-2020-011]

Results in agreement
with earlier measurements
but not competitive yet
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Exclusive |Vcb| using B0
s decays
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[Phys. Rev. D101 (2020) 072004]

• Use the decayB0
s → D

(∗)−
s µ+νµ,D

−
s → K+K−π− to measure |Vcb| exclusively.

• Normalize toB0→ D(∗)−µ+νµ,D
−→ K+K−π−

• B0
s mesons abundantly produced at LHCb.

• Use the correctedmass variablemcorr =
√
m2

vis + pT2vis + pTvis
to distinguish signal and background

• and the correlation between pTrel andw, cos θD and cos θµ to determine the angular shape. 17
34
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• Use the decayB0
s → D

(∗)−
s µ+νµ,D

−
s → K+K−π− to measure |Vcb| exclusively.

• Normalize toB0→ D(∗)−µ+νµ,D
−→ K+K−π−

• B0
s mesons abundantly produced at LHCb.

• Use the correctedmass variablemcorr =
√
m2

vis + pT2vis + pTvis
to distinguish signal and background

• and the correlation between pTrel andw, cos θD and cos θµ to determine the angular shape. 18
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−
s → K+K−π− to measure |Vcb| exclusively.

• Normalize toB0→ D(∗)−µ+νµ,D
−→ K+K−π−

• B0
s mesons abundantly produced at LHCb.

• Use the correctedmass variablemcorr =
√
m2

vis + pT2vis + pTvis
to distinguish signal and background

• and the correlation between pTrel andw, cos θD and cos θµ to determine the angular shape. 19
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[Phys. Rev. D101 (2020) 072004]

• Clean signal and normalization samples

• D∗+
s → D+

s γ/π
0: Neutral objects with low pT have a low reconstruction efficiency in LHCb, so

onlyD+
s is reconstructed.

• Similar forD∗−→ D−γ/π0
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[Phys. Rev. D101 (2020) 072004]

• Perform fit using both, CLN and BGL, parametrisation.

• Leading to:

• |Vcb|CLN = (40.8± 0.6± 0.9± 1.1) · 10−3

• |Vcb|BGL = (41.7± 0.8± 0.9± 1.1) · 10−3

• Updated results wrt to [Phys. Rev. D101 (2020) 072004] due to new value of fs/fd from
[LHCb-PAPER-2020-046].
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[Phys. Rev. D101 (2020) 072004]

• Used the latest average of fs/fd from [LHCb-PAPER-2020-046] for the LHCb numbers.
22
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Measuring the shape of the B0
s → D∗−

s µ+νµ decay rate
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[JHEP 12 (2020) 144]

• Determine the FFs ofB0
s → D∗−

s µ+νµ bymeasuring the shape of its differential decay rate.

• Fully reconstructD∗−
s with (low-pT) photon fromD∗−

s → D−
s γ

• Usemcorr to separate signal from background, determine q2 (andw) using kinematical constraints.
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Measuring the shape of the B0
s → D∗−

s µ+νµ decay rate
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TABLE XIV. Error budget for the total rate � for the cases
` = µ and ` = ⌧ , given in Eq. (35) and Eq. (36) respectively,
as well as for R(D⇤

s ) given in Eq. (37), excluding the con-
tribution from �EM. Errors are given as a percentage of the
final answer. The top half gives the contributions of system-
atic uncertainties originating from the dependence of the form
factors on M⌘h , from discretisation e↵ects going as amh and
amc, from sea and valence quark mass mistunings and from
uncertainties in the determination of the lattice spacing. The
second half of the table gives the contributions of the statis-
tical uncertainty in our lattice correlator data, broken down
by set. Finally, ‘Other Priors’ includes all of the remaining
sources of uncertainty, such as �kin and the current renormal-
isation factors. ‘Other Priors’ also includes the uncertainty of
mixed terms in the fit which cannot be attributed uniquely to
any of the categories in the first half of the table (e.g. from
the prior uncertainty of b011n , the coe�cient in Eq. (18) which
mixes amh and amc dependence).

�/|⌘EWVcb|2(1 + �EM)

Source ` = µ ` = ⌧ R(D⇤
s )

M⌘h ! M⌘b 3.2 2.65 1.4

amc ! 0 2.8 2.55 0.32

amh ! 0 4.97 4.95 0.653

�
val
mc 0.41 0.40 0.05

�
sea
mc 1.43 1.56 0.21

�
val
ms 0.05 0.06 0.01

�
sea
ms 0.72 0.77 0.09

�
sea
ml

1.16 1.2 0.08

w0/a, w0 0.47 0.48 0.27

Statistics

Set 1 1.68 1.33 0.86

Set 2 3.09 2.44 1.29

Set 3 6.11 5.46 2.0

Set 4 1.14 0.90 0.52

Other Priors 2.5 2.4 1.1

Total 10.2 9.32 3.23

field configurations to reduce the statistical errors on the
current finest Set 3. Adding in results from ‘exafine’ lat-
tices with a ⇡ 0.03 fm is also feasible. These would al-
low for calculations directly at the physical b quark mass
with amh ⇡ 0.6 [23], reducing the uncertainties associ-
ated with taking amh ! 0 and M⌘h ! M⌘b significantly.

VI. COMPARISON TO LHCB RESULTS FOR
THE DIFFERENTIAL DECAY RATE

A. The Shape of the di↵erential Decay rate

The predicted shape of the di↵erential rate d�/dq2

from our form factors, plotted in Figure 9, may be com-
pared directly to recent experimental measurements by
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FIG. 11. The di↵erential rate d�/dw for B
0
s ! D

⇤�
s µ

+
⌫µ

as a function of the recoil w = vBs · vD⇤
s
and normalised by

the total decay rate calculated from our form factors is given
by the purple band. We also show our rate integrated across
bins and measurements by LHCb [54].

LHCb. The results of these measurements are given
in [54], where unfolded normalised data is binned ac-
cording to the recoil parameter, w = vBs · vD⇤

s
, and

includes correlations. Here vD⇤
s
and vBs are the four-

velocities of the D
⇤
s
and Bs respectively. In the Bs rest

frame this gives the simple form w = ED⇤
s
(p0)/MD⇤

s
=

(M2

Bs
+M

2

D⇤
s

� q
2)/(2MBsMD⇤

s
). Here we integrate our

computed di↵erential rate normalised by the total rate
over the bins used in [54]. The w limits of these bins, to-
gether with our integrated normalised rates for each bin,
are given in Table XV together with the measured values
from LHCb.
Our results and those of LHCb are plotted together in

Figure 11. We see that our results largely agree with the
LHCb measurement. We compute the value of �2

/dof for
these measured values compared to our predicted values
in the usual way using �

2 = �g�
�1

�g where the vector �g
is made up of the di↵erences between our values and the
measured values and �

�1 is the inverse of the covariance
matrix for �g including correlations from this calculation
and those from experiment. We find �

2
/dof = 1.7 with

a Q-value of 0.11. In Figure 11 we see that the third bin
with 1.1688 < w < 1.2212 seems to be furthest from our
predicted rate. Excluding this bin from the computation
of �2

/dof results in a �
2
/dof of 0.47, with a Q-value of

0.83.
For comparison to others it is useful to give our results

in the Caprini, Lelouch and Neubert (CLN) form factor
parameterisation [38]. In this scheme the form factors

[JHEP 12 (2020) 144][arXiv:2105.11433]

• Providew data for phenomenological analysis for the first time.

• Good agreement with FFs from [Phys. Rev. D101 (2020) 072004]

• andwith recent LQCD calculation fromHPQCD [arXiv:2105.11433]

24
34

http://arxiv.org/abs/2003.08453
https://arxiv.org/abs/2105.11433
http://arxiv.org/abs/2001.03225
https://arxiv.org/abs/2105.11433


|Vub|



Partial B and inclusive |Vub|

10

FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.

[arXiv:2102.00020, accepted by PRD]

• The dilemma of inclusive |Vub|:
• Want to reduce contributions fromB→ Xcℓν asmuch as possible→Only consider small phase

space.

• Precision of shape functions decreases for small phase space→ Increase phase space.

• ”Resolve” dilemma by enlarging the regions where∆B(B→ Xuℓν) is measured and suppress
B→ Xcℓν background usingmachine learning.

• Use hadronic tagging with FR to constrain the kinematics ofBsig

• UseM2
miss,D

∗ veto variables, presence of kaons,Bsig vertex fit quality and the total net charge of the

event to distinguishB→ Xcℓν fromB→ Xuℓν .
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FIG. 5. (Top) The MX and q2 spectra of the selected candidates prior to applying the background BDT are shown.
(Bottom) The EB

` spectrum of the selected candidates prior to applying the background BDT are shown for events with
MX < 1.7 GeV and MX > 1.7 GeV.

or other statistical uncertainties, are treated as uncorre-
lated. Both cases can be expressed as ⌃ks = �ks ⌦ �ks

or ⌃ks = Diag
⇣
�ks

2
⌘
, respectively. For particle identi-

fication uncertainties, we estimate ⌃ks using sets of cor-
rection tables, sampled according to their statistical and
systematic uncertainties. The systematic NPs are incor-
porated in Eq. 21 by rewriting the fractions fik for all
templates as

fik =
⌘MC
ikP
j ⌘MC

jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘MC
jk

�
1 + ✓jk

� , (26)

to take into account changes in the signal or background
shape. Here ⌘MC

ik denotes the predicted number of MC
events of a given bin i and a process k, and ✓ik is the
associated nuisance parameter constrained by Gk.

VI. B ! Xc`⌫̄` CONTROL REGION

Figure 5 compares the reconstructed MX , q2, and EB
`

distributions with the expectation from MC before ap-
plying the background suppression BDT. All corrections

are applied and the MC uncertainty contains all system-
atic uncertainties discussed in Section V. The agreement
of MX and q2 is excellent, but some di↵erences in the
shape of the lepton momentum spectrum are seen. This
is likely due to imperfections of the modeling of the inclu-
sive B ! Xc `+ ⌫` background. The discrepancy reduces
in the MX < 1.7 GeV region. The main results of this
paper will be produced by fitting q2 and MX in two di-
mensions. We use the lepton spectrum to measure the
same regions of phase space, to validate the obtained re-
sults.

VII. B ! Xu `+ ⌫` SIGNAL REGION

Figure 6 shows the reconstructed MX , q2, and EB
`

distributions after the BDT selection is applied. The
B ! Xu `+ ⌫` contribution is now clearly visible at
low MX and high EB

` , while the reconstructed events
and the MC expectation show good agreement. The
B ! Xc `+ ⌫` background is dominated by contributions
from B ! D `+ ⌫` and B ! D⇤ `+ ⌫` decays, and the
remaining background is predominantly from secondary
leptons, and misidentified lepton candidates.

14

FIG. 6. The MX , q2 and EB
` spectra after applying the background BDT but before the fit are shown. The B ! Xu `+ ⌫`

contribution is shown in red and scaled to the world average of B(B ! Xu `+ ⌫`) = (2.13± 0.30) ⇥ 10�3. The data and MC
agreement is reasonable in all variables. The EB

` spectra is shown with selections of MX < 1.7GeV and MX > 1.7GeV. The
cut of MX < 1.7GeV is later used in the fit to reduce the dependence on the B ! Xc `

+ ⌫` modeling of higher charmed states.

[arXiv:2102.00020]

before BDT after BDT
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FIG. 9. The post-fit projection ofMX of the two-dimensional
fit to MX : q2 on MX and the q2 distribution in the range
of MX 2 [0, 1.5]GeV are shown. The resulting yields are
corrected to correspond to a partial branching fraction with
EB

` > 1GeV. The remaining q2 distributions are given in
Figure 21 (Appendix D).

- DGE: The Dressed Gluon Approximation (short
DGE) from Andersen and Gardi [19, 20] makes pre-
dictions by avoiding the direct use of shape func-
tions, but produces predictions for hadronic observ-
ables using the on-shell b-quark mass. The calcu-
lation is carried out in the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

- GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (short GGOU) incorpo-
rates all known perturbative and non-perturbative
e↵ects up to the order O(↵2

s �0) and O(1/m3
b), re-

spectively. The shape function dependence is incor-
porated by parametrizing its e↵ects in each struc-
ture function with a single light-cone function. The
calculation is carried out in the kinetic scheme and
we use as inputs mkin

b = 4.55 ± 0.02 GeV and

µ2 kin
⇡ = 0.46 ± 0.08 GeV2.

- ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21, 22] makes use of the ra-
tio of B ! Xu `+ ⌫` to B ! Xc `+ ⌫` rates and
soft-gluon resummation at next-to-next-to-leading-
order and an e↵ective QCD coupling approach.
The calculation uses the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we
use to extract |Vub| from the measured partial branching
fractions with Eq. 32.

C. |Vub| Results

From the partial branching fractions with EB
` > 1 GeV

and MX < 1.7 GeV determined from fitting MX we find

|Vub| (BLNP) = (3.90 ± 0.08 ± 0.15 ± 0.21) ⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.08 ± 0.09 ± 0.16+0.20

�0.26

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
3.97 ± 0.08+0.15

�0.16
+0.15
�0.16

⌘
⇥ 10�3 ,

|Vub| (ADFR) = (3.63 ± 0.08 ± 0.14 ± 0.17) ⇥ 10�3 .
(33)

The uncertainties denote the statistical uncertainty, the
systematic uncertainty and the theory error from the par-
tial rate prediction. For the partial branching fraction
with EB

` > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we
find

|Vub| (BLNP) =
⇣
4.24+0.22

�0.23
+0.30
�0.32

+0.26
�0.28

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16+0.22

�0.23
+0.29
�0.31

+0.18
�0.21

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.25+0.22

�0.24
+0.30
�0.32

+0.24
�0.26

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
3.68+0.19

�0.20
+0.26
�0.28 ± 0.17

⌘
⇥ 10�3 . (34)

Finally, the most inclusive determination with EB
` >

1 GeV from the two-dimensional fit of MX and q2 results
in

|Vub| (BLNP) =
⇣
4.05 ± 0.09+0.21

�0.22
+0.18
�0.20

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16 ± 0.09+0.21

�0.22
+0.11
�0.12

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.15 ± 0.09+0.21

�0.22
+0.08
�0.09

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
4.05 ± 0.09+0.21

�0.22 ± 0.18
⌘
⇥ 10�3 .

(35)

In order to quote a single value for |Vub| we adapt the
procedure of Ref. [67] and calculate a simple arithmetic
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FIG. 9. The post-fit projection ofMX of the two-dimensional
fit to MX : q2 on MX and the q2 distribution in the range
of MX 2 [0, 1.5]GeV are shown. The resulting yields are
corrected to correspond to a partial branching fraction with
EB

` > 1GeV. The remaining q2 distributions are given in
Figure 21 (Appendix D).

- DGE: The Dressed Gluon Approximation (short
DGE) from Andersen and Gardi [19, 20] makes pre-
dictions by avoiding the direct use of shape func-
tions, but produces predictions for hadronic observ-
ables using the on-shell b-quark mass. The calcu-
lation is carried out in the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

- GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (short GGOU) incorpo-
rates all known perturbative and non-perturbative
e↵ects up to the order O(↵2

s �0) and O(1/m3
b), re-

spectively. The shape function dependence is incor-
porated by parametrizing its e↵ects in each struc-
ture function with a single light-cone function. The
calculation is carried out in the kinetic scheme and
we use as inputs mkin

b = 4.55 ± 0.02 GeV and

µ2 kin
⇡ = 0.46 ± 0.08 GeV2.

- ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21, 22] makes use of the ra-
tio of B ! Xu `+ ⌫` to B ! Xc `+ ⌫` rates and
soft-gluon resummation at next-to-next-to-leading-
order and an e↵ective QCD coupling approach.
The calculation uses the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we
use to extract |Vub| from the measured partial branching
fractions with Eq. 32.

C. |Vub| Results

From the partial branching fractions with EB
` > 1 GeV

and MX < 1.7 GeV determined from fitting MX we find

|Vub| (BLNP) = (3.90 ± 0.08 ± 0.15 ± 0.21) ⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.08 ± 0.09 ± 0.16+0.20

�0.26

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
3.97 ± 0.08+0.15

�0.16
+0.15
�0.16

⌘
⇥ 10�3 ,

|Vub| (ADFR) = (3.63 ± 0.08 ± 0.14 ± 0.17) ⇥ 10�3 .
(33)

The uncertainties denote the statistical uncertainty, the
systematic uncertainty and the theory error from the par-
tial rate prediction. For the partial branching fraction
with EB

` > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we
find

|Vub| (BLNP) =
⇣
4.24+0.22

�0.23
+0.30
�0.32

+0.26
�0.28

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16+0.22

�0.23
+0.29
�0.31

+0.18
�0.21

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.25+0.22

�0.24
+0.30
�0.32

+0.24
�0.26

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
3.68+0.19

�0.20
+0.26
�0.28 ± 0.17

⌘
⇥ 10�3 . (34)

Finally, the most inclusive determination with EB
` >

1 GeV from the two-dimensional fit of MX and q2 results
in

|Vub| (BLNP) =
⇣
4.05 ± 0.09+0.21

�0.22
+0.18
�0.20

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16 ± 0.09+0.21

�0.22
+0.11
�0.12

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.15 ± 0.09+0.21

�0.22
+0.08
�0.09

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
4.05 ± 0.09+0.21

�0.22 ± 0.18
⌘
⇥ 10�3 .

(35)

In order to quote a single value for |Vub| we adapt the
procedure of Ref. [67] and calculate a simple arithmetic

18

FIG. 9. The post-fit projection ofMX of the two-dimensional
fit to MX : q2 on MX and the q2 distribution in the range
of MX 2 [0, 1.5]GeV are shown. The resulting yields are
corrected to correspond to a partial branching fraction with
EB

` > 1GeV. The remaining q2 distributions are given in
Figure 21 (Appendix D).

- DGE: The Dressed Gluon Approximation (short
DGE) from Andersen and Gardi [19, 20] makes pre-
dictions by avoiding the direct use of shape func-
tions, but produces predictions for hadronic observ-
ables using the on-shell b-quark mass. The calcu-
lation is carried out in the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

- GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (short GGOU) incorpo-
rates all known perturbative and non-perturbative
e↵ects up to the order O(↵2

s �0) and O(1/m3
b), re-

spectively. The shape function dependence is incor-
porated by parametrizing its e↵ects in each struc-
ture function with a single light-cone function. The
calculation is carried out in the kinetic scheme and
we use as inputs mkin

b = 4.55 ± 0.02 GeV and

µ2 kin
⇡ = 0.46 ± 0.08 GeV2.

- ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21, 22] makes use of the ra-
tio of B ! Xu `+ ⌫` to B ! Xc `+ ⌫` rates and
soft-gluon resummation at next-to-next-to-leading-
order and an e↵ective QCD coupling approach.
The calculation uses the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we
use to extract |Vub| from the measured partial branching
fractions with Eq. 32.

C. |Vub| Results

From the partial branching fractions with EB
` > 1 GeV

and MX < 1.7 GeV determined from fitting MX we find

|Vub| (BLNP) = (3.90 ± 0.08 ± 0.15 ± 0.21) ⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.08 ± 0.09 ± 0.16+0.20

�0.26

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
3.97 ± 0.08+0.15

�0.16
+0.15
�0.16

⌘
⇥ 10�3 ,

|Vub| (ADFR) = (3.63 ± 0.08 ± 0.14 ± 0.17) ⇥ 10�3 .
(33)

The uncertainties denote the statistical uncertainty, the
systematic uncertainty and the theory error from the par-
tial rate prediction. For the partial branching fraction
with EB

` > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we
find

|Vub| (BLNP) =
⇣
4.24+0.22

�0.23
+0.30
�0.32

+0.26
�0.28

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16+0.22

�0.23
+0.29
�0.31

+0.18
�0.21

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.25+0.22

�0.24
+0.30
�0.32

+0.24
�0.26

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
3.68+0.19

�0.20
+0.26
�0.28 ± 0.17

⌘
⇥ 10�3 . (34)

Finally, the most inclusive determination with EB
` >

1 GeV from the two-dimensional fit of MX and q2 results
in

|Vub| (BLNP) =
⇣
4.05 ± 0.09+0.21

�0.22
+0.18
�0.20

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16 ± 0.09+0.21

�0.22
+0.11
�0.12

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.15 ± 0.09+0.21

�0.22
+0.08
�0.09

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
4.05 ± 0.09+0.21

�0.22 ± 0.18
⌘
⇥ 10�3 .

(35)

In order to quote a single value for |Vub| we adapt the
procedure of Ref. [67] and calculate a simple arithmetic

[arXiv:2102.00020]

• |Vub| =
√

∆B(B→Xuℓν)
τB∆Γ(B→Xuℓν)

• Use 4 different theoretical predictions for∆Γ(B→ Xuℓν)

• Use a 2D fit inMX and q2 in themost inclusive sample withEB
ℓ > 1GeV/c to determine |Vub|

with the 4 different predictions.

• Average of themost precise ones leads to: |Vub| = (4.10± 0.09± 0.22± 0.15) · 10−3 28
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Partial B and inclusive |Vub|21

IX. SUMMARY AND CONCLUSIONS

We report measurements of partial branching frac-
tions with di↵erent requirements on the properties of the
hadronic system of the B ! Xu `+ ⌫` decay and with
a lepton energy of EB

` > 1 GeV in the B rest-frame,
covering 31-86% of the available phase space. The size-
able background from semileptonic B ! Xc `+ ⌫` de-
cays is suppressed using multivariate methods in the
form of a BDT. This approach allows us to reduce such
backgrounds to an acceptable level, whilst retaining a
high signal e�ciency. Signal yields are obtained using a
binned likelihood fit in either the reconstructed hadronic
mass MX , the four-momentum-transfer squared q2, or
the lepton energy EB

` . The most precise result is ob-
tained from a two-dimensional fit of MX and q2. Trans-
lated to a partial branching fraction for EB

` > 1 GeV we
obtain

�B(B ! Xu`+ ⌫`) = (1.59 ± 0.07 ± 0.17) ⇥ 10�3 , (50)

with the errors denoting statistical and systematic un-
certainties. The partial branching fraction is compatible
with the value obtained by a fit of the lepton energy
spectrum EB

` and with the most precise determination
of Ref. [66]. In addition, it is stable under variations
of the background suppression BDT. From this partial
branching fraction we obtain a value of

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 (51)

from an average over four theoretical calculations. This
value is higher than, but compatible with, the value
of |Vub| from exclusive determinations by 1.3 standard
deviations. The compatibility with the value expected
from CKM unitarity from a fit of Ref. [73] of |Vub| =⇣
3.62+0.11

�0.08

⌘
⇥ 10�3 is 1.6 standard deviations. Fig-

ure 12 summarizes the situation. The result presented
here supersedes Ref. [16]: this paper uses a more e�-
cient tagging algorithm, incorporates improvements of
the B ! Xu `+ ⌫` signal and B ! Xc `+ ⌫` background
descriptions, and analyzes the full Belle data set of 711
fb�1. The measurement of kinematic di↵erential shapes
of MX , q2, and other properties are left for future work.
These results will be crucial for future direct measure-
ments with Belle II that will attempt to use data-driven
methods to directly constrain the shape function using
B ! Xu `+ ⌫` information.
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• Obtained result shows a discrepancy with respect to |Vub| exclusive fromB→ πℓν (1.3σ) and
fromCKM constraints (1.6σ).
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First Belle II results on B→ Xuℓν

FIG. 1: Data/MC comparison in the electron center-of-mass momentum endpoint region. The BB̄
Monte Carlo contribution was divided as follows: b ! u – electron candidates from true B ! Xue⌫̄e
decays; b ! c – electron candidates from true B ! Xce⌫̄e decays; J/ – electron candidates from
a J/ meson decay; secondaries – other electron candidates which are not coming from a B-meson
decay; fake – electron candidates that are not true electrons; other – candidates not belonging to
any previous category. The signal b ! u MC was constructed using a ‘hybrid’ approach, combining
simulated exclusive and inclusive B ! Xue⌫̄e final states into a single prediction. O↵-resonance
data was used to estimate the continuum background. The hashed MC uncertainty combines
statistical uncertainty and systematics from B ! Xue⌫̄e, B ! De⌫̄e, B ! D⇤e⌫̄e, B ! D⇤⇤e⌫̄e
and other B ! Xce⌫̄e branching fraction uncertainties, and PID systematic uncertainty.

2

First Belle II tagged analyses

Rediscovering B ! ⇡`⌫ and B ! D⇤`⌫ with tagging

⌥(4S)
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tag
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miss = (pe+e� � pBtag
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K�
⇡+

D⇤+
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`�

⌫̄l

e+e�

See Racha Cheaib’s Vub and Vcb talk

Data-simulation comparisons with the
calibration applied.

William Sutcli↵e Full Event Interpretation at Belle II 30 July 2020 9 / 11

[BELLE2-NOTE-PL-2020-026] [W. Sutcliffe, ICHEP2020]

• RediscoverB→ Xuℓν close to the kinematic endpoint of p∗ℓ
• AndB0→ π−ℓν using FEI.
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Exclusive |Vub| from B0
s mesons
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[Phys. Rev. Let. 126, 081804]

RFF : form factor ratio

low q2 high q2

• UseB0
s → K−µ+νµ decays tomeasure |Vub|: First observation ofB0

s → K−µ+νµ.

• Measure
|Vub|
|Vcb| = RFF · B(B0

s→K−µ+νµ)

B(B0
s→D−

s µ+νµ)
, usemcorr to discriminate signal and background.

• DivideB0
s → K−µ+νµ in two bins of q

2 with equal number of signal events.
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Exclusive |Vub| from B0
s mesons
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[Phys. Rev. Let. 126, 081804]

• Two different FF predictions forB0
s → K−µ+νµ used to extract |Vub|:

• Low q2: LCSR based on [JHEP 08 112]

• High q2: LQCD based on [Phys. Rev. D100, 034501]

• Provide two values of |Vub|. Differential rate will help understanding theB0
s → K−µ+νµ decay

better.
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Exclusive |Vub| from B0
s mesons
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LHCb Uncertainty All q2 low q2 high q2

Tracking 2.0 2.0 2.0
Trigger 1.4 1.2 1.6
Particle identification 1.0 1.0 1.0
σ(mcorr) 0.5 0.5 0.5
Isolation 0.2 0.2 0.2
Charged BDT 0.6 0.6 0.6
Neutral BDT 1.1 1.1 1.1
q2 migration – 2.0 2.0
Efficiency 1.2 1.6 1.6
Fit template +2.3

−2.9
+1.8
−2.4

+3.0
−3.4

Total +4.0
−4.3

+4.3
−4.5

+5.0
−5.3

[Phys. Rev. Let. 126, 081804]

• Measurement (in individual q2 bins) is systematically limited, many are connected with limited size
of simulation sample.

• More q2 bins will allow for amore precise measurement using the full LHCb data set.
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Conclusions

• After 20 years of precisionmeasurements, |Vcb| and |Vub| are still an exciting research topic with
unresolved puzzles.

• Many recent measurements by Belle (II) and LHCb add precision, but did not resolve all mysteries.

• Belle II and LHCbwill continue to show a ”collaborative competition”.

• Exciting new results expected for the future: More exploitation of the Belle data set, new results by

Belle II in the followingmonths, start of the LHCb upgrade, results usingB+
c mesons,

B+→ τ+/µ+ν , etc.
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Exclusive |Vub| from Λ0
b baryons
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6.3.3. q2
selection

In order to measure the branching fractions of ⇤0
b ! pµ�⌫µ and ⇤0

b ! ⇤+
c µ�⌫µ decays in the desired

regions of q2
= m2

µ⌫ , a reconstruction of the neutrino 4-momentum is required.

⇤0
b

hµ

h = p/⇤+
c

µ

⌫

p?

p?

Figure 6.1: Illustration of momentum conservation with respect to the ⇤0
b flight direction.

This is made possible through the constraints from the flight direction and the mass of the ⇤0
b

baryon. Momentum conservation with respect to the flight direction allows for the component of
the neutrino momentum transverse to this direction to be determined, as illustrated in Fig. 6.1.
The component of the neutrino momentum parallel to the flight direction, p(⌫)k, which is the only
remaining unknown, can then be solved for by using the ⇤0

b mass constraint,

(p⌫ + phµ)
2

= m2
⇤0

b
, (6.1)

where

p⌫ =

⇣q
p2

k(⌫) + p2
?, 0, �p?, pk(⌫)

⌘
(6.2)

phµ =

⇣q
p2

k(hµ) + p2
? + m2

hµ, 0, p?, pk(hµ)

⌘
. (6.3)

Here, mhµ and pk(hµ), are respectively the visible mass and the momentum component parallel to
the ⇤0

b flight direction for the hµ pair. Solving equation 6.1 leads to quadratic solutions for the
p(⌫)k,

p(⌫)k =
�b �

p
b2 � 4ac

2a
, (6.4)

[Nature Physics 11 (2015) 743]

• First measurement of |Vub| (relative to |Vcb|) at LHCb
• Use the correctedmass variable to separate signal and background.

• mcorr =
√
m2

vis + pT2 + pT

• Yields about 15’000 signal events.

• Measure |Vub| = RFF · B(Λ0
b→pµ−νµ)

B(Λ0
b→Λ+

c µ−νµ)
· |Vcb| in high-q2 region,

usingRFF from [Phys Rev D. 92 (2015) 034503]

• |Vub| = (3.27± 0.15± 0.16± 0.06) · 10−3. Most precise exclusive result. 36
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Exclusive |Vcb| using B0
s decays
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[Phys. Rev. D101 (2020) 072004]

• Clean signal and normalization samples

• D∗+
s → D+

s γ/π
0: Neutral objects with low pT have a low reconstruction efficiency in LHCb, so

onlyD+
s is reconstructed.

• Similar forD∗−→ D−γ/π0
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B→ D(∗)ℓν at Belle II

FIG. 1. The reconstructed pre-fitm2
miss distribution is shown and compared to the MC expectation.

The resolution of the peak is dominated by the resolution of the Btag reconstruction. Correctly

reconstructed Bsig candidates are expected to peak at m2
miss ⇡ m2

⌫ ⇠ 0.

calibration, the limited size of the MC sample, the lepton identification, the slow pion
reconstruction, tracking e�ciency, and from the assumed charm branching fractions. Using
the preliminary B counting result of NBB̄ = (37.7± 0.6)⇥106 and f+0 = 1.058±0.024 from
Ref. [10] we obtain

B(B0 ! D⇤+`�⌫ l) =
�
4.51± 0.41stat ± 0.27syst ± 0.45⇡s

�
% . (4)

The largest uncertainty stems from the slow pion e�ciency and a detailed breakdown is given
in Table I. The measured value is lower, but in good agreement with the world average of
Ref. [10] of B(B0 ! D⇤+`�⌫ l) = (5.05± 0.14)%.

5. EECL OF THE SELECTED B0 ! D⇤+`�⌫l EVENTS

The full reconstruction of Btag and Bsig allows one to analyze unassigned energy deposi-
tions in the calorimeter. Their energy can be summed, after some minimal energy cuts and

11

FIG. 6. The measured partial decay rates for electrons and muons are compared to the BGL form
factor parameters of Refs. [17, 18].

Source Relative uncertainty (%)

B0 ! D⇤+e�⌫e B0 ! D⇤+µ�⌫µ

PDF shape uncertainties 0.7 0.6

B(B̄ ! D⇤⇤`⌫̄) 0.1 < 0.1

Lepton-ID 0.4 1.9

MC statistics, e�ciency < 0.1 < 0.1

Tracking of K, ⇡, ` 2.4 2.4

Tracking of ⇡s 9.9 9.9

NB0 2.0 2.0

Charm branching fractions 1.1 1.1

B0 ! D⇤+`�⌫l Form Factors 1.1 1.1

Total 10.5 10.7

TABLE I. Summary of the relative systematic uncertainties for the measurements of B(B0 !
D⇤+`�⌫l). The first two uncertainties impact the extracted signal yield, while the others impact
the other factors of Eq. (2).

of uncertainty and sum them in quadrature to obtain the total systematic uncertainty. The
methods used for obtaining these uncertainties are detailed below.

The lepton-identification corrections are measured with statistical uncertainties that arise
from the limited size of the control samples, as well as systematic uncertainties. We produce
500 sets of correction values sampled from Gaussian distributions that reflect these uncer-
tainties, accounting for systematic correlations. Each set of corrections is used to estimate
the uncertainty on the e�ciencies and on the cos ✓BY distributions.

The impact of the finite sizes of the MC samples is directly incorporated into the fit
procedure via nuisance parameters.

The semileptonic decays B̄ ! D⇤⇤`⌫̄, whereD⇤⇤ indicates an excited charm meson heavier

16

[BELLE2-CONF-PH-2020-009] [BELLE2-CONF-PH-2020-008]

• ReconstructB→ D∗ℓν using hadronic tagging and FEI orB→ D(∗)ℓν without tagging.

• DetermineB(B0→ D∗−ℓ+ν) = (4.51± 0.41± 0.27± 0.45)%with FEI

• andB(B0→ D∗−ℓ+ν) = (4.60± 0.05± 0.17± 0.45)%without tagging.
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FIG. 3. The extracted |Vub| values from B ! ⇢l⌫̄ and B !
!l⌫̄ for di↵erent cut-o↵s q2max of the respective q2 spectrum in
the fit. The stable extraction of Vub for increasing q2 cut-o↵s
indicates that the extrapolation into the high q2 region works.

FIG. 4. The extracted |Vub| values from B ! ⇢l⌫̄ and
B ! !l⌫̄ for the fits to the individual experiments, and our
averaged spectra. The B ! ⇢l⌫̄ measurements of Belle and
BABAR exhibit a slight tension.

V. PREDICTIONS IN THE STANDARD
MODEL AND BEYOND

Using our combined fit, in Table V we provide SM
predictions for the lepton universality ratios R(⇢) and
R(!), defined as usual as

R(V ) =
�(B ! V ⌧ ⌫̄)

�(B ! V `⌫̄)
. (18)

The combined fit improves the prediction for these ob-
servables over using the LCSR fit results alone by 24%
and 13%, respectively. It is further interesting to con-
sider phase space constrained lepton universality ratios,

as pointed out by Refs. [29, 30],

eR(V ) =

R t�
m2

⌧
dq

2 [d�(B ! V ⌧ ⌫̄)/dq2]
R t�
m2

⌧
dq2 [d�(B ! V l⌫̄)/dq2]

, (19)

i.e. restricting the light lepton mode to m
2
⌧  q

2


(mB � mV )2 ⌘ t�, such that the phase space suppres-
sion of the ⌧ mode is lifted. In eR(V ), the correlation is
increased between nominator and denominator and thus
a larger cancellation of uncertainties is possible, but a
small dependence on the actual shape of the light-lepton
di↵erential rate is introduced by the cut-o↵ at m2

⌧ . eR(V )
is insensitive to the low q

2
 m

2
⌧ ' 3.16GeV2 regime,

reducing its sensitivity to data in the nominal regime of
validity of the light-cone expansion q

2 . 14GeV2. How-
ever, we see in Table V that the LCSR predictions for
eR(⇢) and eR(!) are in good agreement with the combined
fit, suggesting that the experimental data does not pull
the (extrapolation of the) LCSR fit results significantly
in the higher q2 regime.
We also calculate SM predictions for several angular

observables, utilizing our combined fit result for the form
factors. First, we consider the vector meson longitudinal
polarization fraction

FL,l(V ) =
��=0(B ! V l⌫̄)

�(B ! V l⌫̄)
, (20)

with � the helicity of the vector meson V = ⇢, !. As
an aside, in the B ! (⇢ ! ⇡⇡)l⌫̄ decay, it is well-known
that the longitudinal polarization of the ⇢ arises in the
di↵erential rate with respect to the pion polar helicity
angle, as in Eq. (A10). One may derive a similar result
for the ! longitudinal polarization in B ! (! ! ⇡⇡⇡)l⌫̄,
via the Dalitz-type analysis provided in App. A, yielding

1

�

d�

d cos ✓+
=

3

8

⇥
1�FL(!)

⇤
(1+cos2 ✓+)+2FL(!) sin

2
✓+

�
,

(21)
in which the ✓+ helicity angle defines the angle between
the ⇡

+ momentum and the B momentum pB in the !

rest frame. Second, we calculate the ⌧ polarization (see
e.g. [2])

P⌧ (V ) =
�+(B ! V ⌧ ⌫̄)� ��(B ! V ⌧ ⌫̄)

�+(B ! V ⌧ ⌫̄) + ��(B ! V ⌧ ⌫̄)
, (22)

in which the ± subscript labels the ⌧ helicity, as well as
the forward-backward asymmetry

AFB,l(V ) =
�[0,1](B ! V l⌫̄)� �[�1,0](B ! V l⌫̄)

�[0,1](B ! V l⌫̄) + �[�1,0](B ! V l⌫̄)
, (23)

in which �L =
R
L dcos ✓l [d�/dcos ✓l]. The predicted cen-

tral values and uncertainties for these observables are
shown in Table V. Using the fitted form factors improves
the prediction for these angular observables over using
the LCSR fit results alone by up to 21%.

[arXiv:2104.05739]

• Large discrepancy between values extracted fromB+→ ρ/ωℓν andB→ πℓν
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