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First observations of a new particle 
in the search for the Standard 
Model Higgs boson at the LHC  

Higgs particle

2

❖ The Higgs particle is responsible for the masses 
of elementary particles, while was the missing 
corner stone of the SM before LHC.

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

Introduction
� Higgs�boson�was�the�last�undiscovered�particle�in�the�
Standard�Model�of�particle�physics.�

� Couplings to�the�scalar�(JP=0+)�Higgs�field�determine�the�
particle�masses.
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Higgs discovery: A new era of particle physics — measure the 
                              properties of the new particle
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Daniela Rebuzzi (Università di Pavia) Recent results on Higgs boson measurements 104° Congresso SIF 2018 - 18.09.2018

The Higgs boson in the SM

• The Higgs boson discovery in 2012 
opened the way to the exploration of the 
sector of the SM Lagrangian that is 
responsible for EW symmetry breaking  

• Two types of tree-level couplings to 
other SM particles, which determine all 
Higgs Boson production and decay 
modes 
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to fermions (Yukawa couplings)

to EW gauge bosonsGauge coupling

Yukawa coupling
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Higgs boson production and decays @ LHC
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Swagato Banerjee !3

Higgs boson properties
Primary  
signature

W, Z

top+anti-top

Just 
H → bb

Production mode

• Huge multi-jet background 

• Triggering possible at high pT(H), but S/B  
expected to be ~ O(0.1%)

• Jet substructure analysis by CMS (pT(H)>450 GeV)

• Large multi-jet background

• Still a fully hadronic final state: trigger and  
background modeling is challenging

• Additional γ helps (~similar sensitivity, higher S/B)

• Exploit leptonic signatures for trigger, and  
suppression of multi-jet background.

• Main search channel for H → bb at the LHC!

• Leptonic signatures for trigger, but challenging  
due to combinatorics and tt+bb backgrounds

• But gives access also to top quark coupling!

2 VBF jets 
(+ γ)

Where to look for H → bb at the LHC 

13

Production Modes 
(rates @ 13 TeV)

Decay Modes

Alexander Tuna 4

Higgs at the LHC

many detectable productions many detectable decays

Rich experimental signature: lots to explore
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Higgs BR

μμ, Zγ, …

“ggF” “VBF”

“VH” “ttH”

49 pb 3.8 pb

2.2 pb 0.51 pb

γγ

0.2%

H

W,Z

W,Z
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H

H

b,τ,μ

b,τ,μ

γ

γ
γ

γ

, bb

87%
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Tamara	Vázquez	Schröder

Higgs production modes: reminder
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 H (N3LO QCD + NLO EW)

→pp 

 qqH (NNLO QCD + NLO EW)

→pp 

 WH (NNLO QCD + NLO EW)

→pp 
 ZH (NNLO QCD + NLO EW)

→pp 

 ttH (NLO QCD + NLO EW)

→pp 

 bbH (NNLO QCD in 5FS, NLO QCD in 4FS)

→pp 

 tH (NLO QCD, t-ch + s-ch)

→pp 

gluon fusion 
(ggF)

vector boson 
 fusion (VBF)

W, Z associated 
production (VH)

top associated 
 production (tt̄H)

Run-1 Run-2

3.9
2.1
2.0

2.4

2.3

Run-2(13TeV) 
Run-1(8TeV)

~4  
(missing WtH)

cross section calculation 
@ N3LO(QCD)+NLO(EW)

 Gluon fusion has the largest production rate, 
order of magnitude higher than VBF or VH 
 Large cross section increase from 8 to 13 TeV, 

especially for tt̄H and tH

Run2Run1 Run2
Run1Run-1 Run-2 Run-2/1

Higgs production at the LHC
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Higgs production at the LHC
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 WH (NNLO QCD + NLO EW)→pp 

 ZH (NNLO QCD + NLO EW)→pp 

H (NLO QCD)t t→pp 

 = 8 TeVs

8 TeV pp collisions

~500k Higgs bosons  
produced at the LHC

~19 pb ~1.6 pb

~1.1 pb ~0.13 pb
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Higgs production at the LHC
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produced at the LHC
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Higgs production at the LHC

7

Only one in ~1010 events will 
be a Higgs boson at the LHC = 8 TeVsLHC at 

 (n
b)

σ
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1
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410

510
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910

totσ

bσ

Wσ

Zσ

tσ

ggHσ

pp cross sections

~19 pb ~1.6 pb

~1.1 pb ~0.13 pb

• ~500K Higgs bosons produced in the ATLAS detector


• only one in ~1010 events will be a Higgs boson.

(87%) (7%)

(5%) (1%)

W*,Z*

W*,Z*

~48.6 pb (88%) ~3.8 pb (7%)

~2.3 pb (4%) ~0.5 pb (1%)

Many decay modes accessible with different properties

ZZ* and γγ: high resolution and precise 
differential measurements

WW*: high BR but low mass resolution

ττ and bb: high BR but low S/B, important to 
directly probe Yukawa coupling with 3rd generation

µµ: very small BR but access to Yukawa 
coupling with 2nd generation fermions
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Outline
◈ Higgs mass and width 

◈ Higgs combination measurement and interpretation:  


✦ Coupling/STXS/Diff. XS


◈ Di-Higgs search 

◈ Higgs rare decays


✦ H→inv


✦ H→μμ


✦ H→Zγ

5



Higgs Mass
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DRAFT

measurements, as well as various combinations, along with the LHC Run 1 result, are summarised in504

Figure 4.505

123 124 125 126 127 128
 [GeV]

H
m

Total Stat. onlyATLAS
        Total      (Stat. only)

 Run 1ATLAS + CMS  0.21) GeV± 0.24 ( ±125.09 

 CombinedRun 1+2  0.16) GeV± 0.24 ( ±124.97 

 CombinedRun 2  0.18) GeV± 0.27 ( ±124.86 

 CombinedRun 1  0.37) GeV± 0.41 ( ±125.38 

γγ→H Run 1+2  0.19) GeV± 0.35 ( ±125.32 

l4→H Run 1+2  0.30) GeV± 0.30 ( ±124.71 

γγ→H Run 2  0.21) GeV± 0.40 ( ±124.93 

l4→H Run 2  0.36) GeV± 0.37 ( ±124.79 

γγ→H Run 1  0.43) GeV± 0.51 ( ±126.02 

l4→H Run 1  0.52) GeV± 0.52 ( ±124.51 

-1 = 13 TeV, 36.1 fbs: Run 2, -1 = 7-8 TeV, 25 fbs: Run 1

Figure 4: Summary of the Higgs boson mass measurements from the individual and combined analyses performed
here, compared with the combined Run 1 measurement by ATLAS and CMS [6]. The statistical-only (horizontal
yellow-shaded bands) and total (black error bars) uncertainties are indicated. The (red) vertical line and correspond-
ing (grey) shaded column indicate the central value and the total uncertainty of the combined ATLAS Run 1 + 2
measurement, respectively.

The combination of the four ATLAS measurements using the BLUE approach as an alternative method,506

assuming two uncorrelated channels,3 is found to be mH = 124.97 ± 0.23 GeV = 124.97 ± 0.19 (stat) ±507

0.13 (syst) GeV. The splitting of the errors takes into account the relative weight of the two channels in508

the combined measurement.509

510

10 Conclusion511

The mass of the Higgs boson has been measured from a combined fit to the invariant mass spectra of512

the decay channels H ! Z Z
⇤ ! 4` and H ! ��. The results are obtained from a Run 2 pp collision513

data sample recorded by the ATLAS experiment at the CERN Large Hadron Collider at a centre-of-mass514

energy of 13 TeV, corresponding to an integrated luminosity of 36.1 fb�1. The measurements are based on515

3 The combination of the two LHC run periods for each channel was used as input.

29th May 2018 – 16:33 19

PLB 784 (2018) 345

JHEP 11(2017)047CMS :125.26±0.21(±0.20±0.08)GeV (0.17%)

Compatible with 12.3%

84%
5.1%

◈ Precise measurements with excellent detector performance : σ(mH)/mH ~ 0.17% (CMS ) and 
0.21% (ATLAS), are better/comparable w.r.t. ATLAS+CMS Run-1 combination 0.19%


◈ Still dominated by statistical uncertainties, uncertainty on coupling ~ 0.5%



Higgs Width

7

It is impossible to extract the coupling and Higgs width separately from 
on-shell cross section measurement  → Importance of ΓH measurement.

σ i→H→ f
on−shell (SM ) ∼

gi
2gf

2

ΓH

26 10 Results

10.4 Measurement of the Higgs boson width using on-shell production

In this section, we describe a model-independent measurement of the width performed us-
ing the m4` distribution in the range 105 < m4` < 140 GeV. This measurement is limited by
the four-lepton invariant mass resolution and is therefore sensitive to a width of about 1 GeV.
Therefore, we take into account the interference between the signal and background production
of the 4` final state in this analysis.

An unbinned maximum likelihood fit to the m4` distribution is performed. The strengths of
fermion and vector boson induced couplings are independent and are left unconstrained in the
fit. By splitting events into two categories, namely those with a VBF-like two-jet topology and
the rest, it is possible to constrain the two sets of couplings. The general parameterization of
the probability density function is described in Section 8.

The joint constraint on the width GH and mass mH of the Higgs boson is shown in Fig. 12 (left).
Figure 12 (right) shows the likelihood as a function of GH with the mH parameter unconstrained.
The width is constrained to be GH < 1.10 GeV at 95% CL. The observed and expected results are
summarized in Table 7 and are consistent with the expected detector resolution. The dominant
sources of uncertainty are the uncertainty in the lepton momentum scale when determining
the mass and the uncertainty in the four-lepton mass resolution when determining the width.

 [GeV]Hm
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Figure 12: (Left) Observed likelihood scan of mH and GH using the signal range 105 < m4` <
140 GeV. (Right) Observed and expected likelihood scan of GH using the signal range 105 <
m4` < 140 GeV, with mH profiled.

Table 7: Summary of allowed 68% CL (central values with uncertainties) and 95% CL (ranges
in square brackets) intervals on the width GH of the Higgs boson. The expected results are
quoted for the SM signal production cross section (µVBF,VH = µggH,ttH = 1) and the values of
mH = 125 GeV. In the observed results µVBF,VH and µggH,ttH are left unconstrained in the fit.

Parameter m4` range Expected Observed
GH (GeV) [105, 140] 0.00+0.75

�0.00 [0.00, 1.60] 0.00+0.41
�0.00 [0.00, 1.10]

SM:  mH = 125GeV → ΓH = 4.07MeV 
ΓH cannot be accessed directly due to the experiment resolution

Γ: obs.(exp.) 
@ 95% CL H→γγ H→ZZ

ATLAS 5.0 (6.2) GeV 2.6 (6.2) GeV
CMS 2.4 (3.1) GeV 3.4 (2.8) GeV

3 orders of magnitude larger than SM width
Latest CMS:                                     1.1 (1.6) GeV

Run-1 direct Higgs width measurement:

JHEP 11(2017) 047



Indirect Higgs Width Measurement
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Indirect Higgs Width Measurement I

9

The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and
WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,
the interference between them, VV production in association with two jets through VBF and VH-like
production modes pp! VV + 2 j (s-, t- and u-channel) and the qq̄! VV background. The LO Feynman
diagrams for the gg ! H⇤ ! VV signal, the continuum gg ! VV background and the dominant
irreducible qq̄! VV background are depicted in Fig. 1. The WW ! e⌫ µ⌫ channel also receives sizeable
background contributions from tt̄ and single-top production. In the following a Higgs boson mass of
mH = 125.5 GeV, close to the ATLAS-measured Higgs boson mass value of 125.36 GeV [11], is assumed
for the o↵-shell signal processes. This small di↵erence has a negligible impact on the predicted o↵-shell
production yields.

Figure 2 illustrates the size and kinematic properties of the gluon-induced signal and background pro-
cesses by showing the four-lepton invariant mass (m4`) distribution for the gg ! (H⇤ !)ZZ ! 2e2µ
processes after applying the event selections in the ZZ ! 4` channel (see Sect. 3) on generator-level
quantities. The process gg ! (H⇤ !)ZZ ! 2e2µ is shown for the SM µo↵-shell = 1 case and for an
increased o↵-shell signal with µo↵-shell = 10. For low masses mZZ < 2mZ the o↵-shell signal is negligible,
while it becomes comparable to the continuum gg! ZZ background for masses above the 2mt threshold.
The interference between the gg ! H⇤ ! ZZ signal and the gg ! ZZ background is negative over
the whole mass range. A very similar relation between the gg ! H⇤ ! VV signal and the gg ! VV
background is also seen for the gg! (H⇤ !)ZZ ! 2`2⌫ and gg! (H⇤ !)WW ! e⌫ µ⌫ processes.
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200 400 600 800 1000
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G
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-410
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-110

 ZZ (S)→ H* →gg
 ZZ (B)→gg

) ZZ→ (H*→gg
=10)
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µ) ZZ (→ (H*→gg

Simulation ATLAS
µ 2e2→ ZZ →gg 

 = 8 TeVs

(a)
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 [f
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G
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0.3
-310×

 ZZ (S)→ H* →gg

) ZZ (Interference)→ (H*→gg

Simulation ATLAS
µ 2e2→ ZZ →gg 

 = 8 TeVs

(b)

Figure 2: (a) Di↵erential cross-sections as a function of the four-lepton invariant mass m4` in the range of
100 GeV < m4` < 1000 GeV for the gg ! (H⇤ !)ZZ ! 2e2µ channel at the parton level, for the gg ! H⇤ ! ZZ
signal (red solid line), gg! ZZ continuum background (thick brown dotted line), gg! (H⇤ !)ZZ with SM Higgs
coupling (magenta long-dashed line, including signal plus background plus interference) and gg ! (H⇤ !)ZZ
with µo↵-shell = 10 (blue long-dashed line). (b) Di↵erential cross-section as a function of m4` in the range of
130 GeV < m4` < 1000 GeV for the gg ! H⇤ ! ZZ ! 2e2µ signal (solid red line) and its interference with the
gg! ZZ ! 2e2µ continuum background (black dashed line).
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DRAFT

1. Introduction25

The observation of a new particle in the search for the Standard Model (SM) Higgs boson at the LHC,26

reported by the ATLAS [1] and CMS [2] Collaborations, is a milestone in the quest to understand elec-27

troweak symmetry breaking. Precision measurements of the properties of the new boson are of critical28

importance. Among its key properties are the couplings to each of the SM fermions and bosons, for which29

ATLAS and CMS presented results in Refs. [3, 4], and spin/CP properties, studied by ATLAS and CMS30

in Refs. [5, 6].31

The studies in Refs. [7–10] have shown that the high-mass o↵-peak regions beyond 2mV (V = Z,W), well32

above the measured resonance mass of about 125 GeV [4,11], in the H ! ZZ and H ! WW channels are33

sensitive to Higgs boson production through o↵-shell and background interference e↵ects. This presents34

a novel way of characterising the properties of the Higgs boson in terms of the o↵-shell event yields,35

normalised to the SM prediction (referred to as signal strength µ), and the associated o↵-shell Higgs36

boson couplings. Such studies provide sensitivity to new physics that alters the interactions between the37

Higgs boson and other fundamental particles in the high-mass region [12–18]. This approach was used38

by the CMS Collaboration [19] to set an indirect limit on the total width. The analysis presented in this39

paper is complementary to direct searches for Higgs boson to invisible decays [20, 21] and to constraints40

coming from the Higgs boson coupling tests [3, 4].41

This paper presents an analysis of the o↵-shell signal strength in the ZZ ! 4`, ZZ ! 2`2⌫ and WW !42

e⌫ µ⌫ final states (` = e, µ). It is structured as follows: Sect. 2 discusses the key theoretical considerations43

and the simulation of the main signal and background processes. Sections 3, 4 and 5 give details for44

the analysis in the ZZ ! 4`, ZZ ! 2`2⌫ and WW ! e⌫ µ⌫ final states, respectively. The dominant45

systematic uncertainties are discussed in Sect. 6. Finally the results of the individual analyses and their46

combination are presented in Sect. 7.47

The ATLAS detector is described in Ref. [22]. The present analysis is performed on pp collision data48

corresponding to an integrated luminosity of 20.3 fb-1 at a collision energy of
p

s = 8 TeV.49

2. Theoretical predictions and simulated samples50

The cross-section�gg!H⇤!VV
o↵-shell for the o↵-shell Higgs boson production with subsequent decay into vector-51

boson pairs,1 as illustrated by the Feynman diagram in Fig. 1(a), is proportional to the product of the Higgs52

boson couplings squared for production and decay. However, unlike the on-shell Higgs boson production,53

�gg!H⇤!VV
o↵-shell is independent of the total Higgs boson decay width �H [7,8]. Using the framework for Higgs54

boson coupling deviations as described in Ref. [23], the o↵-shell signal strength in the high-mass region55

selected by the analysis described in this paper at an energy scale ŝ, µo↵-shell(ŝ), can be expressed as:56

µo↵-shell(ŝ) ⌘
�gg!H⇤!VV

o↵-shell (ŝ)

�gg!H⇤!VV
o↵-shell, SM (ŝ)

= 2g,o↵-shell(ŝ) · 2V,o↵-shell(ŝ) , (1)

1 In the following the notation gg ! (H⇤ !)VV is used for the full signal+background process for VV = ZZ and WW
production, including the Higgs boson signal (S) gg ! H⇤ ! VV process, the continuum background (B) gg ! VV process
and their interference. For vector-boson fusion (VBF) production, the analogous notation VBF (H⇤ !)VV is used for the
full signal plus background process, with VBF H⇤ ! VV representing the Higgs boson signal and VBF VV denoting the
background.
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where g,o↵-shell(ŝ) and V,o↵-shell(ŝ) are the o↵-shell coupling scale factors associated with the gg ! H⇤57

production and the H⇤ ! VV decay. Due to the statistically limited sensitivity of the current analysis,58

the o↵-shell signal strength and coupling scale factors are assumed in the following to be independent59

of ŝ in the high-mass region selected by the analysis. The o↵-shell Higgs boson signal cannot be treated60

independently from the gg ! VV background, as sizeable negative interference e↵ects appear [7]. The61

interference term is proportional to pµo↵-shell = g,o↵-shell · V,o↵-shell.62

g

g

H
⇤

V

V

t, b

(a)

V

V

g

g

q

(b)

q̄

q V

V

(c)

Figure 1: The leading-order Feynman diagrams for (a) the gg ! H⇤ ! VV signal, (b) the continuum gg ! VV
background and (c) the qq̄! VV background.

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal strength:63

64

µon-shell ⌘
�gg!H!VV

on-shell

�gg!H!VV
on-shell, SM

=
2g,on-shell · 

2
V,on-shell

�H/�SM
H

, (2)

which depends on the total width �H . Assuming the same on-shell and o↵-shell Higgs couplings, the ratio65

of µo↵-shell to µon-shell provides a measurement of the total width of the Higgs boson. This assumption is66

particularly relevant to the running of the e↵ective coupling g(ŝ) for the loop-induced gg! H production67

process, as it is sensitive to new physics that enters at higher mass scales and could be probed in the high-68

mass mVV signal region of this analysis. More details are given in Refs. [12–16]. With the current69

sensitivity of the analysis, only an upper limit on the total width �H can be determined, for which the70

weaker assumption71

2g,on-shell · 
2
V,on-shell  

2
g,o↵-shell · 

2
V,o↵-shell , (3)

that the on-shell couplings are no larger than the o↵-shell couplings, is su�cient. It is also assumed72

that any new physics which modifies the o↵-shell signal strength µo↵-shell and the o↵-shell couplings73

i,o↵-shell does not modify the predictions for the backgrounds. Nor are there either sizeable kinematic74

modifications to the o↵-shell signal or new, sizeable signals in the search region of this analysis unrelated75

to an enhanced o↵-shell signal strength [18, 24].76

While higher-order QCD and EW corrections are known for the o↵-shell signal process [25], no higher-77

order QCD calculations are available for the gg! VV background process, which is evaluated at leading78

order (LO). Therefore the results are given as a function of the unknown K-factor for the gg ! VV79

background. QCD corrections for the o↵-shell signal processes have only been calculated inclusively in80

the jet multiplicity. The experimental analyses are therefore performed inclusively in jet observables and81

the event selections are designed to minimise the dependence on the boost of the VV system, which is82

sensitive to the jet multiplicity.83

The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and84

WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,85

19th February 2015 – 11:35 3

µoffshell = µonshell × ΓH /ΓH (SM )

❖ With the combination between on-shell and off-shell analyses: 
✦ Assuming the on-shell couplings are the same as the off-shell couplings  
✦ Assuming NP modifying off-shell coupling without the modification of other 

background and signal expectation.          
❖ ATLAS :  4.2+1.5

-2.1 MeV at 3000 fb-1

With the combination between on-shell and off-shell analyses 
✦ Assuming the on-shell coupling modifiers are the same as the off-shell coupling modifiers 
✦ Assuming NP modifying off-shell coupling without the modification of other background and 

signal expectation.       
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Figure 3: Scan of the negative log-likelihood, �2 ln �, for the (a) o�-shell Higgs signal strength, µo�-shell (b) �H/�SM
H

ratio (c) Rgg = 2g,o�-shell/2g,on-shell. The solid lower black (upper blue) line represents the observed (expected) value
including all systematic uncertainties, while the dashed lower black (upper blue) line is for the observed (expected)
value without systematic uncertainties (lower and upper refer here to the position of the lines in the legend). The
double minimum structure of the scan when the parameter of interest approaches zero is the consequence of the
parametrisation as shown in Eqs. (1).
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ΓH Obs. (Exp.) @95 CL.

ATLAS
@95 CL.

<14.4 (15.2) MeV 
<3.8 (3.4) ×ΓSM

CMS 9.16 (13.7) MeV 
2.2 (3.3) ×ΓSM

The combined results are listed in Table VIII. The best fit
ðμF; μVÞ values in these results are ð1.20þ0.19

−0.16 ; 0.62
þ0.57
−0.43Þ

when ΓH ¼ ΓSM
H , and ð1.21þ0.19

−0.17 ; 0.65
þ0.61
−0.45Þ when ΓH is

unconstrained. The width constraints are also placed with
the fa3 cosðϕa3Þ, fa2 cosðϕa2Þ, or fΛ1 cosðϕΛ1Þ parameters
unconstrained, and are shown in Fig. 7 right panel and
summarized in Table IX. These results are obtained with
the same fit configurations as for the study of anomalous
couplings in the combination of the on-shell and off-shell
regions.
The systematic uncertainties mostly cancel in the ratios

of cross sections in the measurement of fractional param-
eters fai cosðϕaiÞ, and are therefore negligible. The width

constraints are also dominated by the statistical uncertain-
ties, but because of the nontrivial dependence of systematic
uncertainties on m4l, their dominant contributions may be
worth examination. The two leading theoretical and two
leading experimental uncertainties affecting the width con-
straints (observed and expected at 68% C.L.) are the
uncertainty on the NLO EW corrections for the qq̄ → 4l
background (%0.5 and%1.9 MeV), the variation of renorm-
alization scale in gluon fusion (%0.2 and %0.4 MeV), the
muon efficiency uncertainty (%0.1 and%0.4 MeV), and the
electron efficiency uncertainty (%0.1 and %0.3 MeV).
The width constraints could also be reinterpreted as an

off-shell signal strength with a change of parameters. For
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∆
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Observed, 2016+2017
Expected, 2016+2017

 (13 TeV)-1 (8 TeV) + 77.5 fb-1 (7 TeV) + 19.7 fb-15.1 fb

CMS

68% CL

95% CL
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 (13 TeV)-1 (8 TeV) + 80.2 fb-1 (7 TeV) + 19.7 fb-15.1 fb

CMS
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FIG. 7. Observed (solid) and expected (dashed) likelihood scans of ΓH . Left plot: results of the SM-like couplings analysis are shown
using the data only from 2016 and 2017 (black) or from the combination of Run 1 and Run 2 (red), which do not include 2015 data.
Right plot: results of the combined Run 1 and Run 2 data analyses, with 2015 data included in the on-shell case, for the SM-like
couplings or with three unconstrained anomalous coupling parameters, fa3 cosðϕa3Þ (red), fa2 cosðϕa2Þ (blue), and fΛ1 cosðϕΛ1Þ
(violet). The dashed horizontal lines show the 68% and 95% C.L. regions.

TABLE VII. Summary of the allowed 95% C.L. intervals for the anomalous HVV couplings using results in Table VI. The coupling
ratios are assumed to be real and include the factor cosðϕΛ1Þ or cosðϕZγ

Λ1Þ ¼ %1.

Parameter Scenario Observed Expected

a3=a1 On-shell ½−1.13; 0.80' ½−0.76; 0.76'
Any ΓH ½−0.33; 0.24' ½−0.50; 0.50'
ΓH ¼ ΓSM

H ½−0.21; 0.18' ½−0.25; 0.25'
a2=a1 On-shell ½−0.12; 0.26' ½−0.24; 0.31'

Any ΓH ½−0.098; 0.202' ½−0.21; 0.25'
ΓH ¼ ΓSM

H ½−0.089; 0.189' ½−0.17; 0.18'
ðΛ1

ffiffiffiffiffiffiffiffi
ja1j

p
Þ cosðϕΛ1Þ (GeV) On-shell ½−∞;−130' ∪ ½160;∞' ½−∞;−180' ∪ ½210;∞'

Any ΓH ½−∞;−160' ∪ ½180;∞' ½−∞;−250' ∪ ½240;∞'
ΓH ¼ ΓSM

H ½−∞;−250' ∪ ½170;∞' ½−∞;−260' ∪ ½250;∞'
ðΛZγ

1

ffiffiffiffiffiffiffiffi
ja1j

p
Þ cosðϕΛ1

ZγÞ (GeV) On-shell ½−∞;−170' ∪ ½100;∞' ½−∞;−200' ∪ ½130;∞'

MEASUREMENTS OF THE HIGGS BOSON WIDTH AND … PHYS. REV. D 99, 112003 (2019)

112003-17

PRD 99 (2019) 112003Latest CMS:  3.2+2.8-2.2(4.1+5.0-4.0) MeV



28 7 Measurements of the Higgs boson’s couplings

BRinv. = 0 BRinv. > 0, kV < 1
Uncertainty Uncertainty

Parameter Best fit Stat. Syst. Parameter Best fit Stat. Syst.

kZ
0.99 +0.11

�0.11
+0.09
�0.09

+0.06
�0.06 kZ

0.89 +0.09
�0.08

+0.07
�0.07

+0.05
�0.04

(+0.11
�0.11) (+0.09

�0.09) (+0.06
�0.06) (+0.00

�0.11) (+0.00
�0.09) (+0.00

�0.06)

kW
1.12 +0.13

�0.19
+0.10
�0.18

+0.08
�0.07 kW

1.00 +0.00
�0.05

+0.00
�0.04

+0.00
�0.02

(+0.12
�0.12) (+0.09

�0.09) (+0.07
�0.07) (+0.00

�0.12) (+0.00
�0.09) (+0.00

�0.07)

kt
1.09 +0.14

�0.14
+0.08
�0.08

+0.12
�0.12 kt

1.12 +0.17
�0.16

+0.09
�0.09

+0.14
�0.13

(+0.14
�0.15) (+0.08

�0.09) (+0.12
�0.12) (+0.18

�0.15) (+0.13
�0.09) (+0.12

�0.12)

kt
1.01 +0.17

�0.18
+0.11
�0.15

+0.12
�0.09 kt

0.91 +0.13
�0.13

+0.08
�0.08

+0.11
�0.10

(+0.16
�0.15) (+0.11

�0.11) (+0.11
�0.11) (+0.14

�0.15) (+0.09
�0.11) (+0.11

�0.11)

kb
1.10 +0.27

�0.33
+0.19
�0.30

+0.19
�0.14 kb

0.91 +0.19
�0.16

+0.12
�0.11

+0.14
�0.11

(+0.25
�0.23) (+0.19

�0.17) (+0.17
�0.15) (+0.18

�0.23) (+0.13
�0.17) (+0.13

�0.15)

kg
1.14 +0.15

�0.13
+0.10
�0.09

+0.11
�0.09 kg

1.17 +0.18
�0.14

+0.11
�0.10

+0.14
�0.11

(+0.14
�0.12) (+0.10

�0.09) (+0.10
�0.09) (+0.17

�0.12) (+0.13
�0.09) (+0.10

�0.09)

kg
1.07 +0.15

�0.18
+0.10
�0.17

+0.11
�0.07 kg

0.96 +0.09
�0.08

+0.06
�0.06

+0.07
�0.05

(+0.12
�0.12) (+0.10

�0.10) (+0.07
�0.07) (+0.08

�0.12) (+0.07
�0.09) (+0.05

�0.07)

BRinv.
0.04 +0.09

+0.00
+0.03
�0.03

+0.08
�0.00

(+0.08
+0.00) (+0.04

�0.00) (+0.07
�0.00)

BRundet.
0.00 +0.09

+0.00
+0.08
�0.00

+0.03
�0.00

(+0.20
+0.00) (+0.17

�0.00) (+0.11
�0.00)

Table 9: Best-fit values and ±1s uncertainties for the parameters of the k-framework model
with effective loops. The expected uncertainties are given in brackets.
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Figure 11: Best-fit values and uncertainties of Higgs boson coupling modifiers per particle type with e�ective photon
and gluon couplings and either BBSM = 0 (left), or BBSM included as a free parameter (right). The SM corresponds
to BBSM = 0 and all  parameters set to unity. All parameters except t are assumed to be positive. In the model
with BBSM included as a free parameter, the conditions W ,Z  1 are also applied and an upper limit on BBSM is
reported.

5.4.5 Parameterization using ratios of coupling modifiers

Finally, a model based on ratios of coupling modifiers is defined analogously to the cross-section ratio
model of Section 5.3. The model parameters are the scaling factors defined in Table 10. The paramet-
erization requires no assumption on the total width of the Higgs boson. All parameters are assumed
to be positive. The results are summarized in Table 10 and Figure 12. The compatibility between the
measurement and the SM prediction corresponds to a p-value of pSM = 86%.

26

<0.26 @ 95% CL

Introduce the BSM contribution in the Coupling combination parametrization

5.2 Selection

This sensitivity study follows the assumptions made in the common H ! �� projections for 300 fb�1

of LHC data, and 3000 fb�1 of HL-LHC. The degradation of the photon identification e�ciency and
rejection are applied simply by appropriate scalings of the signal and background samples, as described
in Section 3 and shown in Table 3. The selection follows the recent analysis of di↵erential cross sections
in H ! �� [14]. Two isolated photons fulfilling the “tight” particle identification criterion are selected
and required to be within the the detector acceptance of |⌘| < 2.37 and the leading (subleading) photon
must have p�T/m

�� > 0.35 (0.25). The diphoton invariant mass is constructed from these photons.
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(c) Mass shift for 200 ⇥ �SM and pH
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T � 30 GeV

Figure 11: The mass distributions for the low- and high-pH
T regions for 1 ⇥ �SM and 200 ⇥ �SM after

background subtraction are illustrated: the data points correspond to a randomized sample of 3000 fb�1,
the green dashed line corresponds to the BW without any interference, the magenta line shows the inter-
ference correction, and the solid yellow line the summed signal and interference contribution. The red
curve is a fit with a Gaussian signal PDF to illustrate the apparent mass shift.

5.3 Systematic uncertainties

This measurement benefits from extremely small systematic uncertainties as most of them, such as the
dominant photon energy scale (PES) uncertainty, are correlated between the subsets and hence cancel
to a very large degree when taking the mass di↵erence. In the low-pH

T sample, the leading and trailing
photons balance, so their momenta are fairly similar. At high-pH

T , the leading photon tends to be of

15

Extract the Higgs width with the mass shift from the interference of the 
H→γγ w.r.t the continuum background (gg→γγ box diagrams)

ATLAS @ 3000 fb-1:  
 <160MeV @95%
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Michael Duehrssen Simplified/Template cross sections 6

What to do for run 2?
● Fiducial and differential measurements?

● Not easy and might not be possible for all channels
● Usually can't use most powerful techniques (MVAs)

● EFT analysis
● Very complex
● EFT also has model assumptions

● Would be good to find a doable compromise...

More powerful
(due to shape assumptions and use of MVAs)

Less powerful
(minimal assumptions)

Run 1-style coupling 
measurements:
μ҅ kappa

Simplified template 
cross sections

Fiducial/differential 
cross sections

Model independence

Analysis power

Coupling/XS Measurement Methodology

10

◈ Less model dependence 
◈ Make use of Rec. optimization for sensitive improvement 
◈ Further combination and interpretation (signal strength, EFT, BSM)



Event categorization @ Rec. level

11

All Higgs
events,
|yH | < 2.5

ggF + gg!Z (!qq)H ,

0-jet ggF 0J Fwd, Cen (28, 29)

1-jet,

pH

T < 60 GeV ggF 1J Low (27)

60  pH

T < 120 GeV ggF 1J Med (26)

120  pH

T < 200 GeV ggF 1J High (25)

pH

T > 200 GeV ggF 1J BSM (24)

� 2-jet,

not VBF-like,

pH

T > 200 GeV ggF 2J BSM (20)

pH

T < 60 GeV ggF 2J Low (23)

60  pH

T < 120 GeV ggF 2J Med (22)

120  pH

T < 200 GeV ggF 2J High (21)

VBF-like*,
pH j j

T < 25 GeV

pH j j

T � 25 GeV

qq0!Hqq0

(VBF + V H hadronic),

p j

T < 200 GeV,

VBF-like*,
pH j j

T < 25 GeV VBF low-pH j j

T BDT tight, loose (18, 19)

pH j j

T � 25 GeV VBF high-pH j j

T BDT tight, loose (16, 17)

V H-like† VH had BDT tight, loose (14, 15)

Rest

p j

T > 200 GeV qqH BSM (13)

V H (leptonic decays),
qq̄ ! W H VH lep High, Low (9, 10)

qq̄ ! Z H ,
gg ! Z H

(Z!��) VH MET High, Low (11, 12)

(Z!``) VH dilep (8)

top (tt̄H , tHq, tHW )
(had decays) ttH had BDT1-4 (4-7)

(lep decays) ttH lep BDT1-3 (1-3)

bb̄H (merged at all stages with ggF)

BSM-like

BSM-like

ggF, � 2 jet

Reconstruction CategoriesSTXS Regions

*VBF-like: m j j > 400 GeV, |�y j j | > 2.8
†V H-like: 60 < m j j < 120 GeV

Figure 1: The particle-level kinematic regions relevant to this measurement, as defined by the simplified template
cross section (STXS) framework. Stage-0 simplified template cross section regions are indicated with an adjacent
square; stage-1 regions are denoted with a circle. Some stage-1 regions are omitted from the figure in cases where
the data set lacks the sensitivity to resolve them. The event reconstruction categories targeting specific particle-level
kinematic regions, defined in Table 3, are listed to the right of each region. Events in data are assigned preferentially
to categories starting from “ttH lep BDT1” and using the order indicated by the numbers in parentheses (note that
the ggF categories are mutually exclusive of one another). Though some of the non-tt̄H category names have
changed, the definition of those categories is the same as in Ref. [7]. The particle-level regions are merged to form
9 intermediate regions, indicated with rectangular boxes, whose cross sections are measured in this note. Note that
one disjoint region (“BSM-like”) is denoted by two labeled boxes.
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Figure 1: The phase-space regions (production bins) for the measurement of the Higgs boson production cross
sections which are defined at the particle level for Stage 0 and 1, and the corresponding reconstructed event
categories. The description of production bins is given in Section 6.2.1, while the reconstructed event categories
are described in Section 6.2.2. The bbH (tH) contribution is included in the ggF (ttH) production bins.

For the first set (Stage 0) [44], production bins are simply defined according to the Higgs boson production
mode: gluon–gluon fusion, vector boson fusion and associated production with top quark pairs or vector
bosons. The bbH Higgs boson production bin is not included because there is insu�cient sensitivity to
measure this process with the current integrated luminosity. The bbH and ggF production modes have
similar acceptance, their contributions are therefore considered together in the analysis, and their relative
ratio is fixed to the SM prediction. The sum of their contributions is referred to in the following as
gluon–gluon fusion. Similarly, single top production (tH) is considered together with ttH, their relative
ratio is fixed to the SM prediction. Di�erently from Stage 0 described in Ref. [44], the VH events with a
hadronically decaying vector boson V are not included in the VBF bin.

For the second set (reduced Stage 1), a more exclusive group of production bins is defined. This set
is obtained by the merging of those production bins of the original Stage-1 set from Ref. [44], which
cannot be measured separately in the H ! Z Z

⇤ ! 4` channel with the current data sample. These
bins are predominately defined using the Higgs boson transverse momentum (pH

T ) and particle-level jets,
which are built from all stable particles (all particles with c⌧ > 10 mm) including neutrinos, photons and
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H→ZZ

Event categories are defined based on kinematic properties of the γγ/4l system 
+ extra particles in the event 
๏  Sensitivity optimization is constrained in the STXS bins:  new physics beyond that, lost 

some global sensitivity, complicated bins and no sensitivity for some bins given current 
statistics (anti-correlation)
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ratios of production cross sections and ratios of branching fractions using the ggF cross section and the
� ! //

⇤ branching fraction as denominator, respectively, together with cross section times branching
fraction of the process 66 ! � ! //

⇤. Common systematic uncertainties and modeling assumptions
partially cancel out in these ratios, reducing the model dependence of the result. Section 6 presents results
in the STXS framework. Potential deviations from SM predictions are then probed in Section 7 with a
framework of multiplicative modifiers ^ applied to the SM values of Higgs boson couplings [43]. Section 8
presents an interpretation of the data within one benchmark model of beyond-the-SM (BSM) phenomena.
Indirect limits on model parameters are set following a methodology similar to that of Ref. [44]. Section 9
summarizes the results.

2 Data and simulated event samples

The results of this note are based on ?? collision data collected by the ATLAS experiment2 [45–47] in
the years from 2015 to 2018, with the LHC operating at a center-of-mass energy of 13 TeV. The decay
channels, targeted production modes and integrated luminosities of the datasets used in each analysis are
shown in Table 1. The uncertainty in the combined 2015–2016 integrated luminosity is 2.1%, and 1.7% in
the combined 2015–2018 integrated luminosity [48], obtained using the LUCID-2 detector [49] for the
primary luminosity measurements.

Table 1: The decay channels, targeted production modes and integrated luminosity (L) used for each input analysis of
the combination. The references for the input analyses and information about which measurements they enter are
also provided.

Analysis decay channel Target Prod. Modes L [fb�1] Ref. Used in meas.

� ! WW ggF,VBF,,�, /�, CC�, C� 139 [10] Everywhere

� ! //
⇤ ggF,VBF,,�, /�, CC� (4✓) 139 [11] Everywhere

CC� excl. �! //
⇤! 4✓ 36.1 [16, 18] Sec. 5 & 7

� ! ,,
⇤ ggF,VBF

36.1
[12]

Sec. 5 & 7
CC� [16, 18]

� ! gg

ggF,VBF
36.1

[13]
Sec. 5 & 7

CC� [16, 18]

� ! 11̄

VBF 24.5 – 30.6 [15] Sec. 5 & 7

,�, /� 139 [14] Everywhere

CC� 36.1 [17, 18] Sec. 5 & 7

� ! `` ggF,VBF,+�, CC� 139 [19] Sec. 7.4

� ! 8=E VBF 139 [20] Sec. 7.3 & 7.5

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the center of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.
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Figure 2: Cross sections for ggF, VBF, ,�, /� and CC� + C� normalized to their SM predictions, measured
assuming SM values for the decay branching fractions. The black error bars, blue boxes and yellow boxes show
the total, systematic, and statistical uncertainties in the measurements, respectively. The gray bands indicate the
theory uncertainties in the SM cross-section predictions. The level of compatibility between the measurement and
the SM prediction corresponds to a ?-value of ?SM = 86%, computed using the procedure outlined in the text with
five degrees of freedom.

Table 2: Best-fit values and uncertainties for the production cross sections of the Higgs boson, assuming SM values
for its decay branching fractions. The total uncertainties are decomposed into components for data statistics (Stat.)
and systematic uncertainties (Syst.), and the systematic uncertainties are further decomposed into experimental
(Exp.), signal theory (Sig. Th.) and background theory (Bkg. Th.) components. SM predictions are shown for
the cross section of each production process. They are obtained from the inclusive cross-sections and associated
uncertainties reported in Ref. [39], multiplied by an acceptance factor for the region |H� | < 2.5 computed using the
Higgs boson simulation samples described in Section 2.

Process Value Uncertainty [pb] SM pred.

(|H� | < 2.5) [pb] Total Stat. Syst. Exp. Sig. Th. Bkg. Th. [pb]

ggF 44.7 ± 3.1 ± 2.2 ± 2.2 + 1.8
� 1.7

+ 1.0
� 0.9

+ 0.9
� 0.7 44.7 ± 2.2

VBF 4.0 ± 0.6 ± 0.5 ± 0.4 + 0.3
� 0.2 ± 0.3 ± 0.1 3.51 + 0.08

� 0.07

,� 1.45 + 0.28
� 0.25

+ 0.20
� 0.19

+ 0.18
� 0.17

+ 0.13
� 0.12

+ 0.08
� 0.06

+ 0.10
� 0.09 1.204 ± 0.024

/� 0.78 + 0.18
� 0.17 ± 0.13 + 0.12

� 0.10
+ 0.08
� 0.07

+ 0.07
� 0.05 ± 0.06 0.797 + 0.033

� 0.026

CC� + C� 0.64 ± 0.12 ± 0.09 ± 0.08 + 0.06
� 0.05

+ 0.03
� 0.02 ± 0.05 0.59 + 0.03

� 0.05
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The level of compatibility with the Standard Model is quantified using the test statistic

_SM = �2 ln⇤(" = "SM),

where "SM are the Standard Model values of the parameters of interest. A ?-value3
?SM is computed in

the asymptotic approximation as ?SM = 1 � �j2
=
(_SM), with = equal to the number of free parameters of

interest. For the cross-section and branching fraction measurements reported in this paper, this definition
does not account for the uncertainties in the SM values used as reference and may therefore lead to an
underestimate of the ?-value.

Results for expected significances and limits are obtained using the Asimov dataset technique [128].

The correlation coe�cients presented in this paper are constructed to be symmetric around the observed
best-fit values of the parameters of interest using the second derivatives of the negative log-likelihood ratio.
Hence, the correlation matrices shown are not fully representative of the observed asymmetric uncertainties
in the measurements. While the reported information is su�cient to reinterpret the measurements in
terms of other parameterizations of the parameters of interest, this provides only an approximation to the
information contained in the full likelihood function. For this reason, results for a number of commonly
used parameterizations are also provided in Sections 5 to 7.

5 Combined measurements of signal strength, production cross sections

and branching ratios

5.1 Global signal strength

The global signal strength ` is determined following the procedures used for the measurements performed
at

p
B = 7 and 8 TeV [9]. For a specific production mode 8 and decay final state 5 , the signal yield is

expressed in terms of a single modifier `8 5 , as the production cross section f8 and the branching fraction
⌫ 5 cannot be separately measured without further assumptions. The modifiers are defined as the ratios of
the measured Higgs boson yields and their SM expectations, denoted by the superscript “SM”,

`8 5 =
f8

f
SM
8

⇥
⌫ 5

⌫
SM
5

. (2)

The SM expectation by definition corresponds to `8 5 = 1. The uncertainties in the SM predictions
are included as nuisance parameters in the measurement of the signal strength modifiers, following the
methodology introduced in Section 4, where the procedures to decompose the uncertainties are also
described.

In the model used in this section, all the `8 5 are set to a global signal strength `, describing a common
scaling of the expected Higgs boson yield in all categories. Its measured value is

` = 1.06 ± 0.07 = 1.06 ± 0.04 (stat.) ± 0.03 (exp.) +0.05
�0.04 (sig. th.) ± 0.02 (bkg. th.)

where the total uncertainty is decomposed into components for statistical uncertainties, experimental
systematic uncertainties, and theory uncertainties in signal and background modeling. The signal theory

3 The ?-value is defined as the probability to obtain a value of the test statistic that is at least as high as the observed value under
the hypothesis that is being tested.
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Figure 2: Cross sections for ggF, VBF, ,�, /� and CC� + C� normalized to their SM predictions, measured
assuming SM values for the decay branching fractions. The black error bars, blue boxes and yellow boxes show
the total, systematic, and statistical uncertainties in the measurements, respectively. The gray bands indicate the
theory uncertainties in the SM cross-section predictions. The level of compatibility between the measurement and
the SM prediction corresponds to a ?-value of ?SM = 86%, computed using the procedure outlined in the text with
five degrees of freedom.

Table 2: Best-fit values and uncertainties for the production cross sections of the Higgs boson, assuming SM values
for its decay branching fractions. The total uncertainties are decomposed into components for data statistics (Stat.)
and systematic uncertainties (Syst.), and the systematic uncertainties are further decomposed into experimental
(Exp.), signal theory (Sig. Th.) and background theory (Bkg. Th.) components. SM predictions are shown for
the cross section of each production process. They are obtained from the inclusive cross-sections and associated
uncertainties reported in Ref. [39], multiplied by an acceptance factor for the region |H� | < 2.5 computed using the
Higgs boson simulation samples described in Section 2.

Process Value Uncertainty [pb] SM pred.

(|H� | < 2.5) [pb] Total Stat. Syst. Exp. Sig. Th. Bkg. Th. [pb]

ggF 44.7 ± 3.1 ± 2.2 ± 2.2 + 1.8
� 1.7

+ 1.0
� 0.9

+ 0.9
� 0.7 44.7 ± 2.2

VBF 4.0 ± 0.6 ± 0.5 ± 0.4 + 0.3
� 0.2 ± 0.3 ± 0.1 3.51 + 0.08

� 0.07

,� 1.45 + 0.28
� 0.25

+ 0.20
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Figure 2: Cross sections for ggF, VBF, ,�, /� and CC� + C� normalized to their SM predictions, measured
assuming SM values for the decay branching fractions. The black error bars, blue boxes and yellow boxes show
the total, systematic, and statistical uncertainties in the measurements, respectively. The gray bands indicate the
theory uncertainties in the SM cross-section predictions. The level of compatibility between the measurement and
the SM prediction corresponds to a ?-value of ?SM = 86%, computed using the procedure outlined in the text with
five degrees of freedom.

Table 2: Best-fit values and uncertainties for the production cross sections of the Higgs boson, assuming SM values
for its decay branching fractions. The total uncertainties are decomposed into components for data statistics (Stat.)
and systematic uncertainties (Syst.), and the systematic uncertainties are further decomposed into experimental
(Exp.), signal theory (Sig. Th.) and background theory (Bkg. Th.) components. SM predictions are shown for
the cross section of each production process. They are obtained from the inclusive cross-sections and associated
uncertainties reported in Ref. [39], multiplied by an acceptance factor for the region |H� | < 2.5 computed using the
Higgs boson simulation samples described in Section 2.

Process Value Uncertainty [pb] SM pred.

(|H� | < 2.5) [pb] Total Stat. Syst. Exp. Sig. Th. Bkg. Th. [pb]

ggF 44.7 ± 3.1 ± 2.2 ± 2.2 + 1.8
� 1.7

+ 1.0
� 0.9

+ 0.9
� 0.7 44.7 ± 2.2
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Figure 3: Correlation matrix for the measurement of production cross sections of the Higgs boson, assuming SM
values for its decay branching fractions.

The correlations between the measured cross sections, shown in Figure 3, are further reduced relative
to previous analyses [21]. A modest correlation of �8% between the ggF and VBF processes remains,
however, because of contributions from ggF production in the VBF-enriched selections. The level of
compatibility between the measurement and the SM prediction corresponds to a ?-value of ?SM = 86%,
computed using the procedure outlined in Section 4 with five degrees of freedom.

Figure 4 shows the observed likelihood contours in the plane of fggF versus fVBF from individual channels
and the combined fit, together with the SM prediction. The cross sections for the other production modes
are profiled, i.e. their values are determined by data as free parameters in the maximum likelihood fit, and
the theory uncertainties on the predictions are assumed to be uncorrelated.

Significances relative to hypotheses in which individual production processes are absent are found to be
above 5f for all major production processes: ggF, VBF, ,�, /�, and CC�+C�. For the ,� and /�

modes, the observed (expected) significances are respectively 6.3f (5.2f) and 5.0f (5.4f) based on the
asymptotic approximation, representing a first observation for the ,� production mode.
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◈ Significances of all major production modes (ggF, VBF, WH, ZH, tty) > 5σ 

◈ First observation for WH:  obs(exp) significances are 6.3 (5.2) σ for WH and 5.0 (5.4) σ for ZH
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Figure 6: Correlation matrix for the measured values of the production cross sections times branching fractions of the
Higgs boson, for the combinations in which su�cient sensitivity is provided by the input analyses.

5.4 Ratios of cross sections and branching fractions

The products (f ⇥ ⌫)8 5 described in Section 5.3 can be expressed as

(f ⇥ ⌫)8 5 = f
//
ggF ·

✓
f8

fggF

◆
·
✓
⌫ 5

⌫//

◆
,

in terms of the cross section times branching fraction f
//
ggF for the reference process 66 ! � ! //

⇤,
which is precisely measured and exhibits small systematic uncertainties, ratios of production cross sections
to that of ggF, f8/fggF, and ratios of branching fractions to that of � ! //

⇤, ⌫ 5 /⌫// .

Results are shown in Figure 7 and Table 4. The level of compatibility between the measurements and
the SM predictions corresponds to a ?-value of ?SM = 97%, computed using the procedure outlined in
Section 4 with nine degrees of freedom.
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γγggF   1.03  (  0.11±  ,  0.08±  ) 0.07−
 0.08+ 

ZZggF   0.94  (  0.10−
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WWggF   1.08  (  0.18−
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 0.50+  ,  0.40−

 0.48+  ) 0.08−
 0.12+ 

WWVBF   0.60  (  0.34−
 0.36+  ,  0.27−

 0.29+  ) 0.21± 

ττVBF   1.15  (  0.53−
 0.57+  ,  0.40−

 0.42+  ) 0.35−
 0.40+ 

bbVBF   3.03  (  1.62−
 1.67+  ,  1.60−

 1.63+  ) 0.24−
 0.38+ 

VBF comb.   1.15  (  0.17−
 0.18+  ,  0.13±  ) 0.10−
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 1.10+  ) 0.21−
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 0.16+  ) 0.13−
 0.14+ 

Figure 5: Cross sections times branching fraction for ggF, VBF, +� and CC� + C� production in each relevant decay
mode, normalized to their SM predictions. The values are obtained from a simultaneous fit to all channels. The
cross sections of the ggF, � ! 11̄, +�, � ! ,,

⇤ and +�, � ! gg processes are fixed to their SM predictions.
Combined results for each production mode are also shown, assuming SM values for the branching fractions into
each decay mode. The black error bars, blue boxes and yellow boxes show the total, systematic, and statistical
uncertainties in the measurements, respectively. The gray bands show the theory uncertainties in the predictions.
The level of compatibility between the measurement and the SM prediction corresponds to a ?-value of ?SM = 87%,
computed using the procedure outlined in the text with 16 degrees of freedom.
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❖ Assumptions: 
• Single state, spin 0 and CP-even. 
• Narrow-width approximation: 

❖ Methodology: parametrize deviations with coupling scale factors {κx}

recent phenomenological works of Refs. [318–320] which have been further extended in several direc-
tions [321–408] along the lines that are formalized in the present recommendation. While the interim
framework is not final, it has an accuracy that matches the statistical power of the datasets that the LHC
experiments have collected until the end of the 2012 LHC run and is an explicit attempt to provide a
common ground for the dialogue in the, and between the, experimental and theoretical communities.

Based on that framework, a series of benchmark parameterizations are presented in Section 10.3.
Each benchmark parameterization allows to explore specific aspects of the coupling structure of the
new state. The parameterizations have varying degrees of complexity, with the aim to cover the most
interesting possibilities that can be realistically tested with the LHC 7 and 8 TeV datasets. On the one
hand, the framework and benchmarks were designed to provide a recommendation to experiments on
how to perform coupling fits that are useful for the theory community. On the other hand the theory
community can prepare for results based on the framework discussed in this document.

10.2.1 Idea and underlying assumptions
The idea behind this framework is that all deviations from the SM are computed assuming that there is
only one underlying state at ∼ 125 GeV. It is assumed that this state is a Higgs boson, i.e. the excitation
of a field whose vacuum expectation value (VEV) breaks electroweak symmetry, and that it is SM-like,
in the sense that the experimental results so far are compatible with the interpretation of the state in
terms of the SM Higgs boson. No specific assumptions are made on any additional states of new physics
(and their decoupling properties) that could influence the phenomenology of the 125 GeV state, such
as additional Higgs bosons (which could be heavier but also lighter than 125 GeV), additional scalars
that do not develop a VEV, and new fermions and/or gauge bosons that could interact with the state at
125 GeV, giving rise, for instance, to an invisible decay mode.

The purpose of this framework is to either confirm that the light, narrow, resonance indeed matches
the properties of the SM Higgs, or to establish a deviation from the SM behavior, which would rule out
the SM if sufficiently significant. In the latter case the next goal in the quest to identify the nature of
EWSB would obviously be to test the compatibility of the observed patterns with alternative frameworks
of EWSB.

In investigating the experimental information that can be obtained on the coupling properties of
the new state near 125 GeV from the LHC data collected so far the following assumptions are made45:

– The signals observed in the different search channels originate from a single narrow resonance
with a mass near 125 GeV. The case of several, possibly overlapping, resonances in this mass
region is not considered.

– The width of the assumed Higgs boson near 125 GeV is neglected, i.e. the zero-width approxima-
tion for this state is used. Hence the signal cross section can be decomposed in the following way
for all channels:

(σ · BR) (ii → H→ ff ) =
σii · Γff

ΓH
(92)

where σii is the production cross section through the initial state ii , Γff the partial decay width
into the final state ff and ΓH the total width of the Higgs boson.

Within the context of these assumptions, in the following a simplified framework for investigating
the experimental information that can be obtained on the coupling properties of the new state is outlined.
In general, the couplings of the assumed Higgs state near 125 GeV are “pseudo-observables”, i.e. they
cannot be directly measured. This means that a certain “unfolding procedure” is necessary to extract
information on the couplings from the measured quantities like cross sections times branching ratios
(for specific experimental cuts and acceptances). This gives rise to a certain model dependence of the

45The experiments are encouraged to test the assumptions of the framework, but that lies outside the scope of this document.
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Table 9: Parametrizations of Higgs boson production cross sections �i , partial decay widths � f , and the total width
�H , normalized to their SM values, as functions of the coupling strength modifiers . The e�ect of invisible and
undetected decays is not considered in the expression for �H . For e�ective  parameters associated with loop
processes, the resolved scaling in terms of the modifications of the Higgs boson couplings to the fundamental SM
particles is given. The coe�cients are derived following the methodology in Ref. [28].

Production Loops Interference
E�ective

Resolved modifier
modifier

�(ggF) X t � b 2
g

1.04 2
t
+ 0.002 2

b
� 0.04 t b
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W
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Z
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Z
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Z
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t
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t
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W
� 4.22 t W
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W
� 5.21 t W
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b

Partial decay width
�bb - - - 2

b

�WW - - - 2
W

�gg X t � b 2
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t
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b
� 0.12 t b
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t
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b
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0.58 2
b
+ 0.22 2

W
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Figure 11: Negative log-likelihood contours at 68% and 95% CL in the (^+ , ^� ) plane obtained from a combined fit,
assuming no contributions from invisible or undetected Higgs boson decays. The best-fit value is indicated by a cross
while the SM hypothesis is indicated by a star. A linear correlation of 50% between ^+ , ^� is observed. The level of
compatibility between the combined measurement and the SM prediction, estimated using the procedure outlined in
the text with two degrees of freedom, corresponds to a ?-value of ?SM = 45%.

7.3 Probing BSM contributions in loops and decays

To probe contributions of new particles though loops, the e�ective coupling strengths to photons and
gluons ^W and ^6 are measured. These parameters are defined to be positive as there is by construction
no sensitivity to the sign of these coupling strengths. The modifiers corresponding to other loop-induced
processes are resolved. Any potential BSM contribution to ^W and ^6, corresponding to a deviation from
one, may also contribute to the total width of the Higgs boson. To check this, the branching fractions ⌫i.

and ⌫u., defined in Section 7.1, can be fixed to zero or allowed free in the fit. Furthermore, the benchmark
models studied in this section assume that all coupling-strength modifiers of known SM particles are unity,
i.e. they follow the SM predictions, and that the kinematics of the Higgs boson decay products are not
altered significantly.

Assuming ⌫i. = ⌫u. = 0, the best-fit values and uncertainties from a combined fit are
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Figure 12: Negative log-likelihood contours at 68% and 95% CL in the (^W , ^6) plane obtained from a combined fit,
constraining all other coupling-strength modifiers to their SM values and assuming no contributions from invisible
or undetected Higgs boson decays. The best-fit value for each measurement is indicated by a cross while the
SM hypothesis is indicated by a star. A linear correlation of �34% between ^W and ^6 is observed. The level of
compatibility between the combined measurement and the SM prediction, estimated using the procedure outlined in
the text with two degrees of freedom, corresponds to a ?-value of ?SM = 51%.
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Figure 14: Reduced coupling-strength modifiers ^�
<�
E for fermions (� = C, 1, g, `) and

p
^+

<+
E for weak gauge

bosons (+ = , , /) as a function of their masses <� and <+ , respectively, and the vacuum expectation value of
the Higgs field E = 246 GeV. The SM prediction for both cases is also shown (dotted line). The black error bars
represent 68% CL intervals for the measured parameters. The coupling modifiers are measured assuming no BSM
contributions to the Higgs boson decays, and the SM structure of loop processes such as ggF and � ! WW. The
lower inset shows the ratios of the values to their SM predictions. The level of compatibility between the combined
measurement and the SM prediction, estimated using the procedure outlined in the text with six degrees of freedom,
corresponds to a ?-value of ?SM = 84%.

7.5 Generic parameterization including e�ective photon and gluon couplings with and

without BSM contributions in decays

The models considered in this section are based on the same parameterization as the one in Section 7.4 but
the ggF, � ! 66, and � ! WW loop processes are parameterized using the e�ective coupling-strength
modifiers ^6 and ^W , similar to the benchmark model probed in Section 7.3.

The measured parameters include ^/ , ^, , ^1, ^C , ^g , ^W and ^6. The sign of ^C can be either positive or
negative, while ^/ is assumed to be positive without loss of generality. All other model parameters are
also assumed to be positive. Furthermore it is assumed that any potential BSM e�ect does not a�ect the
kinematics of the Higgs boson decay products significantly. Two alternative scenarios are considered for
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7.4 Generic parameterization assuming no new particles in loops and decays

In this model the scale factors for the coupling strengths to , , / , C, 1, g and ` are treated independently.
The Higgs boson couplings to second-generation quarks are assumed to scale as the couplings to the
third-generation quarks. SM values are assumed for the couplings to first-generation fermions. Furthermore,
it is assumed that only SM particles contribute to Higgs boson vertices involving loops, and modifications
of the coupling-strength scale factors for fermions and vector bosons are propagated through the loop
calculations. Invisible or undetected Higgs boson decays are assumed not to exist. All coupling-strength
scale factors are assumed to be positive. The results of the � ! `` analysis are included for this specific
benchmark model. The results are shown in Table 7. The observed (expected) significance on ^` relative
to the absence of this coupling is 2.1f (1.7f). The observed significance is slightly higher compared
with the one reported in Ref. [19] both due to other coupling strengths being profiled to the combined
dataset instead of fixed to SM, and to the pulling of nuisance parameters correlated with other channels. All
measured coupling-strength scale factors in this generic model are found to be compatible with their SM
expectation. The level of compatibility between the SM hypothesis with the best-fit point corresponds to a
?-value of ?SM = 84%, computed using the procedure outlined in Section 4 with six degrees of freedom.
Figure 14 shows the results of this benchmark model in terms of reduced coupling-strength scale factors,
defined as

H+ =
r
^+

6+

2E
=
p
^+

<+

E

for weak bosons with a mass <+ , where 6+ is the absolute Higgs boson coupling strength and E = 246 GeV
is the vacuum expectation value of the Higgs field, and

H� = ^�
6�p

2
= ^�

<�

E

for fermions with a mass <� . For the 1 quark and the top quark, the "( running mass evaluated at a scale
of 125.09 GeV is used.

Table 7: Fit results for ^/ , ^, , ^1, ^C , ^g and ^`, all assumed to be positive. In this benchmark model BSM
contributions to Higgs boson decays are assumed not to exist and Higgs boson vertices involving loops are resolved
in terms of their SM content.

Parameter Result

^/ 1.02 ± 0.06

^, 1.05 ± 0.06

^1 0.98 + 0.14
� 0.13

^C 0.96 ± 0.08

^g 1.06 + 0.15
� 0.14

^` 1.12 + 0.26
� 0.32
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Figure 9: Best-fit values and uncertainties for the cross sections in each measurement region and of the ratios of
branching fractions ⌫ 5 /⌫// , normalized to the SM predictions for the various parameters. The parameters directly
extracted from the fit are the products (f8 ⇥ ⌫// ) and the ratios ⌫ 5 /⌫// . The black error bar shows the total
uncertainty in each measurement. The level of compatibility between the combined measurement and the SM
prediction, estimated using the procedure outlined in the text with 31 degrees of freedom, corresponds to a ?-value
of ?SM = 95%.
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Figure 10: Correlation matrix for the measured values of the simplified template cross sections and ratios of branching
fractions. The fit parameters are the products (f8 ⇥ ⌫// ) and the ratios ⌫ 5 /⌫// .
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Interpretation of the combined STXS measurements

◈ Parametrize the signal strength directly with wilson coefficients of SMEFT operators

◈ Sensitive elgenvectors are chosen as the measured parameters (more orthogonal). 17

3 Methodology of E�ective Field Theory interpretations

Standard Model E�ective Field Theory provides a theoretically elegant language to encode the modifications
of the Higgs properties induced by a wide class of beyond-the-SM models that reduce to the SM at
low energies, and is systematically improvable with higher-order perturbative calculations. Within the
mathematical language of the SMEFT, the e�ects of BSM dynamics at high energies ⇤ � v, well above the
electroweak scale v = 246 GeV, can be parametrised at low energies, E ⌧ ⇤, in terms of higher-dimensional
operators built up from the Standard Model fields and respecting its symmetries such as gauge invariance

LSMEFT = LSM +

Nd6X

i

ci
⇤2O

(6)
i
+

Nd8X

j

bj

⇤4O
(8)
j
+ . . . , (4)

where LSM is the SM Lagrangian, O (6)
i

and O (8)
j

represent a complete set of operators of mass-dimensions
d = 6 and d = 8, and cj , bj are the corresponding Wilson coe�cients. Operators with d = 5 and
d = 7 violate lepton and/or baryon number conservation and are not relevant for Higgs physics. The
e�ective theory expansion in Eq. (4) is robust, fully general, and can be systematically matched to explicit
ultraviolet-complete BSM scenarios.

In this analysis the “Warsaw” basis [75] is used, which forms a complete set of all O (6)
i

operators in
Eq. (4) allowed by the SM gauge symmetries. This basis is widely used in EFT measurements in various
fields of particle physics and the usage of a common basis will allow easier future combination of these
measurements. Contributions of operators of mass-dimension d = 8 are not considered. The goal of the
analysis is to constrain the d = 6 Wilson coe�cients that correspond to operators that either directly or
indirectly impact Higgs boson couplings to SM particles [14, 76]. Table 3 lists the operators considered
in this analysis, and their corresponding Wilson coe�cients cj . Here, all CP-even d = 6 operators were
considered for which the ⇤�2-suppressed contribution to any of the STXS categories measured in Figure 1
exceeds 1‰ with respect to the SM prediction at ci = 1. In this analysis, a value of ⇤ = 1 TeV is assumed,
coe�cients for alternative values of ⇤ = X can be trivially obtained through a scaling with a factor
(X/1 TeV)2. All complex-valued Wilson coe�ents, notably cuW , cuG , cuB and cuH in this analysis, are
used with =(ci) = 0.

3.1 Simulation of the impact of SMEFT operators

The impact of the d = 6 SMEFT operators listed in Table 3 has been computed with the UFO model of
Madgraph [53], using lowest order calculations in QCD for all production and decay modes.

Calculations for Higgs production modes with tree-level diagrams have been performed with SMEFTsim [77],
under the assumption of a U (3)5 flavour symmetry (which corresponds to the unbroken global flavour
symmetry present in the SM outside the Yukawa sector), and providing the Fermi constant GF , and the Z
and W boson masses as input. Cross-sections have been calculated at NLO accuracy in QCD for ggH,
gg!Z H and H ! gg with SMEFTatNLO [78] and at NLO accuracy in QED for SMEFT-SM interference
terms in H! �� [79], also providing mW as input. SMEFT modifications to the background processes in
the included analyses are not considered.

In the simulation, kinematic cuts on the minimal (b-)jet transverse momentum of pT > 20 GeV have
been imposed. Furthermore, for the Higgs boson decay a requirement of �R > 0.05 between two jets
or two leptons is imposed in order to avoid divergences in the matrix element calculation. Additional
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in certain regions of phase space, e. g. when energy scales are of order ⇤.

The lowest-order cross-section terms generated by d = 8 operators that involve interference between
SM and d = 8 SMEFT operators are also suppressed by a factor ⇤�4. As no complete calculations are
available yet for d = 8 operators, their magnitude relative to �BSM, which is suppressed at the same order, is
unknown. However, SMEFT interpretations will be presented both with and without the �BSM contribution
to give a general indication of the sensitivity of the analysis to ⇤�4 terms.

To reduce the impact of the limited QCD calculation order of SMEFT operators, the parametrisation of the
predicted cross section is computed as a relative correction to a SM prediction that is computed at the
highest available order for each process:

�STXS = �
((N)N)NLO
SM ⇥ *

,

1 +
�(N)LO

int

�(N)LO
SM

+
�(N)LO

BSM

�(N)LO
SM

+

-

. (6)

This calculation strategy assumes that the correction to the cross section from SMEFT operators is
comparable at LO and higher orders [84].

Observable cross-sections are further modified by the impact of SMEFT operators on Higgs decay branching
fractions. Since the Higgs boson is a narrow, scalar particle, and only on-shell production is considered in
this analysis, its production cross section and decay width factorise. The impact of SMEFT operators on
production and decay therefore also factorise and can be derived independently. Thus, the cross section for
a given STXS region i and a given decay mode H ! X is

(�⇥B)i,H!X = �i
⇥ BH!X =

⇣
�i

SM + �
i

int + �
i

BSM

⌘
⇥ *

,

�H!X

SM + �H!X

int + �H!X

BSM

�HSM + �
H

int + �
H

BSM

+

-

. (7)

Factorising the SM prediction, to allow the use of Eq. (6), the expression becomes

(�⇥B)i,H!X = (�⇥B)i,H!X

SM,(N(N))NLO
*

,

1 +
�i

int,(N)LO

�i

SM,(N)LO
+
�i

BSM,(N)LO

�i

SM,(N)LO

+

-

*
.
.
.

,

1 + �
H!X

int
�H!X

SM
+
�H!X

BSM
�H!X

SM

1 + �
H

int
�HSM
+
�HBSM
�HSM

+
/
/
/

-

, (8)

where the ratios �int/�SM and �int/�SM have a linear dependence on SMEFT operators and are suppressed
by a factor⇤�2, and the ratios �BSM/�SM and �BSM/�SM have a quadratic dependence on SMEFT operators
and are suppressed by a factor ⇤�4. In the analysis these ratios are parametrised as

�i

int

�i

SM
=
X

j

A�i

j
cj

�i

BSM

�i

SM
=
X

jk

B�i

jk
cjck (9)

�H!X

int

�H!X

SM
=
X

j

A�
H!X

j
cj

�H!X

BSM

�H!X

SM
=
X

jk

B�
H!X

jk
cjck (10)

�Hint

�HSM
=
X

j

A�
H

j
cj

�HBSM

�HSM
=
X

jk

B�
H

jk
cjck , (11)

where all Aj and Bjk are constant factors obtained from simulation that express the sensitivity of the
analysis to the operators Oj that correspond to the Wilson coe�cients cj , and indices j, k run over all
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Figure 4: Comparison of the impact of the most relevant SMEFT operators on the STXS regions and decay modes,
relative to the SM cross-section, for the linearized SMEFT model (shaded histogram) and the linear+quadratic SMEFT
model (open histogram). For all coe�cients cj a unit variation is considered, unless specified otherwise in the legend.
The variation shown for some cj di�er from those shown in Fig. 3. To judge the experimental sensitivity to constrain
the operators from the data in the listed STXS regions, the statistical uncertainty on the corresponding regions
(�stat) is shown in the top panel. For columns corresponding to multiple STXS⇥BR regions, the shown uncertainty
reflects the statistical uncertainty on the average, under the assumption of uncorrelated statistical uncertainties. For
presentational clarity, the statistical uncertainty of low precision STXS regions is clipped in the plot.

directly expressed in terms of the coe�cients cj :

sk (ci, ✓) =
X

i,X

*

,

µi,X ⌘
(�⇥B)i,H!X

SMEFT (ci)
(�⇥B)SM,MC

+

-

⇥ L ⇥ (�⇥B)i,XSM,MC(✓) ⇥ ✏ i,X
k

(✓), (18)

with L, ✏ i,X
k

(✓) and ✓ as defined in Eq. (2), and where the signal cross-section (�⇥B)i,XSMEFT(cj ) is either
taken from the linear model of Eq. (15) or the quadratic model of Eq. (17). In all results presented in
this Section, the set of nuisance parameters ✓ has been pruned, using an impact ranking technique, from
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Table 3: Wilson coe�cients cj and corresponding d = 6 SMEFT operators Oj used in this analysis. Corresponding
example diagrams are shown in Tables 17 and 18 in Appendix A.

Wilson coe�cient Operator
cH2 (H†H)2(H†H)

cHDD

⇣
H†DµH

⌘⇤ ⇣
H†DµH

⌘

cHG H†H GA

µ⌫GAµ⌫

cHB H†H Bµ⌫Bµ⌫

cHW H†H W I

µ⌫W Iµ⌫

cHWB H†⌧I H W I

µ⌫Bµ⌫

ceH (H†H)(l̄per H)
cuH (H†H)(q̄pur HH)
cdH (H†H)(q̄pdr

HH)

c(1)
Hl

(H†i
 !
D µH)(l̄p�µlr )

c(3)
Hl

(H†i
 !
D I

µH)(l̄p⌧I�µlr )

cHe (H†i
 !
D µH)(ēp�µer )

c(1)
Hq

(H†i
 !
D µH)(q̄p�µqr )

c(3)
Hq

(H†i
 !
D I

µH)(q̄p⌧I�µqr )

cHu (H†i
 !
D µH)(ūp�µur )

cHd (H†i
 !
D µH)(d̄p�µdr )

Wilson coe�cient Operator
cuG (q̄p�µ⌫T Aur ) HH GA

µ⌫

cuW (q̄p�µ⌫ur )⌧I HH W I

µ⌫

cuB (q̄p�µ⌫ur ) HH Bµ⌫

c0
ll

(l̄p�µlt )(l̄r�µls)
c(1)
qq (q̄p�µqt )(q̄r�µqs)

c(3)
qq (q̄p�µ⌧Iqr )(q̄s�µ⌧Iqt )

c
qq

(q̄p�µqt )(q̄r�µqs)
c(31)
qq (q̄p�µ⌧Iqt )(q̄r�µ⌧Iqs)

c
uu

(ūp�µur )(ūs�µut )
c(1)
uu (ūp�µut )(ūr�µus)

c(1)
qu (q̄p�µqt )(ūr�µus)

c(8)
ud

(ūp�µT Aur )(d̄s�µT Adt )
c(8)
qu (q̄p�µT Aqr )(ūs�µT Aut )

c(8)
qd

(q̄p�µT Aqr )(d̄s�µT Adt )

cW ✏ IJKW I⌫
µ W J⇢

⌫ WKµ
⇢

cG f ABCGA⌫
µ GB⇢

⌫ GCµ
⇢

generator-level cuts are listed in Table 9 in Appendix A. For all events P�����8 [64] is used for the
simulation of parton showering, where Higgs decay is based on the Higgs width from Madgraph. A
matching is performed to remove phase space overlap between the jets from the matrix element and the
shower. The CKKW-l algorithm is used for all tree-level processes, with a matching parameter of 30 GeV,
whereas the MLM algorithm [80, 81] is used for loop-induced processes, in particular ggH. The Rivet
program [82] with the HiggsTemplateCrossSections [83] routine is used to analyse the simulated
events, compute high-level kinematic quantities and classify the events according to their STXS bin.2

The STXS cross section predictions for a specific process, calculated as described above, are simulated in
three independent parts:

�STXS = �SM + �int + �BSM (5)

where �SM is the SM cross section, �int describes the interference between the SMEFT operators (BSM
physics) and SM operators, and �BSM is the cross-section involving exclusively SMEFT operators. When
considering only d = 6 SMEFT operators, it follows from Eq. (4) that �int consists of terms involving
a single d = 6 SMEFT operator, suppressing each term by a factor ⇤�2, and that �BSM contains terms
involving products of two d = 6 SMEFT operators, suppressing each term by a factor ⇤�4. For this reason
the impact of the �BSM term is generally expected to be small, though its impact may still be non-negligible

2 The Rivet algorithm has been modified to classify events in which a Higgs boson and two leptons arise from the same production
vertex as VH production events. This modification ensures the proper classification of events with leptons from o�-shell V
decays, since MadGraph is only saving on-shell intermediate particles. Contributions from o�-shell V bosons are small in the
SM, but can be enhanced by SMEFT operators.
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Wilson coefficients

Table 4: Eigenvectors and eigenvalues from subspace rotations. The estimated variance associated with each
eigenvector is the inverse of the corresponding eigenvalue. The eigenvectors c[7]

HG,uG,uH ,top through c[14]
HG,uG,uH ,top

have eigenvalues � < 0.0001 and are not shown. Eigenvectors that are retained as parameterized degrees of freedom
in the final fit to data are marked in the last column.

Parameter Definition Eigenvalue Fit
Para-
meter

c(3)

Hq
c(3)

Hq
1900 3

c[ i
]

H
W

,H
B

,H
W
B

,H
D
D

,u
W

,u
B

1 �0.27cHW � 0.84cHB + 0.47cHWB � 0.02cuW � 0.05cuB 245000 3

2 �0.96cHW + 0.19cHB � 0.20cHWB + 0.02cuB 33 3

3 �0.08cHW + 0.50cHB + 0.86cHWB + 0.07cHDD + 0.03cuW + 0.06cuB 4 3

4 0.03cHWB � 0.85cHDD + 0.32cuW + 0.43cuB 0.017

5 �0.01cHW + 0.07cHB + 0.05cHWB � 0.44cHDD � 0.86cuW � 0.23cuB 0.0077

6 �0.01cHW + 0.06cHB + 0.04cHWB � 0.29cHDD + 0.39cuW � 0.87cuB 0.0025

c[ i
]

H
G

,u
G

,u
H

,to
p

1 +0.999cHG + 0.038cuG 176000 3

2 �0.03cHG + 0.73cuG � 0.03c(1)
qq � 0.23cqq � 0.05c(3)

qq � 0.54c(31)
qq �

0.02cuu�0.24c(1)
uu�0.04c(8)

ud
�0.01c(1)

qu�0.15c(8)
qu�0.04c(8)

qd
�0.18cG +

0.06cuH

20 3

3 �0.03cHG + 0.67cuG + 0.04c(1)
qq + 0.25cqq + 0.05c(3)

qq + 0.55c(31)
qq +

0.02cuu+0.26c(1)
uu+0.03c(8)

ud
+0.01c(1)

qu+0.16c(8)
qu+0.03c(8)

qd
+0.29cG +

0.1cuH

1.3 3

4 +0.11cuG + 0.01cqq � 0.018c(3)
qq + 0.029c(31)

qq + 0.012c(1)
uu � 0.993cuH 0.14

5 +0.02cqq � 1.0c(3)
qq + 0.06c(31)

qq + 0.03c(1)
uu + 0.02c(8)

qu + 0.02cuH 0.02

6 +0.07cuG�0.02c(1)
qq+0.07cqq+0.03c(3)

qq+0.32c(31)
qq+0.06c(1)

uu+0.04c(8)

ud
+

0.08c(8)
qu + 0.04c(8)

qd
� 0.94cG + 0.02cuH

0.0092

c[1]
Hl

(1),He
+0.78c(1)

Hl
� 0.62cHe 2.6 3

c[2]
Hl

(1),He
+0.62c(1)

Hl
+ 0.78cHe 0.056

c[1]
Hu,Hd,Hq

(1) �0.87cHu + 0.26cHd + 0.42c(1)

Hq
59 3

c[2]
Hu,Hd,Hq

(1) +0.41cHu � 0.09cHd + 0.91c(1)

Hq
0.10

c[3]
Hu,Hd,Hq

(1) �0.28cHu � 0.96cHd + 0.03c(1)

Hq
0.0018

c[1]
Hl

(3),ll0 0.87c(3)

Hl
� 0.50c0

ll
27 3

c[2]
Hl

(3),ll0 0.50c(3)

Hl
+ 0.87c0

ll
0.33

20
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3 Methodology of E�ective Field Theory interpretations

Standard Model E�ective Field Theory provides a theoretically elegant language to encode the modifications
of the Higgs properties induced by a wide class of beyond-the-SM models that reduce to the SM at
low energies, and is systematically improvable with higher-order perturbative calculations. Within the
mathematical language of the SMEFT, the e�ects of BSM dynamics at high energies ⇤ � v, well above the
electroweak scale v = 246 GeV, can be parametrised at low energies, E ⌧ ⇤, in terms of higher-dimensional
operators built up from the Standard Model fields and respecting its symmetries such as gauge invariance

LSMEFT = LSM +

Nd6X

i

ci
⇤2O

(6)
i
+

Nd8X

j

bj

⇤4O
(8)
j
+ . . . , (4)

where LSM is the SM Lagrangian, O (6)
i

and O (8)
j

represent a complete set of operators of mass-dimensions
d = 6 and d = 8, and cj , bj are the corresponding Wilson coe�cients. Operators with d = 5 and
d = 7 violate lepton and/or baryon number conservation and are not relevant for Higgs physics. The
e�ective theory expansion in Eq. (4) is robust, fully general, and can be systematically matched to explicit
ultraviolet-complete BSM scenarios.

In this analysis the “Warsaw” basis [75] is used, which forms a complete set of all O (6)
i

operators in
Eq. (4) allowed by the SM gauge symmetries. This basis is widely used in EFT measurements in various
fields of particle physics and the usage of a common basis will allow easier future combination of these
measurements. Contributions of operators of mass-dimension d = 8 are not considered. The goal of the
analysis is to constrain the d = 6 Wilson coe�cients that correspond to operators that either directly or
indirectly impact Higgs boson couplings to SM particles [14, 76]. Table 3 lists the operators considered
in this analysis, and their corresponding Wilson coe�cients cj . Here, all CP-even d = 6 operators were
considered for which the ⇤�2-suppressed contribution to any of the STXS categories measured in Figure 1
exceeds 1‰ with respect to the SM prediction at ci = 1. In this analysis, a value of ⇤ = 1 TeV is assumed,
coe�cients for alternative values of ⇤ = X can be trivially obtained through a scaling with a factor
(X/1 TeV)2. All complex-valued Wilson coe�ents, notably cuW , cuG , cuB and cuH in this analysis, are
used with =(ci) = 0.

3.1 Simulation of the impact of SMEFT operators

The impact of the d = 6 SMEFT operators listed in Table 3 has been computed with the UFO model of
Madgraph [53], using lowest order calculations in QCD for all production and decay modes.

Calculations for Higgs production modes with tree-level diagrams have been performed with SMEFTsim [77],
under the assumption of a U (3)5 flavour symmetry (which corresponds to the unbroken global flavour
symmetry present in the SM outside the Yukawa sector), and providing the Fermi constant GF , and the Z
and W boson masses as input. Cross-sections have been calculated at NLO accuracy in QCD for ggH,
gg!Z H and H ! gg with SMEFTatNLO [78] and at NLO accuracy in QED for SMEFT-SM interference
terms in H! �� [79], also providing mW as input. SMEFT modifications to the background processes in
the included analyses are not considered.

In the simulation, kinematic cuts on the minimal (b-)jet transverse momentum of pT > 20 GeV have
been imposed. Furthermore, for the Higgs boson decay a requirement of �R > 0.05 between two jets
or two leptons is imposed in order to avoid divergences in the matrix element calculation. Additional
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in certain regions of phase space, e. g. when energy scales are of order ⇤.

The lowest-order cross-section terms generated by d = 8 operators that involve interference between
SM and d = 8 SMEFT operators are also suppressed by a factor ⇤�4. As no complete calculations are
available yet for d = 8 operators, their magnitude relative to �BSM, which is suppressed at the same order, is
unknown. However, SMEFT interpretations will be presented both with and without the �BSM contribution
to give a general indication of the sensitivity of the analysis to ⇤�4 terms.

To reduce the impact of the limited QCD calculation order of SMEFT operators, the parametrisation of the
predicted cross section is computed as a relative correction to a SM prediction that is computed at the
highest available order for each process:

�STXS = �
((N)N)NLO
SM ⇥ *

,

1 +
�(N)LO

int

�(N)LO
SM

+
�(N)LO

BSM

�(N)LO
SM

+

-

. (6)

This calculation strategy assumes that the correction to the cross section from SMEFT operators is
comparable at LO and higher orders [84].

Observable cross-sections are further modified by the impact of SMEFT operators on Higgs decay branching
fractions. Since the Higgs boson is a narrow, scalar particle, and only on-shell production is considered in
this analysis, its production cross section and decay width factorise. The impact of SMEFT operators on
production and decay therefore also factorise and can be derived independently. Thus, the cross section for
a given STXS region i and a given decay mode H ! X is

(�⇥B)i,H!X = �i
⇥ BH!X =

⇣
�i

SM + �
i

int + �
i

BSM

⌘
⇥ *

,

�H!X

SM + �H!X

int + �H!X

BSM

�HSM + �
H

int + �
H

BSM

+

-

. (7)

Factorising the SM prediction, to allow the use of Eq. (6), the expression becomes

(�⇥B)i,H!X = (�⇥B)i,H!X

SM,(N(N))NLO
*

,

1 +
�i

int,(N)LO

�i

SM,(N)LO
+
�i

BSM,(N)LO

�i

SM,(N)LO

+

-

*
.
.
.

,

1 + �
H!X

int
�H!X

SM
+
�H!X

BSM
�H!X

SM

1 + �
H

int
�HSM
+
�HBSM
�HSM

+
/
/
/

-

, (8)

where the ratios �int/�SM and �int/�SM have a linear dependence on SMEFT operators and are suppressed
by a factor⇤�2, and the ratios �BSM/�SM and �BSM/�SM have a quadratic dependence on SMEFT operators
and are suppressed by a factor ⇤�4. In the analysis these ratios are parametrised as

�i

int

�i

SM
=
X

j

A�i

j
cj

�i

BSM

�i

SM
=
X

jk

B�i

jk
cjck (9)

�H!X

int

�H!X

SM
=
X

j

A�
H!X

j
cj

�H!X

BSM

�H!X

SM
=
X

jk

B�
H!X

jk
cjck (10)

�Hint

�HSM
=
X

j

A�
H

j
cj

�HBSM

�HSM
=
X

jk

B�
H

jk
cjck , (11)

where all Aj and Bjk are constant factors obtained from simulation that express the sensitivity of the
analysis to the operators Oj that correspond to the Wilson coe�cients cj , and indices j, k run over all
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Figure 4: Comparison of the impact of the most relevant SMEFT operators on the STXS regions and decay modes,
relative to the SM cross-section, for the linearized SMEFT model (shaded histogram) and the linear+quadratic SMEFT
model (open histogram). For all coe�cients cj a unit variation is considered, unless specified otherwise in the legend.
The variation shown for some cj di�er from those shown in Fig. 3. To judge the experimental sensitivity to constrain
the operators from the data in the listed STXS regions, the statistical uncertainty on the corresponding regions
(�stat) is shown in the top panel. For columns corresponding to multiple STXS⇥BR regions, the shown uncertainty
reflects the statistical uncertainty on the average, under the assumption of uncorrelated statistical uncertainties. For
presentational clarity, the statistical uncertainty of low precision STXS regions is clipped in the plot.

directly expressed in terms of the coe�cients cj :

sk (ci, ✓) =
X

i,X

*

,

µi,X ⌘
(�⇥B)i,H!X

SMEFT (ci)
(�⇥B)SM,MC

+

-

⇥ L ⇥ (�⇥B)i,XSM,MC(✓) ⇥ ✏ i,X
k

(✓), (18)

with L, ✏ i,X
k

(✓) and ✓ as defined in Eq. (2), and where the signal cross-section (�⇥B)i,XSMEFT(cj ) is either
taken from the linear model of Eq. (15) or the quadratic model of Eq. (17). In all results presented in
this Section, the set of nuisance parameters ✓ has been pruned, using an impact ranking technique, from
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Figure 8: Scans of the profile likelihood of the linear SMEFT model over various parameters. For each scan, the pull
of selected other parameters is shown on the same scale. The lower and upper horizontal dashed lines represent the
threshold for the profile likelihood ration corresponding to 1 � and 2 � confidence intervals respectively. The scan
of the weak eigenvector c[6]

HG,uG,uH ,top (a) is representative of most scans of approximately flat directions, which are
fixed in the fit. The scan of c[2]

HW ,HB,HWB,HDD,uW ,uB (b) is representative of most scans of parameters included in
the final fit, illustrating linear correlations with other parameters of interest in a wide scan range. The scan of c(3)

Hq

(c) illustrates one of the few non-linear correlation e�ects observed, in this case caused by a residual e�ect of the
H ! Z Z acceptance correction. The shaded region indicates the parameter space where one or more observable
bins have negative predicted signal cross-section.
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Figure 8: Scans of the profile likelihood of the linear SMEFT model over various parameters. For each scan, the pull
of selected other parameters is shown on the same scale. The lower and upper horizontal dashed lines represent the
threshold for the profile likelihood ration corresponding to 1 � and 2 � confidence intervals respectively. The scan
of the weak eigenvector c[6]

HG,uG,uH ,top (a) is representative of most scans of approximately flat directions, which are
fixed in the fit. The scan of c[2]

HW ,HB,HWB,HDD,uW ,uB (b) is representative of most scans of parameters included in
the final fit, illustrating linear correlations with other parameters of interest in a wide scan range. The scan of c(3)

Hq

(c) illustrates one of the few non-linear correlation e�ects observed, in this case caused by a residual e�ect of the
H ! Z Z acceptance correction. The shaded region indicates the parameter space where one or more observable
bins have negative predicted signal cross-section.
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Interpretation on BSM model (2HDM)
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Figure 17: Regions of the (cos(V � U), tan V) plane of four types of 2HDMs excluded by fits to the measured rates of
Higgs boson production and decays. Contours at 95% CL, defined in the asymptotic approximation by �2 ln⇤ = 5.99,
are drawn for both the data and the expectation for the SM Higgs sector. In all cases, the observed best-fit points
are out of the range, and are thus provided as numerical values instead. The angles U and V are taken to satisfy
0  V  c/2 and 0  V � U  c without loss of generality. The alignment limit at cos(V � U) = 0, in which all
Higgs boson couplings take their SM values, is indicated by the dashed red line.
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Based on the coupling strength modifiers (κ-framework)҅ 2HDM 
constraints indicate no significant deviations from SM prediction. 



Interpretation on BSM model (MSSM)
Assuming the observe boson is the light CP-even h of the MSSM theory, six MSSM benchmark scenarios:

◈ M125h scenario: All superparticles are heavy that production and decays of MSSM Higgs boson are only mildly affected

◈ M125h(χ) scenario: All chargions and neutrinos are relatively light, with significant higgsino-gaugino mixing

◈ M125h(τ) scenario: Light staus and light gauging-like charginos and neutralinos

◈ M125h(alignment) scenario: alignment without decoupling scenario
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Figure 14: Exclusion contours in the (mA, tan �) plane for (a) the M125
h

, (b) M125
h

(⌧̃), (c) M125
h

( �̃) and (d)
M125

h
(alignment) scenarios. Observed (solid) and expected (dashed) contours at 95% C.L., defined as �2 ln⇤ = 5.99

according to the asymptotic approximation, are shown. The excluded parameter space is marked in yellow. The
parameter space excluded by the condition |m0

h
� 125.09| < 3 GeV is marked in gray. For comparison, the parameter

space excluded by the search for H/A! ⌧⌧ [143] and for H± ! t b̄ [144] are overlaid in blue and purple, respectively.
For the M125

h
(alignment) scenario no exclusion limits from the search for H± ! t b̄ exist.
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Generally exclude the low mA regime and low tanβ range



Interpretation on BSM model (MSSM)
Assuming the observe boson is the light CP-even h of the MSSM theory, six 
MSSM benchmark scenarios:

◈ M125h,EFT scenario: a flexible mass scale MSUSY of super partners  (6TeV - 1016TeV)

◈ M125h(χ) scenario: light neutralinos and charginos 

21

No results of direct search are available for the two benchmarks


All the results are complementary to limits from direct searches for additional Higgs bosons

(a) (b)

Figure 15: Exclusion contours in the (mA, tan �) plane for the (a) M125
h,EFT and (b) M125

h,EFT( �̃) scenarios. Observed
(solid) and expected (dashed) contours at 95% C.L., defined as �2 ln⇤ = 5.99 according to the asymptotic
approximation, are shown. The excluded parameter space is marked in yellow.

7 Conclusions

Novel interpretations of the combined Higgs boson measurements recently presented by ATLAS have
been performed. Constraints on linear combinations of Wilson coe�cients corresponding to SM E�ective
Field Theory operators in the Warsaw basis are reported. In this model-independent parametrization of
new physics e�ects, no significant deviations from the SM have been observed. A comparison of results
interpreted with a linearized SMEFT model and a model that also includes quadratic terms shows sizeable
sensitivity to operators suppressed by ⇤4 in all of the measured parameters. Constraints have also been
set on the parameters mA, tan � of the MSSM, in the context of six benchmark scenarios proposed by the
BSM subgroup of the LHC Higgs Cross-Section WG. These results are complementary to limits from
direct searches for additional Higgs bosons.
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Fiducial and differential cross section

22

❖ Measurement designed as model independent as possible. 

❖ Direct comparison with theoretical predictions at particle level. 

❖ A wide and diverse range of physical phenomena to be probed: 
✦ Higgs boson kinematics, Jet activity, VBF-sensitive variables, Spin-CP sensitive variables
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Figure 1: Illustration of the correction factors derived for each bin of the variables of interest. All
comparisons of data to theory are made at particle level within a fiducial region. Unfolding (correcting
for detector e↵ects) takes the data from detector level to particle level within a fiducial region. Fiducial
and non-perturbative correction factors correct theoretical predictions from parton level inclusive and
parton level fiducial to particle level fiducial respectively.

2 Data and Monte Carlo samples282

2.1 Dataset283

This analysis uses the full 2012 diphoton dataset, collected using the EF g35 loose g25 loose trigger,284

with a total recorded integrated luminosity of 20.3 fb�1. This is the same dataset as used in the most285

recent coupling and spin H ! �� analyses [5, 1], as well as in the previous di↵erential cross section286

analysisWe also use the most recent good run list:287

data12 8TeV.periodAllYear DetStatus-v61-pro14-02 DQDefects-00-01-00 PHYS StandardGRL All Good.xml,288

that removes 0.3% of the events previously included. The exact central value of the integrated luminosity289

used for all result is 20276.9 pb�1 with a luminosity uncertainty of 2.8%.290

2.2 Nominal fullsim signal samples291

Higgs boson production and decay are simulated for each of the five production modes: gluon-gluon292

fusion, vector boson fusion, WH, ZH and tt̄H. For each production mode, separate samples exist for293

Higgs masses in 5 GeV steps from 100 to 160 GeV. The mH = 125 GeV samples are generated with294

Analysis Strategy in brief — Signal extraction
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5 Extraction of signal yield and correction for detector e�ects290

The signal is extracted using the approach adopted in previous ATLAS measurements of291

H ! �� [1, 10, 13]. An unbinned maximum likelihood fit is performed on them�� spectrum292

in each fiducial region or bin of a di↵erential distribution. The likelihood function, L, is293

given by294

L(m�� , ⌫
sig, ⌫bkg,mH) =

Y

i

8
<

:
e�⌫i

ni!

niY

j

h
⌫sig
i

Si(m
j

�� ;mH) + ⌫bkg
i

Bi(m
j

��)
i
9
=

;⇥
Y

k

Gk

(5.1)

where i labels the categories (bins) being simultaneously fitted, ⌫sig
i

is the fitted number of295

signal events, ⌫bkg
i

is the fitted number of background events, ⌫i = ⌫sig
i

+ ⌫bkg
i

is the mean296

value of the underlying Poisson distribution for the ni events, m
j
�� is the diphoton invariant297

mass for event j, Si(m
j
�� ;mH) and Bi(m

j
��) are the signal and background probability298

distribution functions, and the Gk incorporate constraints from uncertainties on the photon299

energy scale and resolution, as well as the uncertainty in the fitted peak position from the300

chosen background parameterisation. Other uncertainties that do not a↵ect the shape of301

the diphoton mass spectrum are not included in the fit and are dealt with as part of the302

correction for detector e↵ects.303

The signal probability distribution function is modelled as the sum of a Crystal Ball304

and a Gaussian function and the fit is performed after fixing the Higgs boson mass to305

be mH = 125.4 GeV [9]. The Gaussian and Crystal Ball functions are required to have306

the same mean and the parameters of the model are interpolated using simulated samples307

with di↵erent Higgs boson masses. The background probability distribution is modelled308

as the exponential of a first-order, second or third order polynomial. The background309

function is chosen, in each fiducial region or bin of a di↵erential distribution, to minimise310

the bias observed in the extracted yield [1, 13] when fitting a background-only distribution311

constructed from the ��, �j and jj simulated samples, after normalising the samples using312

data-driven scale factors determined in designated control regions.313

All events selected in the inclusive region are included in the signal extraction for all314

observables, with any uncategorised events placed into an additional bin and included in315

the fit. For example, events containing zero or one jets are included in this additional bin316

when fitting the mjj distribution.317

Figure 1 shows the result of the signal-plus-background fit to the diphoton invariant318

mass reconstructed in di↵erent jet multiplicity bins. The di↵erence in the extracted signal319

yield between fixing the Higgs boson mass and allowing it to float in the fit is 3.2% in320

the inclusive region, with the largest e↵ect being 16% for Njets = 1. These di↵erences are321

smaller than statistical uncertainties in the fit itself for all the results presented in this322

paper. The total number of selected diphoton events in each fiducial region, the extracted323

signal yields and the expected yields from simulation are presented in Table 1.324

The cross section, �, in a given fiducial region (or bin of a distribution) is defined by325

�i =
⌫sig
i

ci
R
L dt

, (5.2)

– 8 –

1. Signal extraction from fit to mɣɣ mass 
spectrum in  bins of observable of interest

2. Unfold measured spectrum  
into cross section with correction factors

correction factor

observed yield

cross section

integrated luminosity

Illustration of the simultaneous fit for Njets

Correction factors + uncertainties for Njets 
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The mj j and �� j j distributions are compared to S����� (M���@N��) and G�S�� described above, that489

are of NLO accuracy for this jet multiplicity. Good agreement is seen between the data and the predictions,490

including that of the default MC that is of LO accuracy for this jet multiplicity. In the higher mj j bin that is491

more sensitive to VBF production, the data are in agreement within the prediction within the uncertainty of492

the measurement. The �� j j distribution that has sensitivity to the CP properties of the Higgs boson is in493

good agreement with the expected shape in the SM.494
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Figure 6: Cross sections measured as a function of the diphoton kinematics, (a) p��T , (b) |y�� |. The cross section as
function of p��T is shown in the range 0–350 GeV, while for p��T > 350 GeV it is measured to be 0.23 ± 0.14 fb with
the uncertainty being predominantly statistical. All measurements are compared to the default MC prediction in
which ggF is modelled with P����� NNLOPS and other Higgs production processes, XH, are modeled according to
the descriptions of Section 3. Additional comparisons are also shown for di�erent ggF components added to the same
XH prediction, all described in Section 6.4. The measurement for p��T > 350 GeV agrees with the default prediction
within less than one standard deviation.

The compatibility between the measured di�erential distributions and the default SM prediction is assessed495

using a �2 test. The �2 is computed using the covariance matrix constructed from the full set of uncertainties496

on the data measurements, taking into account correlations between bins, as well as the theory uncertainties497

on the SM prediction. Table 4 reports the p-values of the �2 between data and the default MC prediction498

introduced in Section 6.4 for all di�erential distributions. For all observables, the compatibility between499

the data and the SM prediction is good.500
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The mj j and �� j j distributions are compared to S����� (M���@N��) and G�S�� described above, that489

are of NLO accuracy for this jet multiplicity. Good agreement is seen between the data and the predictions,490

including that of the default MC that is of LO accuracy for this jet multiplicity. In the higher mj j bin that is491

more sensitive to VBF production, the data are in agreement within the prediction within the uncertainty of492

the measurement. The �� j j distribution that has sensitivity to the CP properties of the Higgs boson is in493

good agreement with the expected shape in the SM.494
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Figure 6: Cross sections measured as a function of the diphoton kinematics, (a) p��T , (b) |y�� |. The cross section as
function of p��T is shown in the range 0–350 GeV, while for p��T > 350 GeV it is measured to be 0.23 ± 0.14 fb with
the uncertainty being predominantly statistical. All measurements are compared to the default MC prediction in
which ggF is modelled with P����� NNLOPS and other Higgs production processes, XH, are modeled according to
the descriptions of Section 3. Additional comparisons are also shown for di�erent ggF components added to the same
XH prediction, all described in Section 6.4. The measurement for p��T > 350 GeV agrees with the default prediction
within less than one standard deviation.

The compatibility between the measured di�erential distributions and the default SM prediction is assessed495

using a �2 test. The �2 is computed using the covariance matrix constructed from the full set of uncertainties496

on the data measurements, taking into account correlations between bins, as well as the theory uncertainties497

on the SM prediction. Table 4 reports the p-values of the �2 between data and the default MC prediction498

introduced in Section 6.4 for all di�erential distributions. For all observables, the compatibility between499

the data and the SM prediction is good.500
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Figure 8: Cross sections measured as a function of jet kinematic observables, (a) pj1
T , (b) mj j and (c) �� j j . All

measurements are compared to the default MC prediction in which ggF is modeled with P����� NNLOPS and other
Higgs production processes, XH, are modeled according to the descriptions of Section 3. Additional comparisons
are also shown for di�erent ggF components added to the same XH prediction.
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Figure 7: Cross sections measured as a function of the jet multiplicity, Njets, in exclusive and inclusive bins. All
measurements are compared to the default MC prediction in which ggF is modeled with P����� NNLOPS and other
Higgs production processes, XH, are modeled according to the descriptions of Section 3. Additional comparisons
are also shown for di�erent ggF components added to the same XH prediction.

Table 4: Probabilities from a �2 compatibility test comparing data and the default SM prediction for each di�erential
distribution. The �2 is computed using the covariance matrix constructed from the full set of uncertainties on the
data measurements and the theory uncertainties on the SM prediction.

Distribution p(�2
) with

Default MC Prediction
p��T 44%
|y�� | 68%
pj1

T 77%
Njets 96%
�� j j 82%
mj j 75%
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Figure 7: Cross sections measured as a function of the jet multiplicity, Njets, in exclusive and inclusive bins. All
measurements are compared to the default MC prediction in which ggF is modeled with P����� NNLOPS and other
Higgs production processes, XH, are modeled according to the descriptions of Section 3. Additional comparisons
are also shown for di�erent ggF components added to the same XH prediction.

Table 4: Probabilities from a �2 compatibility test comparing data and the default SM prediction for each di�erential
distribution. The �2 is computed using the covariance matrix constructed from the full set of uncertainties on the
data measurements and the theory uncertainties on the SM prediction.

Distribution p(�2
) with

Default MC Prediction
p��T 44%
|y�� | 68%
pj1

T 77%
Njets 96%
�� j j 82%
mj j 75%
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Combined measurement
Total Higgs boson production cross section measurement (8%): 

55.4+4.3-4.2pb (±3.1(stat.)+3.0-2.8(sys.))  ( SM prediction of 55.6±2.5pb)

24

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

ATLAS DRAFT

7 8 9 10 11 12 13

[TeV] s

0

20

40

60

80

100[p
b
]

 
H

→
p

p
σ

ATLAS  Preliminary  = 125.09 GeVHm   
H→pp

σ

QCD scale uncertainty

)sα PDF+⊕(scale Total uncertainty 
γγ→H l4→*ZZ→H

Combined data
Systematic uncertainty

-1 = 7 TeV,  4.5 fbs
-1 = 8 TeV,  20.3 fbs
-1 = 13 TeV, 139 fbs

Figure 1: Total pp! H + X cross sections measured at centre-of-mass energies of 7, 8, and 13 TeV, compared to
Standard Model predictions. The H ! �� channel (red triangles), H ! Z Z

⇤ ! 4` channel (green squares) and
combined (black dots) measurements are shown. The individual channel results are o�set along the x-axis for display
purposes. The grey bands on the combined measurements represent the systematic uncertainty, while the error
bars show the total uncertainty. The light blue band shows the estimated uncertainty due to missing higher-order
corrections, and the dark blue band indicates the total uncertainty. The total theoretical uncertainty corresponds to
the higher-order-correction uncertainty summed in quadrature with the sum of the PDF and ↵S uncertainties, and is
partially correlated across values of the centre-of-mass energy.
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Figure 2: The di�erential cross section as a function of Higgs boson transverse momentum pT,H in the full phase
space, as measured in the H ! �� (red triangles) and H ! Z Z

⇤ ! 4` (green squares) decay channels, as well as
the combined measurement (black dots). The blue dashed line shows the central value of the sum of the NNLOPS
ggF prediction, scaled to the N3LO prediction with a K-factor of 1.1, and the contribution of the other Higgs boson
production modes XH. The SM prediction is overlaid with uncertainty bands including PDF and ↵S uncertainties as
well as those due to missing higher-order corrections. For better visibility, all bins are shown as having the same size,
independent of their numerical width. The panel on the bottom shows the ratio of the combined measurement to the
prediction.
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Table 1: Summary of particle level fiducial definitions in the H ! �� analysis. The particle photon isolation p
iso,0.2
T

is defined analogously to the track isolation of reconstructed objects as the transverse momentum of the system of
charge truth particles within �R < 0.2 of the photon.

Objects Definition
Photons |⌘ | < 1.37 OR 1.52 < |⌘ | < 2.37, p

iso,0.2
T /p

�
T < 0.05

Jets anti-kt , R = 0.4, pT > 30 GeV, |y | < 4.4
Event selection Definition
Diphoton fiducial N� � 2, p

�1
T > 0.35 m��, p

�2
T > 0.25 m��

Mass window 105 GeV m��  160 GeV

Table 2: List of event selection requirements which define the fiducial phase space of the H ! Z Z
⇤ ! 4`

cross-section measurement. SFOS lepton pairs are same-flavour opposite-sign lepton pairs.

Leptons and jets
Muons, electrons: pT > 5 GeV, |⌘ | < 2.7
Jets: anti-kt , R = 0.4, pT > 30 GeV, |y | < 4.4
Jet–lepton overlap removal (remove jet): �R(jet,`) > 0.1 for muons (electrons)

Pairing
Leading pair (m12): SFOS lepton pair with smallest |mZ � m`` |
Subleading pair (m34): remaining SFOS lepton pair with smallest |mZ � m`` |

Event selection (at most one quadruplet per channel)
Lepton kinematics: pT > 20,15,10 GeV
Mass requirements: 50 GeV< m12 < 106 GeV and 12 GeV< m34 < 115 GeV
Lepton separation: �R(`i,`j) > 0.1 for all leptons
J/ veto: m(`i,`j) > 5 GeV for all SFOS lepton pairs
Mass window: 105 GeV< m4` < 160 GeV

Table 3: Bin boundaries (in GeV) for pT,H. For the combination, the wider binning is used.

4l, pT,H 0�10 10�20 20�30 30�45 45�60
��, pT,H 0�5 5�10 10�15 15�20 20�25 25�30 30�35 35�45 45�60
Combination 0�10 10�20 20�30 30�45 45�60
4l, pT,H 60�80 80�120 120�200 200�350 350�1000
��, pT,H 60�80 80�100 100�120 120�140 140�170 170�200 200�250 250�350 350�1000
Combination 60�80 80�120 120�200 200�350 350�1000

3.1 Higgs mass123

The branching ratios and the predicted cross sections assume a Higgs mass of 125.09 GeV. The samples124

used for calculation of acceptance and correction factors assume a mass of 125 GeV, which is also used125

for the production mode composition. It has been shown in previous iterations that the di�erence in126

acceptance/correction factors between 125 and 125.09 GeV is negligible.127
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Overview

For a full introduction and 1D scan results, see the last talk:
https://indico.cern.ch/event/384019/contribution/1/material/slides/0.pdf

Analysis idea: Simultaneous fit to measured fiducial cross section with cross
correlations can be used to constrain new physics in the Higgs sector

Fit parameters of interest: Wilson coe�cients ci

LSM +
X

c̄iOi

Extend the SM with point-like interactions;

cg

H+
t

t
t̄

SM NP
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EFT approach with differential cross sections
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7 Search for anomalous Higgs-boson interactions using an e�ective field501

theory approach502

The strength and tensor structure of the Higgs-boson interactions are investigated following an e�ective503

field theory (EFT) approach in which additional CP-even and CP-odd interactions can change the event504

rates, the kinematic properties of the Higgs boson, and associated jet spectra, from those predicted by the505

SM. Contributions from new physics in the di�erential cross sections are probed as non-zero values of the506

Wilson coe�cients of the dimension-6 operators of an e�ective Langrangian [83]. Contributions from507

dimension-5 and dimension-7 operators are excluded assuming lepton and baryon number conservation.508

Operators with dimension 8 and higher are neglected as their e�ects are suppressed by at least 1/⇤2509

with respect to dimension-6 operators, where ⇤ is the scale of new physics. From the available bases for510

parametrising the dimension-6 operators, the SILH basis [6] is employed as well as the SMEFT (Warsaw)511

basis [7].512

While new interactions between the Higgs boson and fermions would impact the inclusive production513

cross-section directly via the ggF mode, the di�erential H ! �� cross sections are also sensitive to514

operators that a�ect the Higgs-boson interactions with gauge bosons. In the SILH formulation, the relevant515

terms in the Lagrangian can be specified by516

L
SILH
e� � cgOg + c�O� + cHWOHW + cHBOHB

+ c̃g eOg + c̃� eO� + c̃HW
eOHW + c̃HB

eOHB ,

where ci and eci are the dimensionless Wilson coe�cients4 specifying the strength of the new CP-even517

and CP-odd interactions, respectively, and the dimension-six operators Oi and eOi are those described in518

Refs. [83, 84]. The Og (O�) and eOg (eO�) operators introduce new interactions between the Higgs boson519

and two gluons (photons). The OHW , eOHW and OHB, eOHB operators introduce new HWW , HZ Z and520

HZ� interactions and can be probed through VBF and VH production. Other operators in the full e�ective521

Lagrangian of Ref. [83] can also modify Higgs-boson interactions but are not considered here due to the522

lack of sensitivity of the H ! �� decay channel. Combinations of some of the CP-even operators have523

been constrained using global fits to experimental data from LEP and the LHC [83, 85, 86].524

In the SMEFT formulation, a similar parametrisation is employed:525

L
SMEFT
e� � CHGO

0
g
+ CHWO

0

HW
+ CHBO

0

HB
+ CHWBO

0

HWB

+eCHG
eO 0
g
+ eCHW

eO 0

HW
+ eCHB

eO 0

HB
+ eCHWB

eO 0

HWB
,

where all coe�cients are dimensionless5. The coe�cients CHG and eCHG determine the strength of operators526

that a�ect the ggF production and CHW , CHB, CHWB and their corresponding CP-odd counterparts,527 eCHW , eCHB, eCHWB, are for operators that impact VBF and VH production and the Higgs boson decay to528

photons. The operators in the SMEFT basis do not correspond to the same interactions as those in the529

SILH formulation, despite the similarity in the naming convention.530

4 Using the notation ci ⌘ (cim2
W
)/(⇤2g) (and similarly for CP-odd ones) for the dimensionless coe�cients, in the SILH

formulation.
5 Using the notation Ci ⌘ Ci�

2
/⇤2 (and similarly for the CP-odd ones) for the dimensionless coe�cients in the SMEFT

formulation, where � is the vacuum expectation value of the Higgs field and ⇤ is the scale of new physics.
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theory approach502

The strength and tensor structure of the Higgs-boson interactions are investigated following an e�ective503

field theory (EFT) approach in which additional CP-even and CP-odd interactions can change the event504

rates, the kinematic properties of the Higgs boson, and associated jet spectra, from those predicted by the505

SM. Contributions from new physics in the di�erential cross sections are probed as non-zero values of the506

Wilson coe�cients of the dimension-6 operators of an e�ective Langrangian [83]. Contributions from507

dimension-5 and dimension-7 operators are excluded assuming lepton and baryon number conservation.508

Operators with dimension 8 and higher are neglected as their e�ects are suppressed by at least 1/⇤2509

with respect to dimension-6 operators, where ⇤ is the scale of new physics. From the available bases for510

parametrising the dimension-6 operators, the SILH basis [6] is employed as well as the SMEFT (Warsaw)511

basis [7].512

While new interactions between the Higgs boson and fermions would impact the inclusive production513

cross-section directly via the ggF mode, the di�erential H ! �� cross sections are also sensitive to514

operators that a�ect the Higgs-boson interactions with gauge bosons. In the SILH formulation, the relevant515

terms in the Lagrangian can be specified by516

L
SILH
e� � cgOg + c�O� + cHWOHW + cHBOHB

+ c̃g eOg + c̃� eO� + c̃HW
eOHW + c̃HB

eOHB ,

where ci and eci are the dimensionless Wilson coe�cients4 specifying the strength of the new CP-even517

and CP-odd interactions, respectively, and the dimension-six operators Oi and eOi are those described in518

Refs. [83, 84]. The Og (O�) and eOg (eO�) operators introduce new interactions between the Higgs boson519

and two gluons (photons). The OHW , eOHW and OHB, eOHB operators introduce new HWW , HZ Z and520

HZ� interactions and can be probed through VBF and VH production. Other operators in the full e�ective521

Lagrangian of Ref. [83] can also modify Higgs-boson interactions but are not considered here due to the522

lack of sensitivity of the H ! �� decay channel. Combinations of some of the CP-even operators have523

been constrained using global fits to experimental data from LEP and the LHC [83, 85, 86].524

In the SMEFT formulation, a similar parametrisation is employed:525

L
SMEFT
e� � CHGO

0
g
+ CHWO

0

HW
+ CHBO

0

HB
+ CHWBO

0

HWB

+eCHG
eO 0
g
+ eCHW

eO 0

HW
+ eCHB

eO 0

HB
+ eCHWB

eO 0

HWB
,

where all coe�cients are dimensionless5. The coe�cients CHG and eCHG determine the strength of operators526

that a�ect the ggF production and CHW , CHB, CHWB and their corresponding CP-odd counterparts,527 eCHW , eCHB, eCHWB, are for operators that impact VBF and VH production and the Higgs boson decay to528

photons. The operators in the SMEFT basis do not correspond to the same interactions as those in the529

SILH formulation, despite the similarity in the naming convention.530

4 Using the notation ci ⌘ (cim2
W
)/(⇤2g) (and similarly for CP-odd ones) for the dimensionless coe�cients, in the SILH

formulation.
5 Using the notation Ci ⌘ Ci�

2
/⇤2 (and similarly for the CP-odd ones) for the dimensionless coe�cients in the SMEFT

formulation, where � is the vacuum expectation value of the Higgs field and ⇤ is the scale of new physics.
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expected. For the SILH basis, the change in partial widths is determined for each Higgs-boson decay mode566

using the partial-width calculator in M�������5 and normalised to reproduce the SM prediction from567

H����� [15]. The cross sections are scaled by �H/(�H + ��), where �� is the change in partial widths568

due to a specific choice of Wilson coe�cient. For the SMEFT basis, the modification of the total and569

partial width is obtained from Ref. [91].570

The ratios of the expected di�erential cross sections to the SM predictions for some representative values571

of the Wilson coe�cients of the SILH operators are shown in Figure 9. The impact of the cg and c̃g572

coe�cients is mainly on ggF, giving a large change in the overall cross-section normalisation. The c̃g573

coe�cient also changes the shape of the �� j j distribution, which is expected from consideration of the574

tensor structure of CP-even and CP-odd interactions [92, 93]. The impact of the cHW , cHB and their575

CP-odd counterparts is mainly on VBF+VH production, giving large shape changes in all of the studied576

distributions. The �� j j distribution is of particular interest as it is known to discriminate between CP-even577

and CP-odd interactions in VBF production [94].578
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Figure 9: The e�ect on the five di�erential distributions used in the analysis of (a) the CP-even coe�cients cg, c� and
cHW , and (b) the CP-odd coe�cients c̃g, c̃� and c̃HW of the SILH e�ective Lagrangian for values of the coe�cients
close to the observed limits.

Figure 10 shows the corresponding modifications to the di�erential cross sections for SMEFT. The CHG and579 eCHG coe�cients a�ect ggF production while CHB, CHW and their CP-odd counterparts a�ect VBF+VH580

production. The main e�ect of CHB, CHW and also of CHWB, however, is on the H ! �� decay rate,581

impacting the overall normalisation. The CP-odd coe�cients, as seen in the figure, exhibit sensitivity only582

to the �� j j observable when only the interference term is considered [95].583

7.2 Statistical interpretation584

Limits on Wilson coe�cients are set by constructing a likelihood function,585

L =
1q

(2⇡)k |C |

exp
✓
�

1
2
�
Æ�data � Æ�pred

�T C�1 �
Æ�data � Æ�pred

� ◆
, (3)
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Figure 10: The e�ect on the five di�erential distributions used in the analysis of (a) the CP-even coe�cients CHG ,
CHB, CHW , CHWB and (b) the CP-odd coe�cients eCHG , eCHB, eCHW , eCHWB of the SMEFT e�ective Lagrangian
for values of the coe�cients close to the observed limits.

where Æ�data and Æ�pred are k-dimensional vectors from the measured and predicted di�erential cross sections586

of the five analysed observables, with k = 32, C = Cstat + Csyst + Ctheo is the k ⇥ k total covariance587

matrix defined by the sum of the statistical, systematic and theoretical covariances, and |C | denotes its588

determinant.589

The statistical covariance matrix is obtained with a bootstrapping technique similar to that described in590

Ref. [96] and the resulting correlation matrix shown in Figure 11. The matrix provides a measure of the591

statistical correlations between cross-section bins as the same events in data will populate the di�erent592

observables used in the fit. Although the correlations refer to the associated uncertainties on the signal593

yields, they are practically dominated by the statistical fluctuations of the background under the signal peak594

due to the small signal-to-background ratio. For this reason, the bootstrapping is based on events in the595

data sidebands as they have the same correlations as events under the signal peak.596

The covariance matrices for systematic and theoretical uncertainties are constructed from the uncertainties
listed in Section 6.3. Additional theoretical uncertainties are obtained for the ggF, VBF and VH production
modes using the default SM MC simulation to estimate the e�ect of QCD scale and PDF variations, and
are considered to be independent of new physics. Identical sources are assumed to be fully correlated
across bins and variables and the sign of an error amplitude is taken into account when computing the
covariance matrix. In what follows, the likelihood function is numerically maximised to determine Lmax
and confidence intervals for one or several Wilson coe�cients are determined via

1 � CL =
π

1

�2 ln L(ci )+2 ln Lmax

dx f (x) ,

with L(ci) denoting the likelihood value evaluated for a given Wilson coe�cient value ci , and f (x) denoting597

the distribution of the test statistic, �2 log(L(ci)/Lmax). The coverage of 68% and 95% CL limits using598

the likelihood ratio scan is validated by pseudo-experiments.599

In Table 5, the expected and observed 95% CL limits are shown for the Wilson coe�cients that are600

considered for the SILH formulation. The limit for cHW (c̃HW ) is obtained after setting cHB = cHW601
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Table 5: Observed allowed ranges at 95% CL for the cg, cHW , c� Wilson coe�cients of the SILH basis and their
CP-conjugates. Limits on a coe�cient are obtained by setting all others to zero. Limits on cHW and c̃HW are derived
by setting cHB = cHW and c̃HB = c̃HW , respectively, with remaining coe�cients set to zero.

Coe�cient Observed 95% CL limit Expected 95% CL limit
cg [�0.26,0.26] ⇥ 10�4

[�0.25,0.25] [ [�4.7,�4.3] ⇥ 10�4

c̃g [�1.3,1.1] ⇥ 10�4
[�1.1,1.1] ⇥ 10�4

cHW [�2.5,2.2] ⇥ 10�2
[�3.0,3.0] ⇥ 10�2

c̃HW [�6.5,6.3] ⇥ 10�2
[�7.0,7.0] ⇥ 10�2

c� [�1.1,1.1] ⇥ 10�4
[�1.0,1.2] ⇥ 10�4

c̃� [�2.8,4.3] ⇥ 10�4
[�2.9,3.8] ⇥ 10�4
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Figure 12: The observed 68% (green) and 95% (yellow) confidence level regions from the simultaneous fit to the
cHW and c̃HW Wilson coe�cients of the SILH basis are shown in the left plot (a). The values of cHB and c̃HB are
set to be equal to cHW and c̃HW , respectively, and all other Wilson coe�cients are set to zero. The SM expectation
at (0,0) is also shown. The corresponding limits from the simultaneous fit to cg and c̃g, setting all other Wilson
coe�cients to zero, are shown in the right plot (b).

Table 6: The 95% CL observed limits on the CHG , CHW , CHB, CHWB Wilson coe�cients of the SMEFT basis and
their CP-odd counterparts using interference-only terms and using both interference and quadratic terms. Limits are
derived fitting one Wilson coe�cient at a time while setting the other coe�cients to zero.

Coe�cient 95% CL, interference-only terms 95% CL, interference and quadratic terms
CHG [�4.2,4.8] ⇥ 10�4

[�6.1,4.7] ⇥ 10�4

eCHG [�2.1,1.6] ⇥ 10�2
[�1.5,1.4] ⇥ 10�3

CHW [�8,2,7.4] ⇥ 10�4
[�8.3,8.3] ⇥ 10�4

eCHW [�0.26,0.33] [�3.7,3.7] ⇥ 10�3

CHB [�2.4,2.3] ⇥ 10�4
[�2.4,2.4] ⇥ 10�4

eCHB [�13.0,14.0] [�1.2,1.1] ⇥ 10�3

CHWB [�4.0,4.4] ⇥ 10�4
[�4.2,4.2] ⇥ 10�4

eCHWB [�11.1,6.5] [�2.0,2.0] ⇥ 10�3
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Table 5: Observed allowed ranges at 95% CL for the cg, cHW , c� Wilson coe�cients of the SILH basis and their
CP-conjugates. Limits on a coe�cient are obtained by setting all others to zero. Limits on cHW and c̃HW are derived
by setting cHB = cHW and c̃HB = c̃HW , respectively, with remaining coe�cients set to zero.

Coe�cient Observed 95% CL limit Expected 95% CL limit
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Figure 12: The observed 68% (green) and 95% (yellow) confidence level regions from the simultaneous fit to the
cHW and c̃HW Wilson coe�cients of the SILH basis are shown in the left plot (a). The values of cHB and c̃HB are
set to be equal to cHW and c̃HW , respectively, and all other Wilson coe�cients are set to zero. The SM expectation
at (0,0) is also shown. The corresponding limits from the simultaneous fit to cg and c̃g, setting all other Wilson
coe�cients to zero, are shown in the right plot (b).

Table 6: The 95% CL observed limits on the CHG , CHW , CHB, CHWB Wilson coe�cients of the SMEFT basis and
their CP-odd counterparts using interference-only terms and using both interference and quadratic terms. Limits are
derived fitting one Wilson coe�cient at a time while setting the other coe�cients to zero.

Coe�cient 95% CL, interference-only terms 95% CL, interference and quadratic terms
CHG [�4.2,4.8] ⇥ 10�4

[�6.1,4.7] ⇥ 10�4

eCHG [�2.1,1.6] ⇥ 10�2
[�1.5,1.4] ⇥ 10�3

CHW [�8,2,7.4] ⇥ 10�4
[�8.3,8.3] ⇥ 10�4

eCHW [�0.26,0.33] [�3.7,3.7] ⇥ 10�3

CHB [�2.4,2.3] ⇥ 10�4
[�2.4,2.4] ⇥ 10�4

eCHB [�13.0,14.0] [�1.2,1.1] ⇥ 10�3

CHWB [�4.0,4.4] ⇥ 10�4
[�4.2,4.2] ⇥ 10�4

eCHWB [�11.1,6.5] [�2.0,2.0] ⇥ 10�3
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Table 5: Observed allowed ranges at 95% CL for the cg, cHW , c� Wilson coe�cients of the SILH basis and their
CP-conjugates. Limits on a coe�cient are obtained by setting all others to zero. Limits on cHW and c̃HW are derived
by setting cHB = cHW and c̃HB = c̃HW , respectively, with remaining coe�cients set to zero.

Coe�cient Observed 95% CL limit Expected 95% CL limit
cg [�0.26,0.26] ⇥ 10�4

[�0.25,0.25] [ [�4.7,�4.3] ⇥ 10�4

c̃g [�1.3,1.1] ⇥ 10�4
[�1.1,1.1] ⇥ 10�4

cHW [�2.5,2.2] ⇥ 10�2
[�3.0,3.0] ⇥ 10�2

c̃HW [�6.5,6.3] ⇥ 10�2
[�7.0,7.0] ⇥ 10�2

c� [�1.1,1.1] ⇥ 10�4
[�1.0,1.2] ⇥ 10�4

c̃� [�2.8,4.3] ⇥ 10�4
[�2.9,3.8] ⇥ 10�4
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Figure 12: The observed 68% (green) and 95% (yellow) confidence level regions from the simultaneous fit to the
cHW and c̃HW Wilson coe�cients of the SILH basis are shown in the left plot (a). The values of cHB and c̃HB are
set to be equal to cHW and c̃HW , respectively, and all other Wilson coe�cients are set to zero. The SM expectation
at (0,0) is also shown. The corresponding limits from the simultaneous fit to cg and c̃g, setting all other Wilson
coe�cients to zero, are shown in the right plot (b).

Table 6: The 95% CL observed limits on the CHG , CHW , CHB, CHWB Wilson coe�cients of the SMEFT basis and
their CP-odd counterparts using interference-only terms and using both interference and quadratic terms. Limits are
derived fitting one Wilson coe�cient at a time while setting the other coe�cients to zero.

Coe�cient 95% CL, interference-only terms 95% CL, interference and quadratic terms
CHG [�4.2,4.8] ⇥ 10�4

[�6.1,4.7] ⇥ 10�4

eCHG [�2.1,1.6] ⇥ 10�2
[�1.5,1.4] ⇥ 10�3

CHW [�8,2,7.4] ⇥ 10�4
[�8.3,8.3] ⇥ 10�4

eCHW [�0.26,0.33] [�3.7,3.7] ⇥ 10�3

CHB [�2.4,2.3] ⇥ 10�4
[�2.4,2.4] ⇥ 10�4

eCHB [�13.0,14.0] [�1.2,1.1] ⇥ 10�3

CHWB [�4.0,4.4] ⇥ 10�4
[�4.2,4.2] ⇥ 10�4

eCHWB [�11.1,6.5] [�2.0,2.0] ⇥ 10�3
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Limit on the c-quark Yukawa coupling

The fit only uses shape information, while the normalization is profiled

27

A modification in the coupling strength:

• impact the ggF and quark-initiate production

• affect both the normalization and the shape of the Higgs pT distribution
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is used for the simulation of parton showers, hadronisation and underlying event, as well as the Higgs-boson646

decay. The M�������5 prediction is scaled to the cross-section prediction from Ref. [105] times the square647

of c . The shape of the Higgs-boson pT distribution in the cc̄ ! H prediction is invariant when changing648

c . However, since the distributions in ggF and cc̄ ! H productions di�er, their sum will e�ectively have649

a di�erent shape when increasing or decreasing the cc̄ ! H contribution. The impact of di�erent values650

of c is shown in Figure 14 separately for the cross section of the cc̄ ! H and ggF production modes. The651

bb̄ ! H predictions for this interpretation are obtained with M�������5+P�����8 in a similar setup as for652

the cc̄ ! H prediction, using a dedicated PDF set and the normalisation for the total cross from Ref. [106].653

In the predictions, the top and b-quark Yukawa couplings are assumed to be those predicted in the SM.654

For the ggF, cc̄ ! H and bb̄ ! H predictions, the theory uncertainties considered are related to missing655

higher-order QCD corrections, PDFs and the parton shower tune. The perturbative QCD uncertainties656

on the ggF, cc̄ ! H and bb̄ ! H predictions are determined by varying the renormalisation and657

factorisation scales up and down by a factor of two simultaneously and scaling the e�ect by 1/
p

2 to avoid658

double-counting. The resummation scale for ggF is varied as well independently from the renormalisation659

and factorisation scales. The PDF uncertainty on the bb̄ ! H predictions is obtained from variations of the660

b-quark pole mass, mb and the threshold above which the b-quark PDF is non-zero, µq, by factors of 0.5661

and 2 [106]. The PDF uncertainty on the cc̄ ! H predictions is obtained from the systematic variations662

provided by the used set. The uncertainty from the parton shower is evaluated from the systematic variations663

available for the A14 tune and is considered fully correlated between cc̄ ! H and bb̄ ! H predictions.664

The impact of the c variation on the acceptance as a function of p��T in the relevant range was studied,665

taking both ggF and cc̄ ! H components into account, and found to be negligible.666
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Figure 14: The modification of the p��T di�erential cross section for di�erent values of c , shown separately for the
cross sections of the ggF and cc̄ ! H production modes. As expected, for a given value of c , the e�ect on the
cc̄ ! H production cross section is larger than that on the ggF production.

The statistical interpretation of the p��T distribution to set a limit on the value of c is performed with the667

profile likelihood method. A likelihood similar to that of eq. 3 from Section 7 is built from Æ�data and Æ�pred668

being vectors from the measured and predicted di�erential cross section vs p��T , and a covariance matrix669

constructed from experimental and theoretical uncertainties. Theory uncertainties are treated di�erently670

for those impacting VBF, VH, tt̄H and those a�ecting the cc̄ ! H, bb̄ ! H and ggF production modes.671

The per-bin theoretical uncertainties on the ggF, cc̄ ! H and bb̄ ! H contributions are incorporated as672

nuisance parameters with Gaussian constraints into the likelihood function and are correlated between673

bins. Theory uncertainties for VBF, VH, tt̄H, comprising QCD scale and PDF, are used to construct the674

covariance matrix together with the experimental uncertainties detailed in Section 6.3.675
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The di�erential cross section is used in the range from p��T zero up to 140 GeV which is the region most676

sensitive to modifications of c. The fit only uses shape information, while the normalisation is profiled.677

The profile likelihood ratio is shown in Figure 15 as a function of c. The breakdown of uncertainties678

a�ecting the limit on c is shown in Table 8 for the 68% CL interval. The observed and expected 95%679

confidence intervals are shown in Table 7. Figure 16 shows the data compared to predictions for two values680

of c corresponding to the upper and lower limits at 95% CL.
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Figure 15: The profile likelihood ratio, �, shown as a function of c for the fit to the p��T distribution. The intersection
of the �2 ln⇤ curve with the horizontal line provides the 95% confidence intervals.

Table 7: Observed and expected allowed ranges at 95% CL on modifications of the charm-quark Yukawa coupling to
the Higgs boson, c .

Coe�cient Observed 95% CL limit Expected 95% CL limit
c [�19,24] [�15,19]

681

Table 8: E�ect of statistical, experimental systematic and theoretical uncertainties on c from the profile likelihood
fit.

Source �c ( +up
�down )

Stat. +10.1
�8.2

Exp. syst. +3.0
�2.7

QCD scale (ggF) +5.4
�5.4

QCD scale (cc̄ ! H) +0.8
�0.4

PDF (ggF) +0.5
�0.5

PDF (cc̄ ! H & bb̄ ! H) +0.3
�0.1

Parton shower (cc̄ ! H) +1.4
�0.7

Total +12.1
�10.3

The limit at 95% CL for c , [�19,24] is comparable to that reported in Ref. [2] following a similar approach682

of interpreting the Higgs-boson di�erential cross sections.683
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The mj j and �� j j distributions are compared to S����� (M���@N��) and G�S�� described above, that489

are of NLO accuracy for this jet multiplicity. Good agreement is seen between the data and the predictions,490

including that of the default MC that is of LO accuracy for this jet multiplicity. In the higher mj j bin that is491

more sensitive to VBF production, the data are in agreement within the prediction within the uncertainty of492

the measurement. The �� j j distribution that has sensitivity to the CP properties of the Higgs boson is in493

good agreement with the expected shape in the SM.494
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Figure 6: Cross sections measured as a function of the diphoton kinematics, (a) p��T , (b) |y�� |. The cross section as
function of p��T is shown in the range 0–350 GeV, while for p��T > 350 GeV it is measured to be 0.23 ± 0.14 fb with
the uncertainty being predominantly statistical. All measurements are compared to the default MC prediction in
which ggF is modelled with P����� NNLOPS and other Higgs production processes, XH, are modeled according to
the descriptions of Section 3. Additional comparisons are also shown for di�erent ggF components added to the same
XH prediction, all described in Section 6.4. The measurement for p��T > 350 GeV agrees with the default prediction
within less than one standard deviation.

The compatibility between the measured di�erential distributions and the default SM prediction is assessed495

using a �2 test. The �2 is computed using the covariance matrix constructed from the full set of uncertainties496

on the data measurements, taking into account correlations between bins, as well as the theory uncertainties497

on the SM prediction. Table 4 reports the p-values of the �2 between data and the default MC prediction498

introduced in Section 6.4 for all di�erential distributions. For all observables, the compatibility between499

the data and the SM prediction is good.500
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1 Introduction

The discovery of the Higgs boson (H) [1, 2] at the Large Hadron Collider (LHC) [3] in 2012 has
experimentally confirmed the Brout–Englert–Higgs (BEH) mechanism of electroweak symmetry breaking
and mass generation [4–6]. The BEH mechanism not only predicts the existence of a massive scalar particle,
but also requires this scalar particle to couple to itself. Therefore, observing the production of Higgs
boson pairs (HH) and measuring the Higgs boson self-coupling �HHH is a crucial validation of the BEH
mechanism. Any deviation from the Standard Model (SM) predictions would open a window to new physics.
Moreover, the form of the Higgs field potential, which generates the Higgs boson self-coupling after
electroweak symmetry breaking, can have important cosmological implications, involving, for example,
predictions for vacuum stability or models in which the Higgs boson acts as the inflation field [7–10].

In the SM, the gluon–gluon fusion pp ! HH process (ggF) accounts for more than 90% of the Higgs
boson pair production cross-section, and only this production mode is considered here. It proceeds via two
amplitudes: the first (A1) represented by the diagrams (a) and (b), and the second (A2) represented by
the diagram (c) in Figure 1. The interference between these two amplitudes is destructive and yields an
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Figure 1: Examples of leading-order Feynman diagrams for Higgs boson pair production: the diagrams (a) and (b)
are proportional to the square of the heavy-quark Yukawa couplings, while the diagram (c) is proportional to the
product of the heavy-quark Yukawa coupling and the Higgs boson self-coupling. Here � is the ratio of the BSM
Higgs boson self-coupling to that of the SM. The diagram (d) represents the production of the Higgs boson pair
through an intermediate resonance (X) that couples to gluons through an e�ective coupling and to the SM Higgs
boson.

overall cross-section of �SM
ggF(pp ! HH) = 33.5+2.4

�2.8 fb at
p

s = 13 TeV [11], calculated at next-to-leading
order (NLO) in QCD with finite top-quark mass e�ects [12], and corrected at next-to-next-to-leading order
(NNLO) in QCD matched with next-to-next-to-leading logarithmic (NNLL) resummation in the heavy
top-quark limit [11]. Beyond-the-Standard-Model (BSM) scenarios can bring substantial enhancement of
this cross-section by modifying the relative sign of A1 and A2, and by increasing A2. The A2 amplitude
is proportional to the Higgs self-coupling �HHH . The Higgs boson self-coupling modifier due to BSM
scenarios is defined as � = �HHH/�SM

HHH
. In this analysis, all other Higgs boson couplings are assumed

to have SM values. Indirect limits on � have been obtained using the measurements of single Higgs boson
production and decay [13] and electroweak precision observables [14, 15], constraining � to the range
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Figure 2: Upper limits at 95% CL on the cross-section of the ggF SM HH production normalised to its SM
expectation �SM

ggF(pp ! HH) from the bb̄⌧+⌧�, bb̄bb̄, bb̄��, W
+
W

�
W
+
W

�, W
+
W

��� and bb̄W
+
W

� searches, and
their statistical combination. The column “Obs.” lists the observed limits, “Exp.” the expected limits with all
statistical and systematic uncertainties, and “Exp. stat.” the expected limits obtained including only statistical
uncertainties in the fit.

The signal used in the � fit was simulated according to the following procedure. For each value
of � the mHH spectrum is computed at the generator-level, using the leading-order (LO) version of
M��G����5_�MC@NLO [50] with the NNPDF 2.3 LO [55] PDF set, together with P����� 8.2 [56] for
the showering model using the A14 tune [57]. Because only one amplitude of Higgs boson pair production
depends on �, linear combinations of three LO samples generated with di�erent values of � are su�cient
to make predictions for any value of �. Binned ratios of the mHH distributions to the SM distribution are
computed for all � values and then used to reweight the events of NLO SM HH signal samples, generated
using the full detector simulation. This procedure is validated by comparing kinematic distributions
obtained with the reweighting procedure applied to the LO SM sample and LO samples generated with the
actual � values set in the event generator. The two sets of distributions are found to be in agreement. This
procedure assumes that higher order QCD corrections on the di�erential cross-section as a function of
mHH are independent of �. The reweighted NLO signal sample is used to compute the signal acceptance
and the kinematic distributions for di�erent values of �.

This letter presents � results for the first time in the bb̄bb̄ and bb̄⌧+⌧� final states and incorporates the
previously published result for the bb̄�� final state. The � analyses closely follow the SM HH search,
with some exceptions which are discussed below for each final state.

• In the bb̄bb̄ final state, the same analysis selection and final discriminant are used in the �-scan
analysis and in the SM HH search. The distribution of the final discriminant mHH is shown in
Figure 3(a), where, with the exception of a small excess in the region around 280 GeV [38], good
agreement between data and the expected background is observed. The shape of the mHH distribution
has a strong dependence on �, and the signal acceptance varies by a factor 2.5 over the probed range
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ATLAS & CMS DiHiggs results
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Constraint on the Higgs self-coupling
• Kinematic dependence on κλ is estimated with LO prediction, and K-factor 

is only estimated with κλ=1 

• Amplitude dependence on κλ can be expressed with 3 reference samples
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Figure 4: (a) Signal acceptance times e�ciency as a function of � for the bb̄bb̄, bb̄⌧+⌧� and bb̄�� analyses. The
bb̄bb̄ curve is the average of the 2015 and 2016 curves weighted by the integrated luminosities of the two datasets.
(b) Upper limits at 95% CL on the cross-section of the ggF non-resonant SM HH production as a function of �. The
observed (expected) limits are shown as solid (dashed) lines. In the bb̄�� final state, the observed and expected
limits coincide. The ±1� and ±2� bands are only shown for the combined expected limit. The theoretical prediction
of the cross-section as a function of � is also shown.

Table 2: Allowed � intervals at 95% CL for the bb̄bb̄, bb̄⌧+⌧� and bb̄�� final states and their combination. The
column “Obs.” lists the observed results, “Exp.” the expected results obtained including all statistical and systematic
uncertainties in the fit, and “Exp. stat.” the expected results obtained including only the statistical uncertainties.

Allowed � interval at 95% CL
Final state Obs. Exp. Exp. stat.
bb̄bb̄ �10.9 — 20.1 ≠11.6 — 18.8 ≠9.8 — 16.3
bb̄⌧+⌧� ≠7.4 — 15.7 ≠8.9 — 16.8 ≠7.8 — 15.5
bb̄�� ≠8.1 — 13.1 ≠8.1 — 13.1 ≠7.9 — 12.9
Combination ≠5.0 — 12.0 ≠5.8 — 12.0 ≠5.3 — 11.5
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Figure 4: (a) Signal acceptance times e�ciency as a function of � for the bb̄bb̄, bb̄⌧+⌧� and bb̄�� analyses. The
bb̄bb̄ curve is the average of the 2015 and 2016 curves weighted by the integrated luminosities of the two datasets.
(b) Upper limits at 95% CL on the cross-section of the ggF non-resonant SM HH production as a function of �. The
observed (expected) limits are shown as solid (dashed) lines. In the bb̄�� final state, the observed and expected
limits coincide. The ±1� and ±2� bands are only shown for the combined expected limit. The theoretical prediction
of the cross-section as a function of � is also shown.

Table 2: Allowed � intervals at 95% CL for the bb̄bb̄, bb̄⌧+⌧� and bb̄�� final states and their combination. The
column “Obs.” lists the observed results, “Exp.” the expected results obtained including all statistical and systematic
uncertainties in the fit, and “Exp. stat.” the expected results obtained including only the statistical uncertainties.

Allowed � interval at 95% CL
Final state Obs. Exp. Exp. stat.
bb̄bb̄ �10.9 — 20.1 ≠11.6 — 18.8 ≠9.8 — 16.3
bb̄⌧+⌧� ≠7.4 — 15.7 ≠8.9 — 16.8 ≠7.8 — 15.5
bb̄�� ≠8.1 — 13.1 ≠8.1 — 13.1 ≠7.9 — 12.9
Combination ≠5.0 — 12.0 ≠5.8 — 12.0 ≠5.3 — 11.5
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2.2.5. Sample combination method used for varied � samples; kt , k� algebra311

The sample combination used for varied � samples is a useful method. By generating only 3 samples312

in the kt, k� (coupling strengths relative to the SM, given for top-Yukawa and trilinear Higgs couplings,313

respectively) grid and interpolating among them, one can get a prediction at any kt , k� point. The314

amplitude can be written in terms of kt , k� from the contributions of box (B) and trilinear (T) processes.315

The contribution from the box diagram is k
2
t due to having two th vertices whereas the contribution from316

the trilinear diagram is kt k� due to the existence of th and hhh vertices in the process. Thus, the amplitude317

can be written as the following:318

A(kt, k� ) = k
2
t B + kt k�T . (1)

The amplitude square is written as:319

|A(kt, k� ) |2 = k
4
t |B |2 + k

2
t k

2
� |T |2 + k

3
t k� (B

⇤
T + BT

⇤). (2)

The amplitude square can be further expressed in terms of the amplitude squares of three reference samples320

chosen. In this analysis, the reference samples are chosen to be k� = 0, 1, 10 samples. Since we are only321

interested in k� , kt is taken as 1.322

|A(1, 0) |2 = |B |2, (3)
|A(1, 1) |2 = |B |2 + |T |2 + (B

⇤
T + BT

⇤) (4)
|A(1, 10) |2 = |B |2 + 100|T |2 + 10(B

⇤
T + BT

⇤) (5)

Using these equations, |A(kt, k� ) |2 can be expressed in terms of amplitude squares of the three reference323

samples.324

|A(kt, k� ) |2 = k
2
t

"90k
2
t + 9k

2
� � 99kt k�

90
|A(1, 0) |2 +

100kt k� � 10k
2
�

90
|A(1, 1) |2 +

k
2
� � kt k�

90
|A(1, 10) |2

#
(6)

In order to get a distribution for any given k� value, the same distribution from each of three samples325

is weighted by their corresponding coe�cients and added together. The coe�cients in Eq. 6 can be326

calculated for any given k� (kt = 1 assumed).327

This method is first tested at the truth level by using reference samples of k� = 0, 1, 20. Distributions328

obtained by using this combination method are compared to the ones obtained from the generated samples329

at the truth level. Distributions are in a good agreement and are shown in Figures 12 and 13 for negative330

and positive k� values, respectively. When the absolute value of k� increases, the statistical error becomes331

more dominant. The statistical error is even more pronounced for the positive k� samples. The reason is332

that there are more negative weights in the calculation for these cases.333

This method is used to get final signal yields for di�erent k� points in addition to 11 k� points for which334

the o�cial samples exist. Before providing the final yields, this method is tested by using the o�cial335

samples (k� = 0, 1, 10 used as reference samples) by using Eq. 6. Distributions obtained by using this336

combination method are compared to the ones obtained from the o�cial samples. The good agreement337

is found between the distributions obtained from the combination method and from the o�cial samples.338

These distributions can be found in Figures 14 and 15 for negative and positive k� values, respectively.339
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An additional and complementary strategy for the determination 
(at the LHC) of the Higgs self coupling is definitely useful. 

and probe the quantum effects (NLO EW) induced by the Higgs self 
coupling on single Higgs production and decay modes. 
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Figure 5: Diagrams contributing to the C1 coe�cient in �(H ! ��). The
diagrams in the second row have multiplicity 2.

is performed in the unitary gauge, one is actually interchanging the order
of the operations limit ⇠ ! 1 with the integration, i.e., the limit ⇠ !

1 is performed first and then one does the integration while the correct
order is the opposite. Because some of the vertices that arise from the
gauge-fixing function contain a ⇠ factor, this exchange is not always an
allowed operation and in order to check the correctness of our approach we
recomputed1 the full two-loop EW corrections to �(H ! ��) in the unitary
gauge. The corrections were computed as in Ref. [51] via a Taylor expansion
in the parameters q2/(4m2

W
), q2/(4m2

H
) up to and including O(q6/m6) terms

finding perfect agreement with the result of Ref. [51].
Once we verified that in the SM the calculation in the unitary gauge

is equivalent to the one in a R⇠ gauge, the coe�cient C1 is obtained eval-
uating the diagrams in the unitary gauge that contain one trilinear Higgs
interaction. The latter amounts to add to the contribution of the diagrams
in Fig. 4, with the gluons replaced by photons, to the contribution of the
diagrams in Fig. 5. The result is presented in Appendix A. We would like to
remark that the sum of the diagrams in Fig. 5 is finite in the unitary gauge
but it is not finite in a generic R⇠ gauge.

4 Results

In this section we discuss the numerical impact of the �3-dependent contri-
butions on the most important observables in single-Higgs production and
decay at the LHC. We begin by listing and commenting the size of the C1

1
To our knowledge this is the first-ever two-loop computation of a physical observable

performed in the unitary gauge.
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the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due

12

All the single Higgs production and decay processes are affected by an 
anomalous trilinear (not quartic) Higgs self coupling, parametrized by     .

of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1

�3
and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�3 ⌘
⌃NLO � ⌃SM

NLO

⌃LO

= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
�
↵
2) terms in the r.h.s, can be compactly written as

�⌃�3 = (� � 1)C1 + (2
�
� 1)C2 , (7)

7
All the different signal strengths    have a different dependence on a single 
parameter     , which can thus be constrained via a global fit.
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Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or
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NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as
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Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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Figure 4: Diagrams contributing to the C1 coe�cient in the gluon-gluon-
fusion Higgs production. The one on the right has a multiplicity factor
2.

to the di↵erent Lorentz structure at one loop and at the tree level.
The computation of �(gg ! H), the related �(H ! gg), and of �(H !

��) is much more challenging and deserves a more detailed discussion. These
observables receive the first non-zero contributions from one-loop diagrams,
which do not feature �3, so that the computation of C1 requires the evalu-
ation of two-loop diagrams.

The two-loop EW corrections to �(gg ! H) in the SM were obtained
in Refs. [47–49]. In our computation of the C1 coe�cient we followed the
approach of Ref. [48] where the corrections have been computed via a Taylor
expansion in the parameters q2/(4m2

t ), q
2
/(4m2

H
) where q

2 is the virtuality
of the external Higgs momentum, to be set to m

2
H

at the end of the com-
putation. However, at variance with Ref. [48], we computed the diagrams
contributing to C1, see Fig. 4, via an asymptotic expansion in the large top
mass up to and including O(m6

H
/m

6
t ) terms. The two expansions are equiv-

alent up to the first threshold encountered in the diagrams that defines the
range of validity of the Taylor expansion. In our case, the first threshold in
the diagrams of Fig. 4 occurs at q

2 = 4m2
H

and both expansions are valid
for mH ' 125 GeV. The asymptotic expansion was performed following the
strategy described in Ref. [50] and the result for C1 is presented in Ap-
pendix A. We checked our asymptotic expansion against the corresponding
expression obtained by the Taylor expansion finding, as expected, very good
numerical agreement.

The computation of the EW corrections to the partial decay width of a
Higgs boson into two photons in the SM was performed in a R⇠ gauge in
Refs. [51, 52]. As mentioned above, the identification of the contributions
to the C1 coe�cient is straightforward in the unitary gauge. In this gauge,
neither unphysical scalars nor ghosts are present and the propagator of the
massive vector bosons is i(�gµ⌫ + kµk⌫/M

2

V
)/(k2 �M

2

V
+ i✏). The unitary

gauge is a very special gauge. It can be defined as the limit when the
gauge parameter ⇠ is sent to infinity of a R⇠ gauge. When a calculation
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the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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is performed in the unitary gauge, one is actually interchanging the order
of the operations limit ⇠ ! 1 with the integration, i.e., the limit ⇠ !

1 is performed first and then one does the integration while the correct
order is the opposite. Because some of the vertices that arise from the
gauge-fixing function contain a ⇠ factor, this exchange is not always an
allowed operation and in order to check the correctness of our approach we
recomputed1 the full two-loop EW corrections to �(H ! ��) in the unitary
gauge. The corrections were computed as in Ref. [51] via a Taylor expansion
in the parameters q2/(4m2

W
), q2/(4m2

H
) up to and including O(q6/m6) terms

finding perfect agreement with the result of Ref. [51].
Once we verified that in the SM the calculation in the unitary gauge

is equivalent to the one in a R⇠ gauge, the coe�cient C1 is obtained eval-
uating the diagrams in the unitary gauge that contain one trilinear Higgs
interaction. The latter amounts to add to the contribution of the diagrams
in Fig. 4, with the gluons replaced by photons, to the contribution of the
diagrams in Fig. 5. The result is presented in Appendix A. We would like to
remark that the sum of the diagrams in Fig. 5 is finite in the unitary gauge
but it is not finite in a generic R⇠ gauge.

4 Results

In this section we discuss the numerical impact of the �3-dependent contri-
butions on the most important observables in single-Higgs production and
decay at the LHC. We begin by listing and commenting the size of the C1

1
To our knowledge this is the first-ever two-loop computation of a physical observable

performed in the unitary gauge.
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the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1

�3
and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�3 ⌘
⌃NLO � ⌃SM

NLO

⌃LO

= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
�
↵
2) terms in the r.h.s, can be compactly written as

�⌃�3 = (� � 1)C1 + (2
�
� 1)C2 , (7)

7
All the different signal strengths    have a different dependence on a single 
parameter     , which can thus be constrained via a global fit.

of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1

�3
and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�3 ⌘
⌃NLO � ⌃SM

NLO

⌃LO

= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
�
↵
2) terms in the r.h.s, can be compactly written as

�⌃�3 = (� � 1)C1 + (2
�
� 1)C2 , (7)

7

Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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Figure 4: Diagrams contributing to the C1 coe�cient in the gluon-gluon-
fusion Higgs production. The one on the right has a multiplicity factor
2.

to the di↵erent Lorentz structure at one loop and at the tree level.
The computation of �(gg ! H), the related �(H ! gg), and of �(H !

��) is much more challenging and deserves a more detailed discussion. These
observables receive the first non-zero contributions from one-loop diagrams,
which do not feature �3, so that the computation of C1 requires the evalu-
ation of two-loop diagrams.

The two-loop EW corrections to �(gg ! H) in the SM were obtained
in Refs. [47–49]. In our computation of the C1 coe�cient we followed the
approach of Ref. [48] where the corrections have been computed via a Taylor
expansion in the parameters q2/(4m2

t ), q
2
/(4m2

H
) where q

2 is the virtuality
of the external Higgs momentum, to be set to m

2
H

at the end of the com-
putation. However, at variance with Ref. [48], we computed the diagrams
contributing to C1, see Fig. 4, via an asymptotic expansion in the large top
mass up to and including O(m6

H
/m

6
t ) terms. The two expansions are equiv-

alent up to the first threshold encountered in the diagrams that defines the
range of validity of the Taylor expansion. In our case, the first threshold in
the diagrams of Fig. 4 occurs at q

2 = 4m2
H

and both expansions are valid
for mH ' 125 GeV. The asymptotic expansion was performed following the
strategy described in Ref. [50] and the result for C1 is presented in Ap-
pendix A. We checked our asymptotic expansion against the corresponding
expression obtained by the Taylor expansion finding, as expected, very good
numerical agreement.

The computation of the EW corrections to the partial decay width of a
Higgs boson into two photons in the SM was performed in a R⇠ gauge in
Refs. [51, 52]. As mentioned above, the identification of the contributions
to the C1 coe�cient is straightforward in the unitary gauge. In this gauge,
neither unphysical scalars nor ghosts are present and the propagator of the
massive vector bosons is i(�gµ⌫ + kµk⌫/M

2

V
)/(k2 �M

2

V
+ i✏). The unitary

gauge is a very special gauge. It can be defined as the limit when the
gauge parameter ⇠ is sent to infinity of a R⇠ gauge. When a calculation
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Figure 3: Sample of �SM
3

-dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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An additional and complementary strategy for the determination 
(at the LHC) of the Higgs self coupling is definitely useful. 

and probe the quantum effects (NLO EW) induced by the Higgs self 
coupling on single Higgs production and decay modes. 
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Figure 5: Diagrams contributing to the C1 coe�cient in �(H ! ��). The
diagrams in the second row have multiplicity 2.

is performed in the unitary gauge, one is actually interchanging the order
of the operations limit ⇠ ! 1 with the integration, i.e., the limit ⇠ !

1 is performed first and then one does the integration while the correct
order is the opposite. Because some of the vertices that arise from the
gauge-fixing function contain a ⇠ factor, this exchange is not always an
allowed operation and in order to check the correctness of our approach we
recomputed1 the full two-loop EW corrections to �(H ! ��) in the unitary
gauge. The corrections were computed as in Ref. [51] via a Taylor expansion
in the parameters q2/(4m2

W
), q2/(4m2

H
) up to and including O(q6/m6) terms

finding perfect agreement with the result of Ref. [51].
Once we verified that in the SM the calculation in the unitary gauge

is equivalent to the one in a R⇠ gauge, the coe�cient C1 is obtained eval-
uating the diagrams in the unitary gauge that contain one trilinear Higgs
interaction. The latter amounts to add to the contribution of the diagrams
in Fig. 4, with the gluons replaced by photons, to the contribution of the
diagrams in Fig. 5. The result is presented in Appendix A. We would like to
remark that the sum of the diagrams in Fig. 5 is finite in the unitary gauge
but it is not finite in a generic R⇠ gauge.

4 Results

In this section we discuss the numerical impact of the �3-dependent contri-
butions on the most important observables in single-Higgs production and
decay at the LHC. We begin by listing and commenting the size of the C1

1
To our knowledge this is the first-ever two-loop computation of a physical observable

performed in the unitary gauge.
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the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
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of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1

�3
and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�3 ⌘
⌃NLO � ⌃SM

NLO

⌃LO

= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
�
↵
2) terms in the r.h.s, can be compactly written as

�⌃�3 = (� � 1)C1 + (2
�
� 1)C2 , (7)

7
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Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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to the di↵erent Lorentz structure at one loop and at the tree level.
The computation of �(gg ! H), the related �(H ! gg), and of �(H !

��) is much more challenging and deserves a more detailed discussion. These
observables receive the first non-zero contributions from one-loop diagrams,
which do not feature �3, so that the computation of C1 requires the evalu-
ation of two-loop diagrams.

The two-loop EW corrections to �(gg ! H) in the SM were obtained
in Refs. [47–49]. In our computation of the C1 coe�cient we followed the
approach of Ref. [48] where the corrections have been computed via a Taylor
expansion in the parameters q2/(4m2
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2 is the virtuality
of the external Higgs momentum, to be set to m
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at the end of the com-
putation. However, at variance with Ref. [48], we computed the diagrams
contributing to C1, see Fig. 4, via an asymptotic expansion in the large top
mass up to and including O(m6

H
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t ) terms. The two expansions are equiv-

alent up to the first threshold encountered in the diagrams that defines the
range of validity of the Taylor expansion. In our case, the first threshold in
the diagrams of Fig. 4 occurs at q

2 = 4m2
H

and both expansions are valid
for mH ' 125 GeV. The asymptotic expansion was performed following the
strategy described in Ref. [50] and the result for C1 is presented in Ap-
pendix A. We checked our asymptotic expansion against the corresponding
expression obtained by the Taylor expansion finding, as expected, very good
numerical agreement.

The computation of the EW corrections to the partial decay width of a
Higgs boson into two photons in the SM was performed in a R⇠ gauge in
Refs. [51, 52]. As mentioned above, the identification of the contributions
to the C1 coe�cient is straightforward in the unitary gauge. In this gauge,
neither unphysical scalars nor ghosts are present and the propagator of the
massive vector bosons is i(�gµ⌫ + kµk⌫/M
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V
)/(k2 �M
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+ i✏). The unitary

gauge is a very special gauge. It can be defined as the limit when the
gauge parameter ⇠ is sent to infinity of a R⇠ gauge. When a calculation
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Figure 3: Sample of �SM
3

-dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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decay mode H ! �� H ! WW
⇤

H ! Z Z
⇤

H ! bb̄ H ! ⌧⌧
C

f

1 ⇥ 100 0.49 0.73 0.82 0 0
2
f

1.592
V
+ 0.072

F
� 0.67V F 2

V
2
V

2
F

2
F

Table 4: Values of C
f

1 and expression of 2
f

for each considered Higgs boson decay mode [8, 9].
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Figure 2: Variation of the cross-sections (a) and branching fractions (b) as a function of the trilinear coupling modifier
�. The plots represent the equations (2) and (4) using the numerical values shown in Tables 3 and 4, all obtained
from Ref. [8, 9].

analysed decay modes. For Higgs bosons decaying into two fermions, the C
f

1 coe�cient is zero. The model
under discussion, as shown in Eq. 2 and Eq. 4, does not include any additional contributions from new
physics to the total width of the Higgs boson, or in the gg ! H and H ! �� loop mediated processes.

The dependence on � of the Higgs boson production cross sections and the decay branching fractions are
shown in Figure 2.

3.1 Inclusion of event kinematic information

In the presence of a varied Higgs trilinear coupling, changes in � a�ect not only the inclusive rates of
Higgs boson production and decay processes, but also their kinematics. In particular the largest deviations
in kinematic distributions with respect to the to the SM are expected in the ZH, WH, and ttH production
modes. On the contrary, in Higgs boson decay kinematics no significant modification are expected. Since
the Higgs boson decays to two bodies in all decay channels, and it has a null spin, the angular distribution
of the decay particles cannot be a�ected by BSM e�ects, being fully determined by the energy-momentum
conservation and by the rotational symmetry of the decay. One exception is the decay to four fermions, that

7
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Figure 4: Profile likelihood scan, in terms of �2 ln⇤(�), performed as a function of � on data (a) and on the Asimov
dataset [32] generated under the SM hypothesis (b). The solid black line shows the profile likelihood distributions
obtained including all systematic uncertainties (“Total”). Results from a statistic only fit “Stat. only” (black dashed
line), including the experimental systematics “Stat. + Exp. Sys.” (blue solid line) , adding theory systematics related
to the signal “Stat.+ Exp. Sys.+ Sig. Th. Sys.” (red solid line) are also shown. The dotted horizontal lines show the
�2 ln⇤(�) = 1 and �2 ln⇤(�) = 4 levels that are used to define the ±1� and ±2� uncertainties on �.

Figure 5. The dominant contributions to the � sensitivity derive from the di-boson decay channels ��,
Z Z

⇤, WW
⇤ and from the ggF and ttH production modes.

The production mode that is most sensitive to the Higgs boson self-coupling is gluon fusion. In order to
cross-check the e�ect on the results from assuming a kinematic independent parametrization of the gluon
fusion production cross-section as a function of �, an additional fit has been performed by excluding the
STXS bins with Higgs boson transverse momentum above 120 GeV. This has been technically realized by
introducing signal strength parameters for these STXS bins and profiling them independently in the fit.
The result is a minimal change of the central value (⇠ 5%) and uncertainty on �.
In addition, the impact on the � determination of using an inclusive cross-section measurement, rather than
the di�erential cross-section information contained in the STXS bins, has been studied. An alternative fit
has been performed where the VBF, VH and ZH production modes are considered as single inclusive bins.
Compared to the use of di�erential information, the inclusive fit does not currently lead to a significant loss
in sensitivity to �. However, di�erential information should help most in the ttH production mode, where
it is currently not considered. All results are summarised in Table 6.

5.2 Results of fits to � and either V or F

Two additional fit configurations are considered in this note, in which a simultaneous fit is performed to �
and F , or to � and V . The remaining coupling modifier that is not included in the fit, V in the first case
and F in the second case, is kept fixed to the SM prediction. These fits target BSM scenarios where new
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procedure described in Section 4. The total uncertainty is dominated by the statistical component. The218

observed (expected) 95% CL interval constraint on � is found to be �2.3 < � < 10.3 (�5.1 < � < 11.2).219

The observed central value of � and its uncertainty di�er from the expected values because the measured220

yields from single-Higgs and double-Higgs processes are slightly di�erent than the expectation and the221

dependence of their cross sections on � is non-linear. As a check, the fit was performed using an Asimov222

dataset [48] produced setting the signal strengths close to the observed values, giving a fit result very223

similar to the one obtained from data.224

5.2 More generic models225

As described in Sec. 3, the HH cross section depends both on t and �, therefore its measurement226

cannot constrain both parameters simultaneously. At the same time, the inclusion of a dependence on227

� in the single-Higgs production cross section and branching fractions slightly a�ects the constraining228

power of single-Higgs measurements to t . In order to quantify these e�ects, a fit has been performed229

setting all coupling modifiers other than t and � to their SM values of one. The fit results are shown in230

Fig. 4. Despite the fact that the double–Higgs analyses alone cannot constrain � and t simultaneously231

[42], the combination with the single–Higgs measurements allows, even for � values deviating from232

the SM prediction, the determination of t to a su�cient precision to restore most of the ability of the233

double-Higgs analyses to constrain �. As a result, the constraining power on � of the combined single-234

and double-Higgs analyses is only slightly worse than in the �-only model, where the assumption t = 1235

was made. In turn, exploiting the correlation between � and t in the single-Higgs measurements, the236

improved constraint on � also enhances the constraining power on t .237
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Figure 4: Negative log-likelihood contours at 68% and 95% CL in the (�, t ) plane on data (a) and on the Asimov
dataset [48] generated under the SM hypothesis (b). The best fit value (� = 4.7, t = 1.03) is indicated by a cross
while the SM hypothesis is indicated by a star. The t = 1 line is shown. These results are produced under the
assumption that the approximations in Refs. [11, 12] are valid inside the contours shown.

A more generic model is also considered, where W , Z , t , b, ` and � are fitted simultaneously. This238

allows the test of BSM models that can modify at the same time the Higgs boson self-coupling and other239

Higgs boson couplings. The value of �2 ln⇤ value as a function of � for this model is shown in Fig. 5240

together with that obtained in the �-only model. It is worth stressing that the combination of the single-241
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Constraint Higgs trilinear self-coupling

23

Constraint on self-coupling (obs/exp) @ 95% CL:

• ATLAS (H):  -3.2<κλ<11.9 / -6.2<κλ<14.4

• ATLAS (HH):  -5.0<κλ<12.0 / -5.8<κλ<12.0

• ATLAS (H+HH):  -2.3<κλ<10.3 / -5.1<κλ<11.2

• CMS(HH):      -5.8<κλ<12.0 / -5<κλ<12.1

ATLAS-CONF-2019-049

◈ Using STXS framework, constrain Higgs boson self-coupling using NLO EW 
corrections on the single Higgs boson production and decay.


◈ Complement direct measurement from HH channels and provide more stringent 
constraint.

◈ Limited access to possible BSM effect 
๏ No consideration of the kinematic dependence on kλ in the single Higgs process

๏ No consistent EFT predicts only SM coupling variation without new contact interactions.

๏ Combine LO and NLO effects in the two measurements with a k-framework



Update on the individual decay modes

More precise measurements are coming soon
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H→Zγ/γγ* search
◈ H→Zγ search is important to probe the Higgs loop interaction


◈ Multiple processes contribute to H→llγ, including H→γγ*

33
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Fig. 2. Weighted Zγ invariant mass (mZγ ) distribution of events satisfying the 
H → Zγ selection in data. The black points represent data. The error bars represent 
only the statistical uncertainty of the data. Events are weighted by ln(1 + S68/B68), 
where S68 and B68 are the expected signal and background events in a mZγ

window containing 68% of the expected signal. The solid blue curve shows the 
combined fitted signal-plus-background model when fitting all analysis categories 
simultaneously, the dashed line shows the model of the background component.

due to the larger analysed dataset and the additional 20% improve-
ment can be attributed to the improvements in the analysis.

8. Conclusion

A search for Zγ decays of the SM Higgs boson in 139 fb−1 of 
pp collisions at 

√
s = 13 TeV is performed with the ATLAS ex-

periment at the LHC. The observed data are consistent with the 
expected background with a p-value of 1.3%, while the expected 
p-value in the presence of a SM Higgs boson is 12.3%. These p-
values correspond to a significance of 2.2 and 1.2 standard de-
viations, respectively. The observed 95% CL upper limit on the 
σ (pp → H) · B(H → Zγ ) is 3.6 times the SM prediction for a 
Higgs boson mass of 125.09 GeV. The expected limit on σ (pp →
H) · B(H → Zγ ) assuming either no Higgs boson decay into Zγ or 
the presence of the SM Higgs boson decay is 1.7 and 2.6 times the 
SM prediction, respectively. The best-fit value for the signal yield 
normalised to the SM prediction is 2.0+1.0

−0.9 where the statistical 
component of the uncertainty is dominant.
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Fig. 4. Best-fit values of the signal-strength parameters for all event categories, in 
a fit where the signal strength in each category is allowed to float independently 
(black circles), compared with the result of the global fit (red circle and line) in-
cluding its total uncertainty (grey band).

Fig. 5. m!!γ distribution, with every data event reweighted by a category-dependent 
weight, ln (1 + S90/B90), where S90 is the number of signal events in the smallest 
window containing 90% of the expected signal, and B90 is the expected number of 
background events in the same window, estimated from fits to the data sidebands 
using the background models. The data are shown as the black circles with statisti-
cal uncertainties. The parameterised signal and backgrounds are also added up with 
the category-dependent weight. The red curve shows the combined signal-plus-
background model when fitting all analysis categories simultaneously, the dashed 
black line shows the model of the non-resonant background component and the 
dotted blue line denotes the sum of the non-resonant background and the resonant 
H → γ γ background. The curves are obtained from the fit, i.e. they include the 
best-fit values of the parameter of interest and the nuisance parameters, including 
the spurious signal. The bottom panel shows the residuals of the data with respect 
to the non-resonant background component of the signal-plus-background fit.

9. Conclusion

A search for the Higgs boson decaying into a low-mass pair 
of electrons or muons and a photon is presented. The analysis 
is performed using a data set recorded by the ATLAS experi-
ment at the LHC with proton–proton collisions at a centre-of-mass 
energy of 13 TeV, corresponding to an integrated luminosity of 
139 fb−1. For a Higgs boson with a mass of 125.09 GeV and m!!

< 30 GeV, evidence for the H → !!γ process is found with a 
significance of 3.2σ over the background-only hypothesis, com-
pared to an expected significance of 2.1σ . The best-fit value of the 
signal-strength parameter, defined as the ratio of the observed sig-
nal yield to the signal yield expected in the Standard Model, is 
µ = 1.5 ± 0.5. The Higgs boson production cross-section times the 

H → !!γ branching ratio for m!! < 30 GeV is determined to be 
8.7+2.8

−2.7 fb. This result constitutes the first evidence for the decay 
of the Higgs boson into a pair of leptons and a photon, an impor-
tant step towards probing Higgs boson couplings in this rare decay 
channel.
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Obs. Exp. σ×B(H→llγ)

H→Zγ 2.0 σ 1.2 σ 2.0+1.0-0.9

H→γ*γ 3.2 σ 2.1 σ 1.5 ± 0.5
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Fig. 1. Representative Feynman diagrams of the H → !!γ process.

tector (ID) surrounded by a thin superconducting solenoid provid-
ing a 2 T axial magnetic field, electromagnetic (EM) and hadron 
calorimeters, and a muon spectrometer (MS). The ID covers the 
pseudorapidity range |η| < 2.5. It consists of silicon pixel, silicon 
microstrip, and transition radiation tracking detectors. The sili-
con pixel detector provides up to four measurements per track. 
The insertable B-layer (IBL) [17,18] constitutes the innermost layer 
at a radius of 33.3 mm. It surrounds the beam pipe, which has 
an inner radius of 23.5 mm. Lead/liquid-argon (LAr) sampling 
calorimeters provide EM energy measurements with high granu-
larity. A steel/scintillator-tile hadron calorimeter covers the cen-
tral pseudorapidity range (|η| < 1.7). The endcap and forward re-
gions are instrumented with LAr calorimeters for both the EM and 
hadronic energy measurements up to |η| = 4.9. For |η| < 2.5, the 
EM calorimeter is divided into three longitudinal layers, which are 
finely segmented in η and φ, particularly in the first layer. This 
segmentation allows the measurement of the lateral and longitu-
dinal shower profile, and the calculation of shower shapes [19]
used for particle identification and background rejection. The lon-
gitudinal segmentation of the EM calorimeter is also exploited 
to calibrate the energy response of electron and photon candi-
dates [19]. The MS comprises separate trigger and high-precision 
tracking chambers measuring the deflection of muons in a mag-
netic field generated by superconducting air-core toroids. The pre-
cision chamber system covers the region |η| < 2.7 with three 
layers of monitored drift tubes, complemented by cathode-strip 
chambers in the forward region, where the background is highest. 
The muon trigger system covers the range |η| < 2.4 with resistive-
plate chambers in the barrel, and thin-gap chambers in the endcap 
regions.

A two-level trigger system [20] was used during the 
√

s =
13 TeV data-taking period. The first-level trigger (L1) is imple-
mented in hardware and uses a subset of the detector information. 
This is followed by a software-based high-level trigger which runs 
algorithms similar to those in the offline reconstruction software, 
reducing the event rate to approximately 1 kHz from the maxi-
mum L1 rate of 100 kHz.

3. Data and simulated event samples

The analysed pp collision data correspond to the full recorded 
LHC Run-2 data set at 

√
s = 13 TeV with an integrated luminosity 

of 139 fb−1 after data quality requirements [21]. The events were 
collected with a combination of single-lepton, dilepton, diphoton, 
and lepton+photon triggers. Standard electron triggers, which re-
quire narrow, isolated EM energy clusters, are efficient if the two 
electrons in the event have a very small angular separation %Ree , 

plane. The polar angle (θ ) is measured from the positive z-axis and the azimuthal 
angle (φ) is measured from the positive x-axis in the transverse plane. The pseu-
dorapidity is defined as η = − ln tan(θ/2). Angular distance is measured in units of 
%R =

√
(%η)2 + (%φ)2.

as the two electrons produce a cluster that is similar to that of a 
single electron. For %Ree > 0.1, two separate EM clusters are typi-
cally produced. For the 2017 and 2018 data-taking periods, a ded-
icated trigger was introduced which requires at least one photon 
with pT > 35 GeV and at least one EM cluster with pT > 25 GeV
matched to at least one ID track. The EM cluster must have low 
hadronic leakage, but no requirement is imposed on the width 
of the shower, which allows this new trigger to recover a signif-
icant fraction of the signal with 0.025 < %Ree < 0.1. More details 
are provided in Ref. [22]. The overall trigger efficiencies for the 
H → eeγ and H → µµγ processes are 98% and 96%, respectively 
(97% combined), relative to the event selection discussed in Sec-
tion 5. The uncertainty in the trigger efficiency is negligible.

Samples of simulated Monte Carlo (MC) events are crucial for 
the optimisation of the search strategy and the modelling of the 
signal and background processes. Simulated H → γ ∗γ → !!γ sig-
nal and H → γ γ background events are used to parameterise 
these processes, and simulated non-Higgs !!γ events are used 
to choose analytic functional forms to describe the non-resonant 
background. The generated MC events, unless stated otherwise, 
were processed with the full ATLAS detector simulation [23] based 
on Geant4 [24]. The effect of multiple pp interactions in the same 
and neighbouring bunch crossings (pile-up) was included by over-
laying minimum-bias events simulated with Pythia 8.186 [25] us-
ing the NNPDF2.3LO parton distribution function (PDF) set [26] and 
the A3 set [27] of tuned parameters. The MC events were weighted 
to reproduce the distribution of the number of interactions per 
bunch crossing observed in the data.

Higgs boson production in the gluon–gluon fusion (ggF) and 
vector-boson fusion (VBF) production modes, as well as in quark-
initiated associated production with a W or Z boson (qq̄/qg →VH) 
or with two top quarks (tt̄ H) was modelled with the Powheg-
Box v2 MC event generator [28–32]. Powheg-Box v2 was inter-
faced with Pythia 8 [25] to simulate the H → γ ∗γ → !!γ and 
H → γ γ decays. Pythia also provides parton showering, hadroni-
sation and the underlying event. The PDF4LHC15 PDF set [33] was 
used, except for tt̄ H , where the NNPDF3.0nlo PDF set [26] was 
used. For the ggF process, the Powheg NNLOPS program [34,35]
achieves next-to-next-to-leading-order (NNLO) accuracy in QCD for 
inclusive observables after reweighting the Higgs boson rapidity 
spectrum [36]. The simulation reaches next-to-leading-order (NLO) 
accuracy in QCD for the VBF, VH, and tt̄ H processes. For VH, the 
MiNLO technique [37–39] was applied. No simulated samples are 
available for gluon-initiated associated production with a Z bo-
son (gg →ZH) and associated production with two b-quarks (bbH). 
Their minor contribution, 1% of the expected Higgs boson produc-
tion, is modelled using the acceptances from the qq̄/qg →ZH and 
ggF samples, respectively.

Alternative H → γ γ samples are considered for the ggF and 
VBF processes, where Herwig 7 [40] was used instead of Pythia 8 
to provide parton showering. Weights were calculated by compar-
ing the generator-level Higgs boson transverse momentum and jet 
distributions in these samples with the distributions obtained from 

2
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H → eeγ and H → µµγ processes are 98% and 96%, respectively 
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nal and H → γ γ background events are used to parameterise 
these processes, and simulated non-Higgs !!γ events are used 
to choose analytic functional forms to describe the non-resonant 
background. The generated MC events, unless stated otherwise, 
were processed with the full ATLAS detector simulation [23] based 
on Geant4 [24]. The effect of multiple pp interactions in the same 
and neighbouring bunch crossings (pile-up) was included by over-
laying minimum-bias events simulated with Pythia 8.186 [25] us-
ing the NNPDF2.3LO parton distribution function (PDF) set [26] and 
the A3 set [27] of tuned parameters. The MC events were weighted 
to reproduce the distribution of the number of interactions per 
bunch crossing observed in the data.

Higgs boson production in the gluon–gluon fusion (ggF) and 
vector-boson fusion (VBF) production modes, as well as in quark-
initiated associated production with a W or Z boson (qq̄/qg →VH) 
or with two top quarks (tt̄ H) was modelled with the Powheg-
Box v2 MC event generator [28–32]. Powheg-Box v2 was inter-
faced with Pythia 8 [25] to simulate the H → γ ∗γ → !!γ and 
H → γ γ decays. Pythia also provides parton showering, hadroni-
sation and the underlying event. The PDF4LHC15 PDF set [33] was 
used, except for tt̄ H , where the NNPDF3.0nlo PDF set [26] was 
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H→µµ

34

◈ H→μμ can probe the coupling between Higgs and 2nd-generation Fermion 
๏ Benefit from the precise measurement of muonRare decay : di-muon (ATLAS)

9

Significance: 2 (1.7) sigma 

Full Run 2

Phys. Lett. B 812 (2021) 135980 

Rare decay : di-muon (ATLAS)

9

Significance: 2 (1.7) sigma 

Full Run 2

Phys. Lett. B 812 (2021) 135980 

Obs. (Exp.) significance: 2.0 (1.7)σ



Search for Higgs invisible decay
◈ In SM, B(H→inv) =0.1% from H→ZZ*→4ν decays

◈ BSMs predict DM productions @ LHC, including Higgs portal models:


✦ Higgs acts as a portal between a dark sector and the SM sector 
✦ DM particles can only be indirectly inferred through MET, termed as “invisible”
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6 Conclusion

In summary, direct searches for invisible Higgs boson decays using 139 fb�1 of pp collision data atp
s = 13 TeV recorded in Run 2 of the LHC in the VBF and tt̄H topologies are statistically combined
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Table 2: Summary of results from direct searches for invisible decays of the 125 GeV Higgs boson and their statistical
combinations. Shown are the best-fit values of BH!inv, as well as observed and expected upper limits on BH!inv at
the 95% CL. The corresponding Asimov datasets for the expected results are constructed using nuisance parameter
values from a fit to data with BH!inv = 0, and the quoted uncertainty corresponds to the 68% confidence interval.

Analysis
p

s Int. luminosity Best fit Observed Expected
Reference[TeV] [fb�1] BH!inv upper limit upper limit

Run 2 VBF 13 139 0.00+0.07
�0.07 0.13 0.13+0.05

�0.04 [42]

Run 2 tt̄H 13 139 0.04+0.20
�0.20 0.40 0.36+0.15

�0.10 This document

Run 2 Comb. 13 139 0.00+0.06
�0.07 0.13 0.12+0.05

�0.04 This document

Run 1 Comb. 7,8 4.7, 20.3 �0.02+0.14
�0.13 0.25 0.27+0.10

�0.08 [36]

Run 1+2 Comb. 7,8,13 4.7,20.3,139 0.00+0.06
�0.06 0.11 0.11+0.04

�0.03 This document

Majorana fermion [23, 71, 72]. In this translation, the nuclear form factor fN = 0.308 ± 0.018 [73] is used.
The excluded �WIMP-N values range down to 10�45 cm2 in the scalar WIMP scenario. In the Majorana
fermion WIMP case, the e�ective coupling is reduced by m

2
H

[33], excluding �WIMP-N values down to
2 ⇥ 10�47 cm2.

10

Input channels: ttH-0l @ Run2, ttH-2l @ Run2, VBF @ Run2 and Run1

VBF mode provides most sensitivity for inv. search

◈ Dominated by systematic uncertainties (statistics of simulation MC, Rec and ID of Jet/
lepton, background modelling)


◈ More stringent constraint is coming with the combination of VH and Higgs visible decay 
modes ҁκ-framework҂

ATL-CONF-2020-052



DM search
◈ In “Higgs portal” models, H→inv can be translated to constraint on the WIMP-

nucleon scattering cross section σWINP-N on an EFT approach

✦ Scale WIMP scenario:  σWIMP-N <10-45 cm2  
✦ Majorana fermion WIMP scenario:    σWIMP-N <2*10-47 cm2
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6 Conclusion

In summary, direct searches for invisible Higgs boson decays using 139 fb�1 of pp collision data atp
s = 13 TeV recorded in Run 2 of the LHC in the VBF and tt̄H topologies are statistically combined
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Highlighting the complementarity of DM searches at the LHC 
and direct detection experiments
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Summary
◈ Comprehensive Higgs property measurements: mass, 

width, fiducial/differential cross section, simplified 
template cross section: everything is in good agreement 
with SM


◈ More precise measurements are coming soon.
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