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2012-2017: Bachelor and Master degrees at the
University of Cadi Ayyad, Marrakesh, Morocco.

2017: M2 internship at the IJCLab laboratory,
Orsay, France: Precision measurement of the W
boson mass with the ATLAS detector at the LHC.

2017-2020: PhD at the IJCLab laboratory, Orsay,
France: Calibration of the ATLAS Electromagnetic
Calorimeter and Measurement of W Boson
Properties.

Two papers have already been published, 1 paper
in EB and 1 paper is under construction.
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Hicham ATMANI (26 years old), graduated in December 2020.

2012 - 2017: Bachelor and Master degrees at the University of Cadi
Ayyad, Marrakesh, Morocco.

2017: M2 internship at the IJCLab laboratory, Orsay, France: Precision
measurement of the W boson mass with the ATLAS detector at the
LHC.

2017-2020: PhD at the IJCLab laboratory, Orsay, France: Calibration of
the ATLAS Electromagnetic Calorimeter and Measurement of W
Boson Properties.

2021-2023: Postdoctoral Researcher at CERN, Shandong University:
Measurement of the Higgs boson production cross sections via ggF,
using Run 2 data with the ATLAS detector.
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Outline

Previous work and achievements:

Qualification task:

Calibration of the electromagnetic calorimeter of the ATLAS detector.
Development of a new method to calibrate the ATLAS electromagnetic calorimeter for low
pileup runs, used for the electroweak measurements.

physics analysis: measurement of W boson properties

Measurement of the W -boson transverse momentum distribution using low pileup runs data.
Measurement of the W -boson production cross sections.
Measurement of the differential and double differential cross sections using the unfolding
technique.

Work status at SDU:

Higgs physics: Measurement of the Higgs boson production and differential cross sections
via ggF in the H → WW ? → `ν`ν.
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Motivation

Electrons and photons are heavily used in precision measurements due to the high precision reachable by
the electromagnetic (EM) calorimeter.

Motivation:
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Introduction : Why we need to do this ?

• Electromagnetic particles are heavily used in precision measurements due to the high precision reachable by 
the electromagnetic calorimeter (EM) :

Higgs mass measurement in H ! ��

Run 1: combination of H ! �� and H ! ZZ ⇤ ! 4` stat. dominated:
mH = 125.36 ± 0.37 (stat) ± 0.18 (syst) GeV

Run 2: higher int. lumi. and higher cross-section ! reduced stat. error

ATLAS-CONF-2017-046

Run 2

Saskia Falke Higgs mass & photon calibration in ATLAS 12/2017 19 / 26

JRJC

To reach a high precision in property measurements, a precise calibration 
of the energy of electrons and photons is required.

The measurement of the properties of the 
Higgs boson (!⇾ ## and !⇾4l )

Measuring the mass of the W boson with 
an uncertainty less than 19 MeV
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To reach a high precision in property measurements, a precise calibration 
of the energy of electrons and photons is required.

The measurement of the properties of the 
Higgs boson (!⇾ ## and !⇾4l )

Measuring the mass of the W boson with 
an uncertainty less than 19 MeV

using a “boxlike” PDF defined as a double Fermi-Dirac
function. This choice is compatible with the fact that for
these uncertainties the data do not suggest a preferred value
within the systematic error range. In this case the compat-
ibility between the two masses increases to 7.5%,
equivalent to 1.8σ. The compatibility between the two
measurements increases to 11% (1.6σ) if the two signal
strengths are set to the SM value of 1, instead of being
treated as free parameters.
With respect to the value published in Ref. [15], the

compatibility between the measurements from the
individual channels has changed from 2.5σ to 2.0σ.

VIII. CONCLUSIONS

An improved measurement of the mass of the Higgs
boson has been derived from a combined fit to the
invariant mass spectra of the decay channels H → γγ
and H → ZZ! → 4l. These measurements are based on
the pp collision data sample recorded by the ATLAS
experiment at the CERN Large Hadron Collider at center-
of-mass energies of

ffiffiffi
s

p
¼ 7 TeV and

ffiffiffi
s

p
¼ 8 TeV, cor-

responding to an integrated luminosity of 25 fb−1. As
shown in Table V, the measured values of the Higgs
boson mass for the H → γγ and H → ZZ! → 4l channels
are 125.98# 0.42ðstatÞ # 0.28ðsystÞ GeV and 124.51#
0.52ðstatÞ # 0.06ðsystÞ GeV, respectively. The compatibil-
ity between the mass measurements from the two individ-
ual channels is at the level of 2.0σ corresponding to a
probability of 4.8%.
From the combination of these two channels, the value of

mH ¼ 125.36# 0.37ðstatÞ # 0.18ðsystÞ GeV is obtained.

These results are based on improved calibrations for
photons, electrons and muons and on improved analysis
techniques with respect to Ref. [15], and they supersede the
previous results.
Upper limits on the total width of the Higgs boson

are derived from fits to the mass spectra of the H → γγ
and H → ZZ! → 4l decay channels, under the assumption
that there is no interference with background processes.
In the H → γγ channel, a 95% CL limit of 5.0 (6.2) GeV
is observed (expected). In the H → ZZ! → 4l channel,
a 95% CL limit of 2.6 (6.2) GeV is observed
(expected).
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TABLE IV. Principal systematic uncertainties on the combined
mass. Each uncertainty is determined from the change in the
68% CL range for mH when the corresponding nuisance
parameter is removed (fixed to its best-fit value), and it is
calculated by subtracting this reduced uncertainty from the
original uncertainty in quadrature.

Systematic
Uncertainty on
mH [MeV]

LAr syst on material before presampler (barrel) 70
LAr syst on material after presampler (barrel) 20
LAr cell nonlinearity (layer 2) 60
LAr cell nonlinearity (layer 1) 30
LAr layer calibration (barrel) 50
Lateral shower shape (conv) 50
Lateral shower shape (unconv) 40
Presampler energy scale (barrel) 20
ID material model (jηj < 1.1) 50
H → γγ background model (unconv rest low pTt) 40
Z → ee calibration 50
Primary vertex effect on mass scale 20
Muon momentum scale 10

Remaining systematic uncertainties 70
Total 180

TABLE V. Summary of Higgs boson mass measurements.

Channel Mass measurement [GeV]

H→γγ 125.98#0.42ðstatÞ#0.28ðsystÞ¼125.98#0.50
H→ZZ!→4l 124.51#0.52ðstatÞ#0.06ðsystÞ¼124.51#0.52
Combined 125.36#0.37ðstatÞ#0.18ðsystÞ¼125.36#0.41
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052004-21

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Eur. Phys. J. C 78 (2018) 110
DOI: 10.1140/epjc/s10052-017-5475-4

CERN-EP-2016-305
9th November 2018

Measurement of the W-boson mass in pp collisions
at
p

s = 7 TeV with the ATLAS detector

The ATLAS Collaboration

A measurement of the mass of the W boson is presented based on proton–proton collision
data recorded in 2011 at a centre-of-mass energy of 7 TeV with the ATLAS detector at the
LHC, and corresponding to 4.6 fb�1 of integrated luminosity. The selected data sample
consists of 7.8 ⇥ 106 candidates in the W ! µ⌫ channel and 5.9 ⇥ 106 candidates in the
W ! e⌫ channel. The W-boson mass is obtained from template fits to the reconstructed
distributions of the charged lepton transverse momentum and of the W boson transverse
mass in the electron and muon decay channels, yielding

mW = 80370 ± 7 (stat.) ± 11 (exp. syst.) ± 14 (mod. syst.) MeV

= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental system-
atic uncertainty, and the third to the physics-modelling systematic uncertainty. A meas-
urement of the mass di↵erence between the W+ and W� bosons yields mW+ � mW� =

�29 ± 28 MeV.

c� 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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• Electromagnetic particles are heavily used in precision measurements due to the high precision 
reachable by the electromagnetic (EM) calorimeter.

arXiv:1701.07240
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Dataset
Datasets:
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Figure 2.7: (a) The luminosity of 13-TeV data at di�erent pile-up collected by ATLAS [36]; (b) The pile-up
distribution of low-pile-up data at

p
s = 5 and 13 TeV.

production cross-sections measurements, and the results of both will be ultimately taken into the453

newly measured mass of W boson. The other columns of table 2.1 display the preliminary estimate454

of uncertainties in mW , including the improvements in the statistical and systematic uncertainties455

already discussed. It confirms that the a precision of 15 MeV is about to achieve at the 13 TeV, µ ⇠1456

configuration, with di�erent dominant sources of uncertainties hence low correlation with the previous457

measurements, which is particularly competitive in global averaging.458

To achieve the extreme experimental precision, all corrections and uncertainties in Tab. 2.1 will459

be calculated in-situ with low-pile-up data and simulations. The experimental corrections and460

backgrounds are particularly introduced in this thesis, starting with the acceleration and detection461

system.462

22 17th September 2019 – 11:40

Run 1: 2010 → 2012, (7 and 8 TeV)

Run 2: 2015 → 2018, (13 TeV)

The integrated luminosity:

Lint =
Nprocess

σprocess
,

total integrated luminosity at Run 2
correspond to 147 fb−1 (× 7 Run 1).

Recorded luminosity as a function of the
number of interactions per crossing.

Special runs are collected at (µ ≈ 2),
correspond to 599 pb−1 at 5 and 13 TeV.

Low pile-up runs are used for precision
measurements.
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Calibration procedure: Overview

Calibration procedure:

Step 4: An important difference between data and simulation:

33

Chapter 31320

Calibration of the electromagnetic1321

calorimeter1322

3.1 Introduction1323

Electromagnetic particles, electrons and photons, are used essentially in all analy-1324

ses in particular in the studies of the Higgs boson properties and in the precision1325

measurement of electroweak parameters such as the W boson mass, allowing for1326

a consistency test for the Standard Model. As described in Chapter 2, electromag-1327

netic particles are stopped and measured in the EM calorimeter. To reach a good1328

precision in our measurements, a precise electron and photon energy calibration1329

is required. The calibration procedure is based on Z ! ee samples, because of the1330

high statistics and clean final state which characterises this channel. In this chap-1331

ter, we will discuss the electron and photon energy calibration for the nominal and1332

low pile-up data collected during Run 2 with the ATLAS detector.1333

3.2 Overview of the calibration procedure1334

The calibration of the EM calorimeter is a complex procedure and was established1335

during Run 1 [61]. The aim of the calibration procedure, summarised in Figure 3.1,1336

is to measure the energy of electrons and photons with the best precision and res-1337

olution.
Electron and photon energy calibration with the ATLAS detector using LHC Run 1 data 5
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Fig. 1 Schematic overview of the procedure used to calibrate the energy response of electrons and photons in ATLAS.

ticles with matter are accurately described in the
simulation. The material distribution is measured in

data using the ratio of the first-layer energy to the
second-layer energy in the longitudinally segmented
EM calorimeter (E1/2). Measuring E1/2 in data with

di�erent samples (electrons and unconverted pho-
tons) allows a precise determination of the amount
of material in front of the calorimeter and provides
some sensitivity to its radial distribution as descri-

bed in Sect. 8.

2. Since the EM calorimeter is longitudinally seg-
mented, the scales of the di�erent longitudinal layers
have to be equalised in data with respect to simula-
tion, prior to the determination of the overall energy

scale, in order to ensure the correct extrapolation of
the response in the full pT range used in the various
analyses (step 2). The procedure to measure the EM

calorimeter layer scales is reviewed in Sect. 7.

3. The MC-based e/� response calibration is applied
to the cluster energies reconstructed both from
collision data and MC simulated samples (step 3).

4. A set of corrections are implemented to account for
response variations not included in the simulation in

specific detector regions (step 4), e.g. non-optimal
HV regions, geometric e�ects such as the inter-
module widening (IMW) or biases associated with
the LAr calorimeter electronic calibration. These

corrections are discussed in Sect. 6, where the sta-
bility of the calorimeter response as a function of �,
time and pile-up is also presented.

5. The overall electron response in data is calibrated so
that it agrees with the expectation from simulation,

using a large sample of Z ! ee events as discussed in
Sect. 9. Per-electron scale factors are extracted and

applied to electron and photon candidates in data
(step 5). Using the same event sample it is found
that the resolution in data is slightly worse than

that in simulation, and appropriate corrections are
derived and applied to simulation to match the data.
The electron and photon calibration uncertainties

are summarised in Sect. 10.

6. The calibrated electron energy scale is validated
with electron candidates from J/� ! ee events in
data (step 6). The scale dependence with ⌘ and

pT, and its associated systematic uncertainties are
summarised in Sect. 11. The scale factors extracted
from Z ! ee events are assumed to be valid also

for photons, while photon-specific systematic uncer-
tainties are applied, as discussed in Sect. 12. This
approach is validated with photon candidates from
Z ! ``� events in data, and discussed in Sect. 13.

The determination of the electron and photon energy
resolution, and the associated uncertainties, are des-
cribed in Sect. 14. Finally, the potential for improving
the electron energy resolution, by combining the cluster

energy with the momentum measured by the ID, is
described in Sect. 15.

4 Collision data and simulated samples

The results presented in this paper are primarily based

on 20.3 fb�1 of pp collision data at
p

s = 8 TeV,
collected by ATLAS in 2012. The results of the appli-

cation of the same methods to 4.7 fb�1 of pp collision
data taken in 2011 at

p
s = 7 TeV are described in

Appendix A.

FIGURE 3.1: Schematic overview of the procedure used to calibrate the energy response of
electrons and photons in ATLAS [61].
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3.3. Energy scale and resolution determination with electrons from Z ! ee
decays 35

where ✓12 is the angle between the two electrons measured by the track, and E1, E21376

are their energies. The discrepancies showed in Figure 3.2 affect the central value
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FIGURE 3.2: The di-electron invariant mass mee after step 4 of the calibration procedure,
Figure 3.1, for data and simulation.

1377

of the energy response and the energy resolution. To correct for this difference1378

between data and simulation, two correction factors are extracted. The next para-1379

graph will discuss the methodology used to extract those correction factors.1380

3.3.2 Definition of the correction factors1381

As discussed in the previous paragraph, two correction factors are extracted from1382

the Z ! ee channel. The correction factors are called the energy scale factors ↵1383

and the additional constant term c0. The factors (↵, c0) will be expressed in bin of1384

calorimeter i as (↵i, c0i):1385

• The energy scale factor ↵: it is applied to the data in order to match the1386

energy response of the simulation:1387

Ecorr
i =

Edata
i

1 + ↵i

(3.2)

where Edata is the measured energy and Ecorr is the corrected energy.1388

• The additional constant term c0: it is applied to the simulation to be in agree-1389

ment with the energy resolution of the data:1390

✓
�(E)

E

◆corr

i

=

✓
�(E)

E

◆MC

i

� c0i (3.3)

where �(E)data is the resolution of the data and �(E)MC is the resolution of1391

the simulation.1392

Di-electron invariant mass mee at the step
4 of the calibration procedure:

mee =
√

2E1E2 (1− cos θ12), (1)

The difference between data and
simulation is corrected in step 5 (next
slide, one of the main activities of the
thesis).
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where Edata is the measured energy and Ecorr is the corrected energy.1388

• The additional constant term c0: it is applied to the simulation to be in agree-1389

ment with the energy resolution of the data:1390

✓
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where �(E)data is the resolution of the data and �(E)MC is the resolution of1391

the simulation.1392

Di-electron invariant mass mee at the step
4 of the calibration procedure:

mee =
√

2E1E2 (1− cos θ12), (1)

The difference between data and
simulation is corrected in step 5 (next
slide, one of the main activities of the
thesis).
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Step 4: An important difference between data & MC:

Di-electron invariant mass mee at the step 4 of
the calibration procedure:

mee =
√

2 · E1 · E2 · (1− cos(θ12)) (1)

The difference between data and simulation is
corrected in step 5.
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Calibration procedure: Method

Step 5: Two correction factors are extracted and applied to data and simulation.;

Calibration procedure:

Step 5: Two correction factors are extracted and applied to data and
simulation.
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Calibration of the electromagnetic1321

calorimeter1322

3.1 Introduction1323

Electromagnetic particles, electrons and photons, are used essentially in all analy-1324

ses in particular in the studies of the Higgs boson properties and in the precision1325

measurement of electroweak parameters such as the W boson mass, allowing for1326

a consistency test for the Standard Model. As described in Chapter 2, electromag-1327

netic particles are stopped and measured in the EM calorimeter. To reach a good1328

precision in our measurements, a precise electron and photon energy calibration1329

is required. The calibration procedure is based on Z ! ee samples, because of the1330

high statistics and clean final state which characterises this channel. In this chap-1331

ter, we will discuss the electron and photon energy calibration for the nominal and1332

low pile-up data collected during Run 2 with the ATLAS detector.1333

3.2 Overview of the calibration procedure1334

The calibration of the EM calorimeter is a complex procedure and was established1335

during Run 1 [61]. The aim of the calibration procedure, summarised in Figure 3.1,1336

is to measure the energy of electrons and photons with the best precision and res-1337

olution.
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Fig. 1 Schematic overview of the procedure used to calibrate the energy response of electrons and photons in ATLAS.

ticles with matter are accurately described in the
simulation. The material distribution is measured in
data using the ratio of the first-layer energy to the
second-layer energy in the longitudinally segmented
EM calorimeter (E1/2). Measuring E1/2 in data with
di�erent samples (electrons and unconverted pho-
tons) allows a precise determination of the amount
of material in front of the calorimeter and provides
some sensitivity to its radial distribution as descri-
bed in Sect. 8.

2. Since the EM calorimeter is longitudinally seg-
mented, the scales of the di�erent longitudinal layers
have to be equalised in data with respect to simula-
tion, prior to the determination of the overall energy
scale, in order to ensure the correct extrapolation of
the response in the full pT range used in the various
analyses (step 2). The procedure to measure the EM

calorimeter layer scales is reviewed in Sect. 7.

3. The MC-based e/� response calibration is applied
to the cluster energies reconstructed both from
collision data and MC simulated samples (step 3).

4. A set of corrections are implemented to account for
response variations not included in the simulation in
specific detector regions (step 4), e.g. non-optimal
HV regions, geometric e�ects such as the inter-
module widening (IMW) or biases associated with
the LAr calorimeter electronic calibration. These
corrections are discussed in Sect. 6, where the sta-
bility of the calorimeter response as a function of �,
time and pile-up is also presented.

5. The overall electron response in data is calibrated so
that it agrees with the expectation from simulation,
using a large sample of Z ! ee events as discussed in
Sect. 9. Per-electron scale factors are extracted and

applied to electron and photon candidates in data
(step 5). Using the same event sample it is found
that the resolution in data is slightly worse than
that in simulation, and appropriate corrections are
derived and applied to simulation to match the data.
The electron and photon calibration uncertainties
are summarised in Sect. 10.

6. The calibrated electron energy scale is validated
with electron candidates from J/� ! ee events in
data (step 6). The scale dependence with ⌘ and
pT, and its associated systematic uncertainties are
summarised in Sect. 11. The scale factors extracted
from Z ! ee events are assumed to be valid also
for photons, while photon-specific systematic uncer-
tainties are applied, as discussed in Sect. 12. This
approach is validated with photon candidates from
Z ! ``� events in data, and discussed in Sect. 13.

The determination of the electron and photon energy
resolution, and the associated uncertainties, are des-
cribed in Sect. 14. Finally, the potential for improving
the electron energy resolution, by combining the cluster
energy with the momentum measured by the ID, is
described in Sect. 15.

4 Collision data and simulated samples

The results presented in this paper are primarily based
on 20.3 fb�1 of pp collision data at

p
s = 8 TeV,

collected by ATLAS in 2012. The results of the appli-
cation of the same methods to 4.7 fb�1 of pp collision
data taken in 2011 at

p
s = 7 TeV are described in

Appendix A.

FIGURE 3.1: Schematic overview of the procedure used to calibrate the energy response of
electrons and photons in ATLAS [61].

1338

The energy scale factor α:

Ecorr
i =

Edata
i

1+αi

Applied to the data in order to match
the energy response of the simulation.

The additional constant term c′:(
σ(E)
E

)corr

i
=
(
σ(E)
E

)MC

i
⊕ c′i

Applied to the simulation to be in
agreement with the energy resolution
of the data.

Hicham ATMANI University Paris Saclay 9 / 47

Calibration procedure:

Step 5: Two correction factors are extracted and applied to data and
simulation.
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Both correction factors are extracted using the templates method.
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Calibration procedure: ResultsCalibration of the EM calorimeter: Results

JINST 14 (2019) P12006
Energy scale correction α

The difference observed in the end-cap
region is related to the difference of
instantaneous luminosity.

The difference of instantaneous luminosity
affects the HV drop and temperature.

JINST 14 (2019) P12006
Resolution correction c′

The derived effective constant terms
depend on the year i.e on the pileup (lower
values for 2017 than 2016).

This effect is explained by an
overestimation of the pileup noise in the
simulation.
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Calibration of low pileup runs: Extrapolation approach (New method)

Motivation: Calibrate the ATLAS electromagnetic calorimeter for low pileup runs used in the electroweak
measurements.

Analysis Idea: Because of low stats of low pileup runs, an alternative approach is used for the calibration:
Extrapolate the results from standard to low pileup runs.

1 The blue circles show the energy scale α for the high pileup dataset as a function of 〈µ〉.
2 The black lines show the extrapolation to 〈µ〉 ≈ 2 using a linear function and five intervals of 〈µ〉.
3 The extrapolation results are compared with the energy scale factors extracted from the low pileup

dataset, represented by the red point. JINST 14 (2019) P03017

Extrapolation approach

JINST 14 (2019) P12006
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Figure 13: Examples of the energy scale extrapolation from high pile-up to low pile-up in the barrel (left) and endcap
(right). The blue points show the energy scale factors ↵ for the high-pile-up dataset as a function of hµi, the black
lines show the extrapolation to hµi ⇠ 2 using a linear function and five intervals of hµi, the band represents the
uncertainty in the extrapolation. The extrapolation results are compared with the energy scale factors extracted from
the low-pile-up dataset, represented by the red point.

5.4 Energy scale and resolution corrections in low-pile-up data

Special data with low pile-up were collected in 2017 at 13 TeV, as described in Section 3. Energy scale
factors are derived for this sample using the baseline method, described in Section 5.1. The measurement
is done in 24 ⌘ regions given the small size of the sample.

An alternative approach, used for validation, consists of measuring the energy scale factors using high-
pile-up data and extrapolating the results to the low-pile-up conditions. Two main e�ects are considered
in the extrapolation, namely the explicit dependence of the energy corrections on hµi, and di�erences
between the clustering thresholds used for the two samples; other e�ects are sub-leading and are treated as
systematic uncertainties.

To evaluate the first e�ect, the high-pile-up energy scale corrections are measured in five intervals of hµi in
the range 20 < hµi < 60, in each of the 24 ⌘ regions considered for the low-pile-up sample. The results
are parameterized using a linear function, which is extrapolated to hµi = 2. Over this range, the energy
correction is found to vary by about 0.01% in the barrel, and by about 0.1% in the endcap. The statistical
uncertainty in the extrapolation is about 0.05% in each ⌘ region. The procedure is illustrated in Figure 13,
for representative ⌘ regions in the barrel and in the endcap.

Secondly, as described in Section 4, the low-pile-up data were reconstructed with topo-cluster noise
thresholds corresponding to µ = 0, while the standard runs used thresholds corresponding to µ = 40.
This results in an increased cluster size and enhanced energy response for the low-pile-up samples. The
di�erence between the enhancements in data and simulation is measured using Z-boson decays, and a
correction applied. The correction amounts to about 2 ⇥ 10�3 in the barrel and 4 ⇥ 10�3 in the endcap,
with a typical uncertainty of 3 ⇥ 10�4.

Figure 14(a) shows the comparison between the energy scale factors derived from low-pile-up data and
extrapolated from high-pile-up data after correcting for the noise threshold e�ect. The observed di�erence
is of the order of 0.1% in the barrel region and increases to 0.5% in the endcap region.

24

The blue points show the energy scale α for the high pileup dataset as a function of 〈µ〉.
The black lines show the extrapolation to 〈µ〉 ≈ 2 using a linear function and five intervals
of 〈µ〉.
The band represents the uncertainty in the extrapolation.

The extrapolation results are compared with the energy scale factors extracted from the
low pileup dataset, represented by the red point.
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Previous Work and Achievements: physics analysis
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Measurement of W boson properties: Motivation

Goal: Increase the precision of W boson mass: from 19 MeV (Run 1) to less than 10
MeV (Run 2)

Combined
categories

Value
MeV

Stat.
Unc.

Muon
Unc.

Elec.
Unc.

Recoil
Unc.

Bckg.
Unc.

QCD
Unc.

EW
Unc.

PDF
Unc.

Total
Unc.

mW
T , p`T 80369.5 6.8 6.6 6.4 2.9 4.5 8.3 5.5 9.2 18.5

Measurement of pW
T : A precise measurement of pW

T reduces the QCD modelling uncertainty in the
measurement of MW by a factor of two (8.3 → 4 MeV).

Measurement of the W boson differential Xs: The rapidity dependence of the W boson production
provides constraints on the parton distribution functions (PDFs), also the PDF uncertainty on the MW

measurement.
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Measurement of pWT : First results from Run 2

Analysis Idea: The measurement of pW
T is based on the unfolding procedure. The goal of the unfolding is

to correct data detector resolution effects, and compare our distributions with the theoretical predictions.

Distributions at the reconstructed level:
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The Bayesian method is used for the unfolding.

All the sources of uncertainties are propagated
to the unfolded level.

Distributions at the unfolded level:

The results for the unfolded pW
T distributions

compared to the different predictions.

Paper of pW
T measurement is in the review.
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W boson differential cross sections

Motivation: The measurement of differential cross sections in this process provides stringent tests of the
QCD theory, also provides constraints on the parton distribution functions (PDFs).
Methodology: The measurement of the differential cross sections is based on the unfolded distributions of
our observable of interest (η`, pT

` ).

dσi

dx i
=

N i
Unf

∆x iL ·
1

Ac
=

1

∆x iL · ΣjM
−1
ij

(
N j

reco − N j
reco,bkg

)
· 1

Ac
, (2)
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FIGURE 7.2: Example distributions of the observables p`T (top) and ⌘` (bottom) chosen
to be unfolded for W+ in the electron (left) and muon (right) channels at 5 TeV in the
fiducial phase space. The signal and background are normalised to data. The low panel
gives the ratio Data/MC in each bin. The green band shows the statistical and systematic

uncertainties. Control plots for other channels are shown in Appendix A.
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7.5 Comparison with theoretical predictions2522

The measured differential cross sections for W± ! `±⌫ are compared to theoretical2523

predictions using DYTURBO [42] at NNLO QCD and LO in the EW theory, with2524

different PDF sets: CT18 [88], HERAPDF20 [82], MMHT2014 [86], in the fiducial2525

phase space defined in Section 7.2. The differential cross sections are compared2526

separately for electron and muon without combination. The uncertainties of the2527

theoretical predictions arise from the limited knowledge of proton PDFs. The DY-2528

TURBO uses input parameters (GF , MW , MZ) for the theoretical predictions. The2529

PDF sets used were extracted from analyses of various experimental data sets us-2530

ing the corresponding predictions at NNLO in QCD.
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FIGURE 7.25: (left) Differential cross sections as a function of ⌘` for electron and muon
compared to different PDF sets. (right) Differential cross sections as a function of p`T for

electron and muon compared to different PDF sets.

2531

The PDF uncertainty on the MW measurement, the dominant source of physics2532

modelling uncertainty ⇡ 9.2 MeV, arises from our imperfect knowledge of the2533

PDFs affecting the differential cross section as a function of boson rapidity, the2534

angular coefficients, and the W boson transverse momentum distribution. The2535

measurements of the differential cross sections of the W boson, as a function of ⌘`,2536

are used to validate and constrain the PDF uncertainty on the measurement of W2537

boson, by comparing the uncertainties on the measured level and the uncertainties2538

on the PDF predictions.2539
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FIGURE 7.23: Muon (left) and electron (right) scale factors (SFs) used to correct simulation.
The muons SFs are calculated using different binning, while the electron SFs are calculated
in the same binning. The dotted vertical line shows the boundaries for proposed common

binning at the unfolded level.
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FIGURE 7.24: (Top) Distributions of data as a function fo ⌘` for electron and muon at the
reconstructed and the unfolded levels using the new common binning at the unfolded
level. (Bottom) Comparison of the differential cross sections as a function of ⌘` for electron

and muon.
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Results are compared with theoretical predictions using DYTURBO.
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Previous work and achievements: Conclusion and Publications

Previous work and achievements:

Qualification task:
1 I worked on the extraction of two scale factors (α, c ′) used for the calibration of ATLAS

electromagnetic calorimeter.
2 The results presented today are used by the ATLAS collaboration for Run 2 analyses.
3 This work is published in JINST 14 (2019) P12006 and JINST 14 (2019) P03017.

Analyses work:
1 I worked on the measurement of W boson properties: Measurement of pW

T , Fiducial and
differential cross sections.

2 The paper for the measurement of pW
T will be published before the end of 2021, together

with the measurement of W boson fiducial cross sections (in collaboration review).
3 We will have another paper covering the differential cross sections of W and Z bosons.
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Work status at SDU:
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Work status at SDU

After 4 years in electroweak precision measurements, I started working on the Higgs physics.

I joined the effort for the measurement of differential and fiducial cross sections of Higgs boson, via ggF in

the H →WW ∗ → `v`v , with the Run 2 datasets.

Goal: Measure the fiducial cross sections, Inclusive as well as Differential, Associated with 2
Jets.
HWW: the dominant Higgs boson production mechanism, Large branching ratio, Clean
signal in leptonic decay mode.
Strategy: Based on ggF couplings analysis (the object & event selections for signal region
and control regions are same as in the couplings analysis).
Target: We are working hard to get a first version of the paper by the end of this year.
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Backup
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W boson production cross sections:

Analysis Idea: The measurement of W boson production cross sections is based on the unfolded
distributions of pW

T :

σfid =
NUnfolded

L · Aunf (3)
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Theoretical predictions are calculated for the fiducial cross-sections σfid using DYTURBO at NNLO QCD,
with different PDF sets.

W boson production cross sections using Run 2 ATLAS datasets, will be published with the pW
T paper.
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