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Introduction
� Higgs�boson�was�the�last�undiscovered�particle�in�the�
Standard�Model�of�particle�physics.�

� Couplings to�the�scalar�(JP=0+)�Higgs�field�determine�the�
particle�masses.
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The Higgs boson in the SM

• The Higgs boson discovery in 2012 
opened the way to the exploration of the 
sector of the SM Lagrangian that is 
responsible for EW symmetry breaking  

• Two types of tree-level couplings to 
other SM particles, which determine all 
Higgs Boson production and decay 
modes 
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◈ The Higgs particle is responsible for the masses of elementary particles.

◈ Higgs potential approximation:

4 The Higgs boson self-coupling
The Higgs field is responsible for the spontaneous breaking of the electroweak symmetry, and for the generation of all the SM
particle masses, because its potential features a global minimum away from the origin. Within the SM, this potential is fully
characterised by two parameters, the Higgs mass mh, and v, which can be experimentally inferred from the measurements of
the Fermi constant (v = 1/

pp
2GF ⇡ 246 GeV).

V (h) =
1
2

m2
Hh2 +l3vh3 +

1
4

l4h4, with l SM
3 = l SM

4 =
m2

H
2v2 . (24)

However, the Higgs potential could show sizeable departures from the SM form, described in eq. (24). The understanding of
EW symmetry breaking will remain hypothetical until experimental measurements reconstruct the shape of the Higgs potential.
The measurement of the Higgs potential is therefore a high priority goal on the physics programme of all future colliders.

Unfortunately, the Higgs self-interactions, apart from the simple kinematical 2-point interaction that corresponds to the
Higgs boson mass, are not physical observables. Therefore, a theoretical framework is needed to infer their values from
experimental measurements. One needs a general parametrisation of the departures from the SM that allows the various Higgs
couplings to vary continuously. Within this framework, one makes accurate predictions of various observables as a function of
the modified Higgs couplings and a global fit then leads to a determination of all these couplings. Effective Field Theory offers
us such a theoretically sound framework in which higher order calculations can be performed to provide solid and improvable
predictions able to cope with systematic and statistic experimental uncertainties. As in Section 3.3, we will focus our attention
on EFT where the EW symmetry is linearly realised, i.e. under the assumption that no new heavy degree of freedom acquires
its mass from the Higgs expectation value. In that case, there are only two dimension-6 operators that induce a deviation of the
Higgs self-couplings

L = L
SM +

cf
2L2 ∂µ |f |2∂ µ |f |2 �

c6 l SM
3

L2 |f |6

) k3 ⌘
l3

l SM
3

= 1+

✓
c6 �

3
2

cf

◆
v2

L2 , k4 ⌘
l4

l SM
4

= 1+

✓
6c6 �

25
3

cf

◆
v2

L2 . (25)

In particular, the operator proportional to cf requires a non-linear field definition to keep the Higgs boson kinetic term
canonically normalised. The modifications of the cubic and quartic self-interactions are related in this model. Independent
modifications are only obtained when operators of dimension 8 are considered.

The most direct way to assess the Higgs cubic self-interaction is through the measurement of double Higgs production
either at hadron colliders, where the production is dominated by gluon fusion, gg ! HH, or at lepton colliders via double
Higgs-strahlung, e+e� ! ZHH, particularly relevant at low energies, or via vector boson fusion (VBF), e+e� ! HHnen̄e, more
important at centre-of-mass energies of 1 TeV and above. At leading order, double Higgs production receives a contribution
proportional to the cubic coupling, for both pp and e+e� collisions, as shown in Fig. 9. Figure 10 shows the dependence of
the inclusive double Higgs production cross section when the value of the Higgs cubic coupling is varied, assuming no other
deviation from the SM. Gluon fusion production at a hadron collider has been computed within the SM at NNLO accuracy
in the infinite top mass limit [58–61] and at NLO with the full top mass dependence [62–64], leading to a prediction whose
theoretical and parametric uncertainties are of the order of a few percent.

For the LHC at 14 TeV, the cross section is predicted to be 36.69+2.1%
�4.9% fb, about three orders of magnitude smaller than

the single Higgs production, which makes the double Higgs channel a challenging process to observe. The most up-to-date
analysis relies on the combination of the bb̄gg and bb̄tt decay channels to reach almost 5 standard deviation evidence for
double Higgs production at HL-LHC (see Table 55 and Fig. 65 of Ref [13]), which can be translated into a 68% CL bound of
order 50% on the deviation of the Higgs cubic coupling relative to the SM prediction. Note that the mapping of the inclusive
gg ! HH cross section onto a value of the Higgs cubic self-coupling is not unique: for instance, at 14 TeV LHC, a value
of the cross section equal to the SM prediction corresponds either to k3 = 1 or to k3 ⇡ 6.2. This ambiguity can however be
resolved by analysing the shape of the invariant mass distribution of the reconstructed two Higgs boson system: the larger the
value of k3, the closer to threshold the mHH distribution is peaked. This kinematic information is a crucial element of Boosted
Decision Trees (BDT) based analysis performed at HL-LHC. However the BDT and the final selection cuts are often devised to
optimise the significance of the SM cross section for double Higgs production and therefore it is not necessarily optimised for
the determination of the Higgs self-coupling directly, leaving room for possible improvement towards an even higher sensitivity.
At lepton colliders, double Higgs-strahlung, e+e� ! ZHH, gives stronger constraints on positive deviations (k3 > 1), while
VBF is better in constraining negative deviations, (k3 < 1). While at HL-LHC, values of k3 > 1, as expected in models of
strong first order phase transition, result in a smaller double-Higgs production cross section due to the destructive interference,
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Introduction

 Higgs potential:

 Approximation around the v.e.v:

 λ known from v.e.v and Higgs mass:

 BSM effects could change λ  define deviation of tri-linear term:�

– no quartic terms considered here

V (Φ)≈λ v2h2+λ v h3+
1

4
λ h4

mass term self-coupling terms

V (Φ)=
1

2
μ2Φ2+

1

4
λΦ4

λ=
m
H

2

2⋅v2
≈0.13

κλ=κ3=
λ
HHH

λ
HHH

SM

more details on the 
motivations in the 
talk by G. Servant

Higgs self-coupling is crucial to understand the EW symmetry breaking mechanism



HH production and decays

◈ Difficulty of the HH search: 
• Destructive interference between triangle and box diagrams

• Tiny σHH: σ(gg→HH) ӗ 0.1%×σ(gg→H)


◈ VBF: 
• second production mode, but open a window for VVHH 

coupling (c2v)

3

Higgs self-coupling and HH production
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� Higgs self-coupling could be directly accessed by the SM HH production
� crucial to understand the EW symmetry breaking mechanism

- BSM resonances Heavy scalar/graviton could also 
decay to a HH pair
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Figure 1. Tree-level Feynman diagrams contributing to Higgs boson pair production via VBF.
Diagrams (a), (b) and (c) illustrate the non-resonant production modes scaling with κV κλ, κ2

V and
κ2V , respectively. Diagram (d) illustrates the resonant production mode.

Previous searches for Higgs boson pair production in the bb̄bb̄ channel were carried

out in the gluon-gluon fusion (ggF) production mode by the ATLAS and CMS collabo-

rations [8–12], and limits were set for resonant and non-resonant production. Statistical

combinations of search results for HH in various decay channels were also performed by

the two experiments [13, 14], profiting from the sensitivity of several final states.

This paper focuses on searches for Higgs boson pair production via vector-boson fu-

sion (VBF), through diagrams such as those presented in figure 1, and using the dominant

H → bb̄ decay mode [15]. The VBF process (pp → HHjj) is characterised by the pres-

ence of two jets (j) with a large rapidity gap resulting from quarks from which a vector

boson (V ) is radiated. In the SM, three different types of couplings are involved in HH

production via VBF: the Higgs boson self-coupling (HHH), the Higgs-boson-vector-boson

coupling (V V H) and the quartic (di-vector-boson-di-Higgs-boson, or V V HH) coupling.

The coupling modifiers κλ, κV and κ2V control the strength of the HHH, V V H and

V V HH couplings with respect to the SM value, respectively, and are normalised so that

they are equal 1 in the SM. A deviation of these coupling modifiers from their SM ex-

pectations could lead to enhanced HH production. While searches in the ggF mode are

more sensitive to deviations in κλ, the VBF topology has unique sensitivity to κ2V [15]

because the ggF mode does not involve the V V HH interaction. For resonant production,

two classes of signals are tested to perform a generic inclusive search for resonances with

masses mX in the range 260–1000 GeV. The first signal class is representative of a broad

resonance with width typically 10-20% of the signal mass; it corresponds to a heavy scalar

of the 2HDM Type II model [16] and is obtained by setting the ratio of vacuum expecta-

tion values of the two Higgs doublets tan(β) = 2.0 and sin(β − α) = 0.6, where α is the

mixing angle between the two CP-even Higgs bosons. The second class features a narrow

resonance with a fixed width of 4 MeV.

2 ATLAS detector

The ATLAS experiment [17–19] at the LHC operates a multipurpose particle detector

with a forward-backward symmetric cylindrical geometry and a near 4π coverage in solid

angle.1 It consists of an inner tracking detector surrounded by a thin superconducting

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre
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1 Introduction

Since the discovery of the Higgs boson in 2012 [1, 2], one of the priorities of the ATLAS and CMS
Collaborations has been to better understand the properties of the Brout–Englert–Higgs mechanism [3–8].
The Higgs boson self-coupling provides information about the structure of the Higgs potential. A direct
probe of the self-coupling of the Higgs boson is possible by studying Higgs boson pair (��) production.
Furthermore, an enhancement of the Higgs boson pair production rate with respect to the Standard Model
(SM) prediction would point to new beyond-the-Standard-Model (BSM) physics and may be within the
sensitivity reach of the proton-proton (??) collision data collected at

p
B = 13 TeV during the Run 2 of the

Large Hadron Collider (LHC) [9].

At leading order (LO), the production of Higgs boson pairs via gluon-gluon fusion (ggF) proceeds through
the two diagrams shown in Figure 1. These diagrams interfere destructively, leading to a small production
cross section [10–12]. For 13 TeV ?? collisions and a Higgs boson mass <� = 125.09 GeV, the ggF cross
section, calculated at next-to-next-to-leading-order (NNLO) accuracy in finite top mass approximation
(FTapprox), is f�� (ggF) = 31.02+2.2%

�5.0% (Scale) ±3.0% (UB+PDF) ±2.6% (<top) fb [13–15], where ‘Scale’
represents the uncertainty due to missing higher order quantum chromodynamics (QCD) calculations,
‘UB+PDF’ the uncertainties on the strong coupling constant and parton distribution functions, and ‘<top’
the uncertainty related to the top-quark mass scheme [16, 17].
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(b) Box Diagram

Figure 1: The Feynman diagrams for the dominant gluon-gluon fusion production processes. In the Standard
Model, the (a) trilinear coupling process, (b) the ‘box’ diagram, and the destructive interference between the two
processes contribute to the total cross section. In the figure, ^_ represents the Higgs boson trilinear coupling modifier,
^_ = _��� /_SM

��� .

The di-Higgs vector-boson fusion (VBF) production cross section, calculated at next-to-next-to-next-to-
leading-order (N3LO), isf�� (VBF) = 1.72+0.03%

�0.04% (Scale)±2.1% (UB+PDF) fb [13], for<� = 125.09 GeV,
which is one order of magnitude lower than the one from the ggF process. The VBF production mode
provides additional sensitivity on the Higgs trilinear coupling, as shown in Figure 2. Both the ggF and
VBF production modes of Higgs boson pairs are considered as a signal in this paper. The rest of production
modes have lower cross sections [18] and are neglected.

Non-resonant enhancements to the Higgs boson pair cross section can either originate from loop corrections
involving new particles, such as light, colored scalars [19], or through non-SM couplings between the
Higgs boson and other SM particles. The non-resonant production cross section can also be altered due to
the trilinear self-coupling, _��� , being di�erent than the SM prediction, as discussed in Refs. [20, 21].
Such an e�ect can be captured by a scale factor ^_ defined as ^_ = _���/_SM

��� , where _SM
��� is the SM

value of the parameter.

In addition to the non-resonant enhancements, searching for resonant production of Higgs boson pairs
is well motivated. Figure 3 shows a ggF production diagram possible in BSM theories predicting the
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leading-order (N3LO), isf�� (VBF) = 1.72+0.03%
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which is one order of magnitude lower than the one from the ggF process. The VBF production mode
provides additional sensitivity on the Higgs trilinear coupling, as shown in Figure 2. Both the ggF and
VBF production modes of Higgs boson pairs are considered as a signal in this paper. The rest of production
modes have lower cross sections [18] and are neglected.

Non-resonant enhancements to the Higgs boson pair cross section can either originate from loop corrections
involving new particles, such as light, colored scalars [19], or through non-SM couplings between the
Higgs boson and other SM particles. The non-resonant production cross section can also be altered due to
the trilinear self-coupling, _��� , being di�erent than the SM prediction, as discussed in Refs. [20, 21].
Such an e�ect can be captured by a scale factor ^_ defined as ^_ = _���/_SM

��� , where _SM
��� is the SM

value of the parameter.

In addition to the non-resonant enhancements, searching for resonant production of Higgs boson pairs
is well motivated. Figure 3 shows a ggF production diagram possible in BSM theories predicting the
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by an analysis including only dimension-6 operators (in white). No sensible e↵ective field theory
description is possible in the gray area (� < gmin), while exploration of the light blue region
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g⇤gmin) requires including the dimension-8 operators.
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FIG. 2: Feyman diagrams contributing to double Higgs production via gluon fusion (an additional
contribution comes from the crossing of the box diagram). The last diagram on the first line
contains the t̄thh coupling, while those in the second line involve contact interactions between the
Higgs and the gluons denoted with a cross.

derivative terms (which correspond to dimension-8 operators in the limit of linearly-realized

EW symmetry). The e↵ect of the neglected derivative operators will be then studied by

analyzing their impact on angular di↵erential distributions and shown to be small in our

case due to the limited sensitivity on the high mhh region.

The Feynman diagrams that contribute to the gg ! hh process are shown in Fig. 2. Each

diagram is characterized by a di↵erent scaling at large energies
p
ŝ = mhh � mt, mh. We
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HH production ⟹ direct determination 
of Higgs trilinear coupling λHHH

■ Gluon fusion: dominant production mode

□ about 4500 HH events in the Run 2 datasets

□ large destructive interference ⟹ tiny xs

□ self-coupling information both total and 

differential cross section (strong mHH 
dependence on λHHH)


■ VBF: second production mode
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σSM
ggF = 31.05 fb+6.7%

−23.2% (13 TeV)

HH production —> direct determination of Higgs
                                 trilinear coupling λHHH

Complementarity from the final states



Di-Higgs combination

4
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ATLAS
-1 = 13 TeV,  27.5 - 36.1 fbs

 HH) = 33.5 fb→ (pp ggF
SMσ

Figure 2: Upper limits at 95% CL on the cross-section of the ggF SM HH production normalised to its SM
expectation �SM

ggF(pp ! HH) from the bb̄⌧+⌧�, bb̄bb̄, bb̄��, W
+
W

�
W
+
W

�, W
+
W

��� and bb̄W
+
W

� searches, and
their statistical combination. The column “Obs.” lists the observed limits, “Exp.” the expected limits with all
statistical and systematic uncertainties, and “Exp. stat.” the expected limits obtained including only statistical
uncertainties in the fit.

The signal used in the � fit was simulated according to the following procedure. For each value
of � the mHH spectrum is computed at the generator-level, using the leading-order (LO) version of
M��G����5_�MC@NLO [50] with the NNPDF 2.3 LO [55] PDF set, together with P����� 8.2 [56] for
the showering model using the A14 tune [57]. Because only one amplitude of Higgs boson pair production
depends on �, linear combinations of three LO samples generated with di�erent values of � are su�cient
to make predictions for any value of �. Binned ratios of the mHH distributions to the SM distribution are
computed for all � values and then used to reweight the events of NLO SM HH signal samples, generated
using the full detector simulation. This procedure is validated by comparing kinematic distributions
obtained with the reweighting procedure applied to the LO SM sample and LO samples generated with the
actual � values set in the event generator. The two sets of distributions are found to be in agreement. This
procedure assumes that higher order QCD corrections on the di�erential cross-section as a function of
mHH are independent of �. The reweighted NLO signal sample is used to compute the signal acceptance
and the kinematic distributions for di�erent values of �.

This letter presents � results for the first time in the bb̄bb̄ and bb̄⌧+⌧� final states and incorporates the
previously published result for the bb̄�� final state. The � analyses closely follow the SM HH search,
with some exceptions which are discussed below for each final state.

• In the bb̄bb̄ final state, the same analysis selection and final discriminant are used in the �-scan
analysis and in the SM HH search. The distribution of the final discriminant mHH is shown in
Figure 3(a), where, with the exception of a small excess in the region around 280 GeV [38], good
agreement between data and the expected background is observed. The shape of the mHH distribution
has a strong dependence on �, and the signal acceptance varies by a factor 2.5 over the probed range
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ATLAS & CMS DiHiggs results
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J. Frost
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* ~similar expected limit in the combination 
* CMS has a slight excess, ATLAS, a slight deficit  

A sensitivity of ~10*SM for Di-Higgs production rate

๏ Only used partial Run2 dataset 


๏ Assume all kinematic properties of HH pair are same as SM prediction, and 
only ggF XS can deviate from SM



Constraint on the Higgs self-coupling
• Kinematic dependence on κλ is estimated with LO prediction, and K-

factor is only estimated with κλ=1 
• Amplitude dependence on κλ can be expressed with 3 reference samples
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Figure 4: (a) Signal acceptance times e�ciency as a function of � for the bb̄bb̄, bb̄⌧+⌧� and bb̄�� analyses. The
bb̄bb̄ curve is the average of the 2015 and 2016 curves weighted by the integrated luminosities of the two datasets.
(b) Upper limits at 95% CL on the cross-section of the ggF non-resonant SM HH production as a function of �. The
observed (expected) limits are shown as solid (dashed) lines. In the bb̄�� final state, the observed and expected
limits coincide. The ±1� and ±2� bands are only shown for the combined expected limit. The theoretical prediction
of the cross-section as a function of � is also shown.

Table 2: Allowed � intervals at 95% CL for the bb̄bb̄, bb̄⌧+⌧� and bb̄�� final states and their combination. The
column “Obs.” lists the observed results, “Exp.” the expected results obtained including all statistical and systematic
uncertainties in the fit, and “Exp. stat.” the expected results obtained including only the statistical uncertainties.

Allowed � interval at 95% CL
Final state Obs. Exp. Exp. stat.
bb̄bb̄ �10.9 — 20.1 ≠11.6 — 18.8 ≠9.8 — 16.3
bb̄⌧+⌧� ≠7.4 — 15.7 ≠8.9 — 16.8 ≠7.8 — 15.5
bb̄�� ≠8.1 — 13.1 ≠8.1 — 13.1 ≠7.9 — 12.9
Combination ≠5.0 — 12.0 ≠5.8 — 12.0 ≠5.3 — 11.5
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2.2.5. Sample combination method used for varied � samples; kt , k� algebra311

The sample combination used for varied � samples is a useful method. By generating only 3 samples312

in the kt, k� (coupling strengths relative to the SM, given for top-Yukawa and trilinear Higgs couplings,313

respectively) grid and interpolating among them, one can get a prediction at any kt , k� point. The314

amplitude can be written in terms of kt , k� from the contributions of box (B) and trilinear (T) processes.315

The contribution from the box diagram is k
2
t due to having two th vertices whereas the contribution from316

the trilinear diagram is kt k� due to the existence of th and hhh vertices in the process. Thus, the amplitude317

can be written as the following:318

A(kt, k� ) = k
2
t B + kt k�T . (1)

The amplitude square is written as:319

|A(kt, k� ) |2 = k
4
t |B |2 + k

2
t k

2
� |T |2 + k

3
t k� (B

⇤
T + BT

⇤). (2)

The amplitude square can be further expressed in terms of the amplitude squares of three reference samples320

chosen. In this analysis, the reference samples are chosen to be k� = 0, 1, 10 samples. Since we are only321

interested in k� , kt is taken as 1.322

|A(1, 0) |2 = |B |2, (3)
|A(1, 1) |2 = |B |2 + |T |2 + (B

⇤
T + BT

⇤) (4)
|A(1, 10) |2 = |B |2 + 100|T |2 + 10(B

⇤
T + BT

⇤) (5)

Using these equations, |A(kt, k� ) |2 can be expressed in terms of amplitude squares of the three reference323

samples.324

|A(kt, k� ) |2 = k
2
t

"90k
2
t + 9k

2
� � 99kt k�

90
|A(1, 0) |2 +

100kt k� � 10k
2
�

90
|A(1, 1) |2 +

k
2
� � kt k�

90
|A(1, 10) |2

#
(6)

In order to get a distribution for any given k� value, the same distribution from each of three samples325

is weighted by their corresponding coe�cients and added together. The coe�cients in Eq. 6 can be326

calculated for any given k� (kt = 1 assumed).327

This method is first tested at the truth level by using reference samples of k� = 0, 1, 20. Distributions328

obtained by using this combination method are compared to the ones obtained from the generated samples329

at the truth level. Distributions are in a good agreement and are shown in Figures 12 and 13 for negative330

and positive k� values, respectively. When the absolute value of k� increases, the statistical error becomes331

more dominant. The statistical error is even more pronounced for the positive k� samples. The reason is332

that there are more negative weights in the calculation for these cases.333

This method is used to get final signal yields for di�erent k� points in addition to 11 k� points for which334

the o�cial samples exist. Before providing the final yields, this method is tested by using the o�cial335

samples (k� = 0, 1, 10 used as reference samples) by using Eq. 6. Distributions obtained by using this336

combination method are compared to the ones obtained from the o�cial samples. The good agreement337

is found between the distributions obtained from the combination method and from the o�cial samples.338

These distributions can be found in Figures 14 and 15 for negative and positive k� values, respectively.339

March 13, 2018 – 16:08 21

Will focus on HH search with full Run2 data
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A HH→bbbb event with 
high S/B selected in the 
2016 dataset

Large BR of H→bb, low S/B

HH→bbbb

16

• Search for resonant HH production in resolved (boosted) channels using 126 (139) fb-1 of pp data 
• Narrow-width spin-0 resonance and spin-2 Kaluza-Klein graviton

b b

b b

b

b
b
b

Resolved: 
• Require 4 small R-jets (R=0.4) 
• Targets low-medium mass resonances: 

• mX = 251-1500 GeV

Boosted: 
• Require 2 large R-jets (R=1.0) 

• Variable-radius track jets are used for b-tagging 
• Targets high mass resonances:  

• mX = 900-3000 GeV

Two channels statistically combined in the overlap mass range
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HH→bbbb @ CMS

• Combination of di-bjet pairs solved with the HH mass distance and 
Higgs Pt: correct rate ranging 82 - 96% (91 - 98%) for ggF (VBF).


• Advanced categorization: low vs high mHH in ggF and SM-like vs 
anomalous κ2v-like in VBF


• Powerful multivariate discriminant to separate background from signal.
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High BR, low S/B : HH→bbbb
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■ Events selected with ≥ 3 b jets

□ largely rely on b tag performance, also at HLT


■ Signal combinatorics solved by pairing jets 
as “closest to diagonal”

□ minimal bias of the bkg in the signal region

□ natural definition of signal, control, and 

validation regions based on signal properties


■ Advanced categorization of events

□ ggF - VBF discriminant to define production 

mode categories

□ high and low mHH regions in ggF

□ SM- and BSM-like categories in VBF
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Figure 1: Distributions of the events observed in the A
4b
SR signal region. The upper and lower

rows show the ggF and VBF categories, respectively. For the former, the output of the BDT
discriminant is shown for the low-mass category on the left and for the high-mass category on
the right. For the latter, the mHH distribution in the SM-like category is shown on the left and
the total number of events in the anomalous k2V-like category on the right. Data are represented
by points with error bars, the expected background contribution is represented by the shaded
blue histograms with the associated systematic uncertainties (dashed areas), while the ggF
(VBF) signal contributions is shown in blue (red) and not stacked.

the systematic uncertainties previously discussed are introduced as nuisance parameters. In
the absence of an evidence for a signal, the observed data are used to set 95% CL upper limits
on the cross section for Higgs boson pair production as function of the coupling hypothesis
considered, using the asymptotic modified frequentist method (asymptotic CLs) [52, 53].

Figure 2 shows the 95% CL upper limits as function of the kl and k2V values. The value of
kl is observed (expected) to be in the range �2.3 < kl < 9.4 (�5.0 < kl < 12.0) at the
95% CL, while the value of k2V is observed (expected) to be in the range �0.1 < k2V < 2.2
(�0.4 < k2V < 2.5) at the 95% CL. Under the SM hypothesis, the HH ggF production cross
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HH→bbbb (VBF boosted) @ CMS

• Select events with 2 large-radius jets + 2 
small-radius jets


• ParticleNet discriminate Dbb to identify 
the bb candidates


• 3 purity categories based on Dbb
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Probing the VVHH vertex
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(d) Associated production with top-quarks: qq̄/gg → tt̄HH

Figure 1: Some generic Feynman diagrams contributing to Higgs pair production at hadron
colliders.
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ŝ

)

,

(5)

with
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ŝ
∓
√

1−
4M2

H

ŝ
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ŝ2 (

1
−
2 M

2Hŝ
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Figure 1: Some generic Feynman diagrams contributing to Higgs pair production at hadron
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with ŝ and t̂ denoting the partonic Mandelstam variables. The triangular and box form
factors F#, F! and G! approach constant values in the infinite top quark mass limit,

F# →
2

3
, F! → −

2

3
, G! → 0 . (6)

The expressions with the complete mass dependence are rather lengthy and can be found
in Ref. [11] as well as the NLO QCD corrections in the LET approximation in Ref. [18].

The full LO expressions for F#, F! and G! are used wherever they appear in the
NLO corrections in order to improve the perturbative results, similar to what has been
done in the single Higgs production case where using the exact LO expression reduces the
disagreement between the full NLO result and the LET result [7, 19].

For the numerical evaluation we have used the publicly available code HPAIR [44] in
which the known NLO corrections are implemented. As a central scale for this process
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FIG. 1: Cartoon of the region in the plane (g⇤,�/g⇤), defined by Eqs. (13),(14), that can be probed
by an analysis including only dimension-6 operators (in white). No sensible e↵ective field theory
description is possible in the gray area (� < gmin), while exploration of the light blue region
(gmin < � <

p
g⇤gmin) requires including the dimension-8 operators.
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FIG. 2: Feyman diagrams contributing to double Higgs production via gluon fusion (an additional
contribution comes from the crossing of the box diagram). The last diagram on the first line
contains the t̄thh coupling, while those in the second line involve contact interactions between the
Higgs and the gluons denoted with a cross.

derivative terms (which correspond to dimension-8 operators in the limit of linearly-realized

EW symmetry). The e↵ect of the neglected derivative operators will be then studied by

analyzing their impact on angular di↵erential distributions and shown to be small in our

case due to the limited sensitivity on the high mhh region.

The Feynman diagrams that contribute to the gg ! hh process are shown in Fig. 2. Each

diagram is characterized by a di↵erent scaling at large energies
p
ŝ = mhh � mt, mh. We
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Figure 1: Some generic Feynman diagrams contributing to Higgs pair production at hadron
colliders.
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with ŝ and t̂ denoting the partonic Mandelstam variables. The triangular and box form
factors F#, F! and G! approach constant values in the infinite top quark mass limit,

F# →
2

3
, F! → −

2

3
, G! → 0 . (6)

The expressions with the complete mass dependence are rather lengthy and can be found
in Ref. [11] as well as the NLO QCD corrections in the LET approximation in Ref. [18].

The full LO expressions for F#, F! and G! are used wherever they appear in the
NLO corrections in order to improve the perturbative results, similar to what has been
done in the single Higgs production case where using the exact LO expression reduces the
disagreement between the full NLO result and the LET result [7, 19].

For the numerical evaluation we have used the publicly available code HPAIR [44] in
which the known NLO corrections are implemented. As a central scale for this process
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h ŝ a

nd
t̂ d

eno
tin

g the
par

ton
ic M

and
elst

am
var

iab
les.

Th
e t

rian
gul

ar
and

box
for

m

fac
tor

s F#
, F!

and
G!

app
roa

ch
con

sta
nt

val
ues

in the
infi

nit
e to

p qua
rk

ma
ss l

imi
t,

F#
→
2
3
,

F!
→ −

2
3
,

G!
→ 0 .

(6)

Th
e e

xpr
ess

ion
s w

ith
the

com
ple

te m
ass

dep
end

enc
e a

re r
ath

er l
eng

thy
and

can
be

fou
nd

in Ref
. [1

1] a
s w

ell
as

the
NL

O QC
D cor

rec
tion

s in
the

LE
T app

rox
ima

tion
in Ref

. [1
8].

Th
e full

LO
exp

res
sion

s for
F#

, F!
and

G!
are

use
d wh

ere
ver

the
y app

ear
in

the

NL
O cor

rec
tion

s in
ord

er
to

imp
rov

e t
he

per
tur

bat
ive

res
ult

s, s
imi

lar
to

wh
at

has
bee

n

don
e in

the
sin

gle
Hig

gs p
rod

uct
ion

cas
e w

her
e u

sin
g th

e ex
act

LO
exp

res
sion

red
uce

s th
e

dis
agr

eem
ent

bet
wee

n the
full

NL
O res

ult
and

the
LE

T res
ult

[7, 1
9].

For
the

num
eric

al e
val

uat
ion

we
hav

e u
sed

the
pub

licl
y ava

ilab
le c

ode
HPA

IR
[44

] in

wh
ich

the
kno

wn
NL

O cor
rec

tion
s a

re
imp

lem
ent

ed.
As

a cen
tra

l sc
ale

for
thi

s p
roc

ess

6

(a) gg double-Higgs fusion: gg → HH

H

H

H

g

g

Q

H

Hg

g

Q

(b) WW/ZZ double-Higgs fusion: qq′ → HHqq′

q

q′

q

q′

V ∗

V ∗

H
H

(c) Double Higgs-strahlung: qq̄′ → ZHH/WHH

q

q̄′ V ∗

V

H

H

g

g

t̄

t
H
H

q

q̄
g

(d) Associated production with top-quarks: qq̄/gg → tt̄HH

Figure 1: Some generic Feynman diagrams contributing to Higgs pair production at hadron
colliders.
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with ŝ and t̂ denoting the partonic Mandelstam variables. The triangular and box form
factors F#, F! and G! approach constant values in the infinite top quark mass limit,

F# →
2

3
, F! → −

2

3
, G! → 0 . (6)

The expressions with the complete mass dependence are rather lengthy and can be found
in Ref. [11] as well as the NLO QCD corrections in the LET approximation in Ref. [18].

The full LO expressions for F#, F! and G! are used wherever they appear in the
NLO corrections in order to improve the perturbative results, similar to what has been
done in the single Higgs production case where using the exact LO expression reduces the
disagreement between the full NLO result and the LET result [7, 19].

For the numerical evaluation we have used the publicly available code HPAIR [44] in
which the known NLO corrections are implemented. As a central scale for this process
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2

(

1− 2 M 2
H
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FIG. 1: Cartoon of the region in the plane (g⇤,�/g⇤), defined by Eqs. (13),(14), that can be probed
by an analysis including only dimension-6 operators (in white). No sensible e↵ective field theory
description is possible in the gray area (� < gmin), while exploration of the light blue region
(gmin < � <

p
g⇤gmin) requires including the dimension-8 operators.
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FIG. 2: Feyman diagrams contributing to double Higgs production via gluon fusion (an additional
contribution comes from the crossing of the box diagram). The last diagram on the first line
contains the t̄thh coupling, while those in the second line involve contact interactions between the
Higgs and the gluons denoted with a cross.

derivative terms (which correspond to dimension-8 operators in the limit of linearly-realized

EW symmetry). The e↵ect of the neglected derivative operators will be then studied by

analyzing their impact on angular di↵erential distributions and shown to be small in our

case due to the limited sensitivity on the high mhh region.

The Feynman diagrams that contribute to the gg ! hh process are shown in Fig. 2. Each

diagram is characterized by a di↵erent scaling at large energies
p
ŝ = mhh � mt, mh. We
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HH→bbbb (VBF) @ ATLAS 

11

J
H
E
P
0
7
(
2
0
2
0
)
1
0
8

Selections

VBF topology
At least two jets

with pT > 30, |η| >2.0

Two highest-pT jets with opposite sign η
∣∣∆ηVBF

jj

∣∣> 5.0 and mVBF
jj > 1000

Signal topology

Exactly 4 b-tagged jets with pT > 40, |η| <2.0

If m4b < 1250
360
m4b

− 0.5 < ∆Rlead
bb < 653

m4b
+ 0.475

235
m4b

< ∆Rsubl
bb < 875

m4b
+ 0.35

If m4b ≥ 1250
∆Rlead

bb < 1

∆Rsubl
bb < 1

Pairs with minimum

DHH =
√
(mlead

2b )2 + (msubl
2b )2

∣∣∣sin
(
tan−1

(
msubl

2b

mlead
2b

)
− tan−1

(
116.5
123.7

))∣∣∣

Background rejection
Multijet

|∆ηHH | < 1.5

|Σi "pTi| < 60, where i = b-jets and VBF-jets

pleadT,H > 0.5m4b − 103

psublT,H > 0.33m4b − 73

tt̄ Veto if XWt =

√(
mW−80.4
0.1mW

)2
+
(

mt−172.5
0.1mt

)2
≤ 1.5

Region definition

Signal region (SR) XHH =

√(
mlead

2b −123.7
11.6

)2
+
(

msubl
2b −116.5

18.1

)2
< 1.6

Validation region (veto SR)
√(

mlead
2b − 123.7

)2
+
(
msubl

2b − 116.5
)2

< 30

Sideband region (veto SR, VR)
√(

mlead
2b − 123.7

)2
+
(
msubl

2b − 116.5
)2

< 45

Table 1. Summary of the selection criteria for capturing the VBF topology, identifying HH → bb̄bb̄
decays, and suppressing background events. Possible remnants of the VBF process are identified
using the two highest-pT forward jets. Labels “lead” and “subl” refer to the leading and subleading
Higgs boson candidates (ordered in pT), respectively. The definitions of the different analysis regions
are also provided. The transverse momenta and masses are expressed in GeV.

form Higgs boson candidates, b-tagged jets are used, and the forward jets are considered

as possible remnants of the VBF process. The Higgs boson reconstruction procedure is

the same as the one described in ref. [8], except that the usage of the jet energy regression

changes the numerical values in the signal region definition described below. A summary

of the selection criteria is provided in table 1.

5.1 VBF-jets selection

The two highest-pT forward jets with opposite sign of η are considered as remnants of the

VBF production process if the absolute value of the pseudorapidity separation between

them,
∣∣∣∆ηVBF

jj

∣∣∣, exceeds 5.0 and their invariant mass, mVBF
jj , is greater than 1000 GeV.

5.2 Signal kinematics selection

The four central b-tagged jets are considered in three possible combinations of two-jet

pairings. Their invariant mass, m4b, is used to define criteria to select signal-like events.

The following ∆R requirements must be satisfied; these reflect the correlation of m4b with

– 6 –

Event selection

• To suppress QCD (major) 
– Cut on Pt of higgs candidates 
Leading:  pT, lead > 0.5m4b - 90 [GeV] 
Sub leading:  pT, subl > 0.33m4b - 70 [GeV] 

– |Δη(hh)| < 1.5 
– Cut on the observables of VBF jets (new) 

• Δη > 5 
• mjj > 1000 GeV 

– pT of vector sum of 6 jets < 60 GeV (new) 
• To suppress ttbar (minor) 

– Calculate Xwt for all combination of 2 b-jets 
and 1 non-tagged jet.

② Suppressing the backgrounds

4 b jets

h

H  
(mass: m4b)
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ΔRjj, sub-leading

h
2 VBF jets

pT > 40 GeV

pT > 30 GeV

|η|=2.0

topology and preselection

Requirement on the the angular distance 
between jets in the higgs candidates.

① Obtaining higgs candidates

m4b m4b

m4b m4b

A combination of multi-b-jet triggers is 
used in this analysis.
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Figure 2. Cumulative acceptance times efficiency at each stage of the event selection, as detailed in
section 5. The number of events surviving the selection divided by the number of generated events
is reported separately for the non-resonant signal as a function of the κ2V coupling modifier and for
the narrow- and broad-width resonance production hypotheses as a function of the generated mass.
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Figure 3. Two-dimensional mass regions used in the analysis. The signal region is inside the inner
(red) dashed curve, the validation region is outside the signal region and within the intermediate
(orange) circle, and the sideband is outside the validation region and within the outer (yellow)
circle. The regions are shown for (a) simulated events from the SM non-resonant HH process and
(b) the estimated multijet background.

6 Background estimation

After the event selection described in section 5, the background is dominated by multijet

and tt̄ events. The multijet events constitute about 95% of the total background and are

modelled using data. The remaining 5% are tt̄ events, which are modelled using simulation.

The normalisation of the all-hadronic tt̄ background is determined from data, whereas

the non-all-hadronic tt̄ background is normalised to the SM prediction. In the SM, the

contribution of the HH pairs produced via ggF is small compared to other backgrounds

– 9 –

• Based on early Run2 ggF resolved analysis 
strategy, optimization for the VBF HH 
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HH→bbbb (VBF) @ ATLAS 

• Largest deviation from background-only hypothesis has a local significance of 
1.5σ at 550GeV


• Observed limit on σHH  is compatible with the expectation at a level of <2σ

• Observed (expected) constraint on κ2V:  [-0.76, 2.9]  ([-0.91, 3.11])

• Dominant uncertainty is from the mis-modelling of multi-jet background
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Figure 4. Post-fit mass distribution of the HH candidates in the (a) signal and (b) valida-
tion regions. The expected background is shown after the profile-likelihood fit to data with the
background-only hypothesis; the narrow-width resonant signal at 800 GeV and the non-resonant
signal at κ2V = 3 are overlaid in the signal region, both normalised to the corresponding observed
upper limits on the cross-section. The lower panel shows the ratio of the observed data to the
estimated SM background. The distribution of events is shown per mass interval corresponding to
the bin width of 40 GeV, while the overflow events are included in the last bin.
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Figure 5. Observed and expected 95% CL upper limits on the production cross-section for resonant
HH production via VBF as a function of the mass mX . The (a) narrow- and (b) broad-width
resonance hypotheses are presented.

to 300 GeV and 800 GeV. Only major sources of systematic uncertainty are quoted along

with the impact of the statistical uncertainty. The uncertainties of similar nature are

grouped into unique categories and the fit is performed independently for the two hypoth-

esised signals. The systematic uncertainties related to the multijet background estimate

have the largest impact on the result.
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Table 2. Upper limits at 95% CL for SM non-resonant HH production via VBF in fb (first row)
and normalised to its SM expectation, σSM

VBF (second row). Uncertainties related to the branching
ratio of the H → bb̄ decay are not considered.
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Figure 6. Observed and expected 95% CL upper limits on the production cross-section for non-
resonant HH production via VBF as a function of the di-vector-boson-di-Higgs-boson coupling
modifier κ2V . The theory prediction of the cross-section as a function of κ2V is also shown. More
details on the predicted cross-section can be found in section 3.

Source mX = 300 GeV Source mX = 800 GeV

Multijet normalisation 46% Multijet modelling 44%

Jet energy resolution 26% Jet energy resolution 23%

Multijet modelling 18% Jet energy scale 19%

Multijet kinematic reweighting 17% Multijet kinematic reweighting 9%

tt̄ modelling 11% Multijet normalisation 7%

Jet energy scale 10% tt̄ modelling 6%

Total systematic uncertainty 64% Total systematic uncertainty 57%

Statistical uncertainty 77% Statistical uncertainty 82%

Table 3. Dominant relative uncertainties in the best-fit signal cross-section σbest fit
VBF (pp → Xjj →

HHjj) of hypothesised resonant HH signal production. The leading sources of systematic uncer-
tainty, the total systematic uncertainty and the data statistical uncertainty are provided. Two mass
points are selected: mX = 300 GeV with the best-fit cross-section of 140 fb and mX = 800 GeV
with 4.7 fb, which correspond to the low and high mass regions. The groups of uncertainties do not
add up in quadrature to the total uncertainty, because only the dominant uncertainties are shown
and also due to correlations between the uncertainties.
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HH→bbbb @ ATLAS 

• Targets low-medium mass resonances

• 4 small R-jet (R=0.4)

• 4b signal region

13

Resolved Analysis Boosted Analysis

• Targets high mass resonances

• 2 large R-jet (R=1.0)

• 3SR are defined : 2b, 3b, 4b

HH→bbbb: Resolved Analysis Overview
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• Uses a combination of b-jet, jet and HT (∑jets |ET|) triggers 
• At least 4 small R-jets is required in an event 
• BDT is used to pair the jets into Higgs boson candidates  

• Two categories: 
• 4b signal region: 4 b-jets  
• 2b category for background estimate: 2 b-jets + 2 untagged jets 

• Fully data-driven background estimation: 
• ~95% multijet, ~5% from ttbar 
• Derive weights in the CR, mapping from 2b to 4b 
• Apply weights in 2b SR to get a model of background in the 4b SR 

• Likelihood fit in bins of “corrected mHH”

Figure 2: Kinematic region definitions superimposed on the resolved 2b data for the full 2016–2018 dataset. H1 and
H2 are the reconstructed Higgs boson candidates, sorted by pT.

SM Higgs boson mass is due to detector e�ects, as well as energy lost to neutrinos from the b-hadron
decays and to out-of-cone radiation. Jets with lower pT, which are more likely to comprise H2, are more
susceptible to these e�ects. The validation region (VR) contains the events not in the SR which satisfy the
condition

R
VR
HH ⌘

q�
m(H1) � 1.03 ⇥ 120 GeV

�2
+
�
m(H2) � 1.03 ⇥ 110 GeV

�2
< 30 GeV. (3)

Finally, the control region (CR) contains the events not in the SR or VR which satisfy the condition

R
CR
HH ⌘

q�
m(H1) � 1.05 ⇥ 120 GeV

�2
+
�
m(H2) � 1.05 ⇥ 110 GeV

�2
< 45 GeV. (4)

The centers of the VR and CR are shifted with respect to the SR to ensure that the mean H candidate
masses are equal in the three regions. The shapes of these regions in the m(H1)–m(H2) plane are shown
with the 2b data in Figure 2.

After the full selection, the final discriminating variable “corrected m(HH)” is constructed. This is obtained
by rescaling the four-momenta of the H candidates such that m(H1) = m(H2) = 125 GeV. The corrected
m(HH) is then the invariant mass of the sum of the two resulting four-momenta. This procedure improves
the scale and resolution of the reconstructed signal mass distribution by correcting for detector e�ects and
physical processes such as radiative emission outside the jet cones. This correction improves the signal
mass resolution by up to 25% and shifts the mean of the mass distribution closer to the true value. It also
modifies the background shape, but does not introduce any signal-like features. The signal e�ciency times
acceptance for the various event selection steps is shown in Figure 3. The e�ciency at low resonance
masses is mainly limited by the trigger. At high resonance masses the jets start to merge together and the
reconstruction and b-tagging e�ciencies decrease. The e�ciency is substantially larger for the spin-2
model than for the spin-0 model because the corrected m(HH) distribution of the spin-2 model is much

9

2b

HH→bbbb: Boosted Analysis Overview

21

• Uses single large-R jet trigger 
• At least two large-R jets required 
• Fully data-driven multijet background estimation 
• The remainder from ttbar, from MC 

• Up t0 30% contribution 
• Data-driven corrections applied in 2b and 3b categories 

•  3 SRs are defined: 2b, 3b, 4b categories

4b 3b 2b

2b-2f 2b-1f 1b-1f

Figure 7: Illustration of the three high-tag categories (4b, 3b, and 2b) with the corresponding low-tag categories
used to estimate the multijet background (2b-2 f , 2b-1 f , and 1b-1 f ). Teal cones represent large-R jets, yellow cones
represent associated b-tagged track jets, and white cones represent associated untagged track jets. For H candidates
with more than two associated track jets, only the two with the highest pT are considered.

The untagged H candidate in the 2b-1 f region is allowed to have more than one track jet because requiring
exactly one would result in a very small number of events in this category. In these low-tag categories, the
H candidate that has no b-tagged track jets is also referred to as untagged, while the other one is labeled as
tagged. A diagram of events in these high-tag and low-tag categories is shown in Figure 7.

Events passing the 2b-2 f criteria also necessarily pass the 2b-1 f criteria. To avoid overlap between the
two categories, these events are distributed randomly between them, with 80% allocated as 2b-1 f events
and the remaining 20% allocated as 2b-2 f events. This corresponds roughly to the ratio of background
events present in the two categories.

Similarly to the resolved channel, events are sorted into signal, validation, and control regions based on the
invariant masses of the H candidates. The SR is defined by requiring X

HH
< 1.6, where

X
HH
=

s✓
m(H1) � 124 GeV

0.1 ⇥ m(H1)

◆2
+

✓
m(H2) � 115 GeV

0.1 ⇥ m(H2)

◆2
. (8)

This definition, as well as those of the validation and control regions, slightly di�ers from that in the
resolved channel. This is due to the di�erent energy scale of the boosted jet reconstruction and the di�erent
background distribution. The VR contains the events not in the SR which satisfy the condition

R
VR
HH ⌘

q�
m(H1) � 124 GeV

�2
+
�
m(H2) � 115 GeV

�2
< 33 GeV. (9)
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large-R jet b-tagged track jet untagged track jet

Figure 8: Kinematic region definitions superimposed on the data in the 2b-1 f category. H1 and H2 are the
reconstructed Higgs boson candidates, sorted by pT.

Finally, the CR contains the events not in the SR or VR which satisfy the condition

R
CR
HH ⌘

q�
m(H1) � 134 GeV

�2
+
�
m(H2) � 125 GeV

�2
< 58 GeV. (10)

The CR is shifted to higher masses relative to the signal and validation regions in order to maximize the
number of selected events while avoiding the low-mass peak of the multijet background distribution. The
definition of these regions in the m(H1) � m(H2) plane are shown with the 2b-1 f data in Figure 8.

In order to ensure orthogonality between the resolved and boosted channels, any events passing the resolved
signal region selection are vetoed from the boosted channel. This priority choice results in the best signal
sensitivity.

The signal acceptance times e�ciency for various steps of the selection is shown in Figure 9.

6.2 Background Estimation

As in the resolved channel, the background in the boosted channel is dominated by pure QCD multijet
processes (excluding top quark production), with the remainder comprised almost entirely of tt production.
The fractions of tt relative to the total background are 10%, 15% and 30% for the 4b, 3b and 2b regions,
respectively. Other background sources, such as single Higgs boson production, SM HH production,
(Z ! bb)+jets, and Z Z ! bbbb account for  1% of the total and are neglected.

A data-driven method is used to estimate the multijet background in each of the 4b, 3b, and 2b signal
regions. The tt background is estimated from MC simulation, with corrections derived from data applied
in the 3b and 2b regions.

18

2b-1f

4b background from 2b-2f 
3b background from 2b-1f 
2b background from 1b-1f 
Region definitions slightly different from the 
resolved analysis 

High-tag 
categories

Low-tag 
categories



HH→bbbb @ ATLAS 

• 4 small R-jet (R=0.4)

• Targets low-medium mass resonances

• 4b signal region

14

Resolved Analysis Boosted Analysis

• 2 large R-jet (R=1.0)

• Targets high mass resonances

• 3SR are defined : 2b, 3b, 4b

Figure 6: Corrected m(HH) distribution in the resolved 4b signal region (dots), after the fit under the background-only
hypothesis. The error bars on the 4b points represent the Poisson uncertainties corresponding to their event yields.
The background model (teal histogram) is shown with its total post-fit uncertainty (grey band). The final bin
includes overflow. Representative spin-0 signal hypotheses (dashed, dotted, and dashed-dotted lines) are overlaid,
normalized to the overall expected limits on their cross-sections. The bottom panel shows the di�erence between the
4b distribution and the background model, relative to the background model. No significant excess of data with
respect to the SM background is observed.

Table 2: Resolved 4b signal region data, estimated background, and signal event yields in corrected m(HH) windows
containing roughly 90% of each signal, for representative spin-2 mass hypotheses. The signal is normalized to the
overall expected limit on its cross-section; its uncertainties are evaluated by adding all individual components in
quadrature. The background yields and uncertainties are evaluated after a background-only fit to the data.

m(G⇤
KK) [GeV] Corrected m(HH) range [GeV] Data Background model Spin-2 signal model

260 [250, 393] 26 775 26 650 ± 130 368 ± 25
500 [464, 636] 4 655 4 719 ± 37 138.6 ± 5.7
800 [707, 950] 795 811 ± 13 52.1 ± 1.9
1200 [993, 1279] 146 120.6 ± 2.8 14.45 ± 0.67
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Figure 11: Smoothing fit (solid line) applied to the HH invariant mass spectrum of the multijet background estimate
(dots with error bars) in the (a) 2b, (b) 3b, and (c) 4b signal regions. The e�ects of the fit function parameter
eigenvariations (dashed and dashed-dotted lines) are also shown, indicating the e�ective statistical uncertainties. The
bottom panel shows the di�erence between the unsmoothed and smoothed multijet background estimates, normalized
to the smoothed estimate.
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Figure 12: Comparison of the background model (stacked histograms) to data (dots) in the (a) 2b, (b) 3b, and (c) 4b

validation regions. The error bars on the data points represent the Poisson uncertainties corresponding to their event
yields. The background uncertainty (grey band) is computed by adding all individual sources in quadrature and is not
allowed to extend below zero. The bottom panel shows the di�erence between the data and the background model,
normalized to the background model.

where the p
i
are dimensionless free parameters and x ⌘ m(HH)/ps. This function and similar ones have

been used to fit falling dijet and multijet spectra in similar analyses (e.g. Refs. [8, 84]). The results of these
smoothing fits for the multijet background model are shown in Figure 11. Due to the small number of
events in the 4b category, the shape of the tt̄ distribution in this region is taken from the 3b category and
scaled to the yield in the 4b category. This is found to be consistent with the shape in the 4b category
within statistical uncertainties.

The background model outside the region where it is derived is checked using the VR, as shown in Figure 12.
Good agreement is observed; residual di�erences between the CR and VR are used to estimate a systematic
uncertainty as described in Section 6.3.
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HH→bbbb @ ATLAS 

• The most significant excess @ 1.1 TeV 

• Local significance 2.6σ (2.7σ) for the spin-0 (spin-2) model


• Global significance 1.0σ (1.2σ) for the spin-0 (spin-2) model
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Figure 14: Expected (dashed black lines) and observed (solid black lines) 95% CL upper limits on the cross-section
times branching ratio of resonant X/G

⇤
KK ! HH production in the (a) spin-0 and (b) spin-2 signal models. The

±1� and ±2� ranges for the expected limits (colored bands) are shown. Expected limits using each of the resolved
and boosted channels individually (dashed colored lines) are shown. The theoretical prediction for the bulk RS
model with k/MPl = 1 [27] (solid red line) is shown; the decrease below 350 GeV is due to a sharp reduction in the
G

⇤
KK ! HH branching ratio. The nominal H ! bb̄ branching ratio is taken as 0.582.
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Figure 14: Expected (dashed black lines) and observed (solid black lines) 95% CL upper limits on the cross-section
times branching ratio of resonant X/G

⇤
KK ! HH production in the (a) spin-0 and (b) spin-2 signal models. The

±1� and ±2� ranges for the expected limits (colored bands) are shown. Expected limits using each of the resolved
and boosted channels individually (dashed colored lines) are shown. The theoretical prediction for the bulk RS
model with k/MPl = 1 [27] (solid red line) is shown; the decrease below 350 GeV is due to a sharp reduction in the
G

⇤
KK ! HH branching ratio. The nominal H ! bb̄ branching ratio is taken as 0.582.
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Figure 16: Candidate �� ! 11̄WW event of the high mass BDT tight category. Tracks (in green) with ?T > 2 GeV
are shown along with two 1-jets (red cones) with ?T of 153 GeV and 81 GeV and a <11̄ invariant mass of 113 GeV,
two photons (cyan towers) with a transverse energy ⇢T of 144 GeV and 96 GeV and a <WW invariant mass of 123 GeV.
The <

⇤
11̄WW

invariant mass is 625 GeV.
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HH→γγbb

16

Branching Ra+o

Excellent %%%
resolution

Large BR

Fully reconstructable final state, no 
combinatoric issues for H 
identification

Isolated photons:
• Excellent handle for trigger 

• Advantage for low mHH
• High S/B 
• Clean signal extraction

March 2021 V. M. M. Cairo 5Illustrations by F. Cairo

ATLAS published results

• Full reconstructable final state

• Excellent di-photon resolution

• Large BR of H→bb

One of the golden channels for HH search



HH→γγbb @ ATLAS and CMS

• Dedicated MVA for ttH suppression

• MVA optimization with the separation of 

ggH/VBF and mX cases.
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Figure 5. The distribution of the ttHScore (left) and MVA output (right) in data and simulated
events. Data, dominated by γγ + jets and γ + jets background, are compared to the SM ggF HH
signal samples and single H samples (ttH, ggH, VBF H, VH) after imposing the selection criteria
described in section 5. The error bars on the data points indicate statistical uncertainties. The HH
signal has been scaled by a factor of 103 for display purposes.

are obtained using the per-object resolution estimators provided by the energy regressions
developed for photons and b jets. In the training, the mass dependence of the classifier is
removed by using only dimensionless kinematic variables. The inverse resolution weighting
at training time improves the performance by bringing back the information about the
resonant nature of the signal. Independent training and testing samples are created by
splitting the signal and background samples. The classifier hyperparameters are optimized
using a randomized grid search and a 5-fold cross-validation technique [87]. The BDT
is trained separately for the 2016, 2017, and 2018 data-taking years. The BDT output
distribution is very similar among the three years, leading to the same definitions of optimal
signal regions based on the BDT output. Therefore, during the event categorization, a
single set of analysis categories is defined using data from 2016–2018. The distributions
of the BDT output for signal and background are very well separated. In order to avoid
problems of numerical precision when defining optimal signal-enriched regions, the BDT
output is transformed such that the signal distribution is uniform. This transformation is
applied to all events, both in simulation and data. The distribution of the MVA output
for data and simulated events is shown in figure 5 (right).

8.2 Background reduction in the VBF HH signal region

Similarly to the ggF HH analysis strategy, an MVA discriminant is employed to separate
the VBF HH signal from the background. As for the ggF case, the γγ + jets and γ + jets
processes are the dominant sources of background. For the VBF production mode, the ggF
HH events are considered as background. About a third of the ggF HH events passing the
selection requirements described in section 5 also pass the dedicated VBF selection criteria.
The distinctive topology of the VBF HH process is used to separate the VBF HH signal
from the various sources of background. In addition to the discriminating features of the

– 12 –

 GeV  Better mass resolutionm*X = mbbγγ − mbb − mγγ + 250 ⟹

JHEP 03 (2021) 257 ATLAS-CONF-2021-016



HH→γγbb @ ATLAS and CMS

• CMS: 2D fit over mγγ and mbb with the negligible correlation treatment 
• ATLAS: signal extraction in the mγγ spectrum over all categories
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Figure 9. Invariant mass distributions mγγ (left) and mjj (right) for the selected events in data
(black points) weighted by S/(S+B), where S (B) is the number of signal (background) events
extracted from the signal-plus-background fit. The solid red line shows the sum of the fitted signal
and background (HH+H+B), the solid blue line shows the background component from the single
Higgs boson and the nonresonant processes (H+B), and the dashed black line shows the nonresonant
background component (B). The normalization of each component (HH, H, B) is extracted from
the combined fit to the data in all analysis categories. The one (green) and two (yellow) standard
deviation bands include the uncertainties in the background component of the fit. The lower panel
in each plot shows the residual signal yield after the background (H+B) subtraction.
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Figure 10. Expected and observed 95% CL upper limits on the product of the HH production
cross section and B(HH → γγbb) obtained for different values of κλ assuming κt = 1. The green
and yellow bands represent, respectively, the one and two standard deviation extensions beyond the
expected limit. The long-dashed red line shows the theoretical prediction.
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HH→γγbb @ ATLAS and CMS
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HH—>!!bb with full Run 2 data(ATLAS)

34

Full Run 2
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= mbbγγ − mγγ − mbb + 250 GeV
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σ(pp → HH) = 4.1(5.5) * SM at 95% CL

σ(pp→HH) = 4.1 (5.5)*SM @95% CL
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Figure 9. Invariant mass distributions mγγ (left) and mjj (right) for the selected events in data
(black points) weighted by S/(S+B), where S (B) is the number of signal (background) events
extracted from the signal-plus-background fit. The solid red line shows the sum of the fitted signal
and background (HH+H+B), the solid blue line shows the background component from the single
Higgs boson and the nonresonant processes (H+B), and the dashed black line shows the nonresonant
background component (B). The normalization of each component (HH, H, B) is extracted from
the combined fit to the data in all analysis categories. The one (green) and two (yellow) standard
deviation bands include the uncertainties in the background component of the fit. The lower panel
in each plot shows the residual signal yield after the background (H+B) subtraction.
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Figure 10. Expected and observed 95% CL upper limits on the product of the HH production
cross section and B(HH → γγbb) obtained for different values of κλ assuming κt = 1. The green
and yellow bands represent, respectively, the one and two standard deviation extensions beyond the
expected limit. The long-dashed red line shows the theoretical prediction.
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σ(pp→HH) = 7.7 (5.2)*SM @95% CL

Observed (Expected) 95% CL <
-3.3<κλ<8.5 (-2.5<κλ<8.2)

Observed (Expected) 95% CL <
-1.5<κλ<6.7 (-2.4<κλ<7.7)
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HH→γγbb @ ATLAS and CMS

• Modification on non resonance HH ggF 
production from BSM effects parametrized 
with EFT (6-dim)
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Figure 14. Expected and observed 95% CL upper limits on the product of the VBF HH production
cross section and B(HH → γγbb) obtained for different values of c2V . The green and yellow bands
represent, respectively, the one and two standard deviation extensions beyond the expected limit.
The long-dashed red line shows the theoretical prediction.

Limits are also set, as a function of c2V , as presented in figure 14. The observed
excluded region corresponds to c2V < −1.3 and c2V > 3.5, while the expected exclusion is
c2V < −0.9 and c2V > 3.1. It can be seen in figure 14 that this analysis is more sensitive
to anomalous values of c2V than to the region around the SM prediction. This is related to
the fact that, for anomalous values of c2V , the total cross section is enhanced and the M̃X
spectrum is harder as shown in figure 4 (right). This leads to an increase in the product
of signal acceptance and efficiency as well as a more distinct signal topology.

Assuming HH production occurs via the VBF and ggF modes, we set constraints on
the κλ and c2V coupling modifiers simultaneously. A 2D negative log-likelihood scan in
the (κλ, c2V) plane is performed using the 14 HH analysis categories. Figure 15 shows 2D
likelihood scans for the observed data and for an Asimov data set assuming all couplings
are at their SM values.

We also set upper limits at 95% CL for the twelve BSM benchmark hypotheses defined
in table 1. In this fit, the yield of the VBF HH signal is constrained within uncertainties to
the one predicted in the SM. The limits for different BSM hypotheses are shown in figure 16
(upper). In addition, limits are also calculated as a function of the BSM coupling between
two Higgs bosons and two top quarks, c2, as presented in figure 16 (lower). The observed
excluded region corresponds to c2 < −0.6 and c2 > 1.1, while the expected exclusion is
c2 < −0.4 and c2 > 0.9.
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Figure 16. Expected and observed 95% CL upper limits on the product of the ggF HH production
cross section and B(HH → γγbb) obtained for different nonresonant benchmark models (defined
in table 1) (upper) and BSM coupling c2 (lower). In this fit, the yield of the VBF HH signal
is constrained within uncertainties to the one predicted in the SM. The green and yellow bands
represent, respectively, the one and two standard deviation extensions beyond the expected limit.
On the lower plot the long-dashed red line shows the theoretical prediction.
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Table 8: Breakdown of the dominant systematic uncertainties. The impact of the uncertainties is defined according to
the statistical analysis described in Section 7. It corresponds to the variation on the upper limit on the signal strength
when re-evaluating the profile likelihood ratio after fixing the nuisance parameter in question to its best-fit value
increased or decreased by one standard deviation, while all remaining nuisance parameters remain free to float. The
impact is shown in %. Only systematic uncertainties with an impact of at least 0.5% are shown. Uncertainties of
Norm. + Shape type have e�ects on both the normalization and the parameters of the functional form, the rest of
uncertainties a�ects only the yields.

Relative impact of the systematic uncertainties in %

Source Type Non-resonant analysis Resonant analysis
�� <- = 300 GeV

Experimental

Photon energy scale Norm. + Shape 5.2 2.7
Photon energy resolution Norm. + Shape 1.8 1.6
Flavor tagging Normalization 0.5 < 0.5

Theoretical

Heavy flavor content Normalization 1.5 < 0.5
Higgs boson mass Norm. + Shape 1.8 < 0.5
PDF+Us Normalization 0.7 < 0.5

Spurious signal Normalization 5.5 5.4
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Observed (Expected) 95% CL 
-1.3<κ2v<3.5 (-0.9<κ2v<3.0)

Observed limits: 610 - 47 fb 
for [251, 1000] GeV
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κt 1.0 1.0 1.0 1.5 1.0 1.0 1.0 1.0 1.0 1.5 1.0 1.0 1.0
c2 −1.0 0.5 −1.5 −3.0 0.0 0.0 0.0 0.0 1.0 −1.0 0.0 1.0 0.0
cg 0.0 −0.8 0.0 0.0 0.8 0.2 0.2 −1.0 −0.6 0.0 1.0 0.0 0.0
c2g 0.0 0.6 −0.8 0.0 −1.0 −0.2 −0.2 1.0 0.6 0.0 −1.0 0.0 0.0

Table 1. Coupling parameter values in the SM and in twelve BSM benchmark hypotheses identified
using the method described in ref. [44].

is the top quark mass. The anomalous couplings c2g , c2, and cg are not present in the SM.
The corresponding part of the Lagrangian can be written as [43]:

LHH =κλλ
SM
HHHvH3−

mt
v

(
κtH+ c2

v
H2
)(

tLtR+h.c.
)
+1
4
αS
3πv

(
cgH−

c2g
2v H2

)
GµνGµν ,

(3.1)

where tL and tR are the top quark fields with left and right chiralities, respectively. The
Higgs boson field is denoted as H, Gµν is the gluon field strength tensor, and h.c. denotes
the Hermitian conjugate.

At LO the full cross section of ggF Higgs boson pair production can be expressed by
a polynomial with 15 terms corresponding to five individual diagrams, shown in figure 1,
and their interference. It has been observed in ref. [44] that twelve benchmark hypotheses,
described by various combinations of the five parameters (κλ, κt , c2, cg , c2g), are able to
represent the distributions of the main kinematic observables of the HH processes over the
full phase space. The parameter values for these benchmark hypotheses are summarized
in table 1. The simulated samples generated with the EFT parameters that describe the
twelve benchmark hypotheses are combined to cover all possible kinematic configurations
of the EFT parameter space. The specific kinematic configurations at any point in the full
5D parameter space are obtained through a corresponding reweighting procedure [44, 45]
that parametrizes the changes in the differential ggF HH cross section.

The reweighting procedure described in ref. [44] to obtain the distributions of the
kinematic observables is implemented for LO only, and cannot be applied to the higher-
order simulation because of the presence of additional partons at the matrix element level.
Therefore, the 12 BSM signal benchmark hypotheses summarized in table 1 are investigated
using an LO Monte Carlo (MC) simulation, and only anomalous values of κλ and κt are
studied with the NLO simulation, as described in section 4.

In the SM, three different couplings are involved in HH production via VBF: λHHH ,
HVV, and HHVV. The Lagrangians corresponding to the left, middle, and right diagrams
in figure 2 scale with cVκλ, c2V , and c2V , respectively, where c2V and cV are the HHVV
and HVV coupling modifiers, normalized to the SM values.
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order simulation because of the presence of additional partons at the matrix element level.
Therefore, the 12 BSM signal benchmark hypotheses summarized in table 1 are investigated
using an LO Monte Carlo (MC) simulation, and only anomalous values of κλ and κt are
studied with the NLO simulation, as described in section 4.

In the SM, three different couplings are involved in HH production via VBF: λHHH ,
HVV, and HHVV. The Lagrangians corresponding to the left, middle, and right diagrams
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All results are consistent with the SM predictions
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Medium BR, medium S/B



HH→bbττ @ ATLAS

• Target τhτh,eτh,μτh:  88% of the total decays

• BDT/NN used to separate signal from background

• Final fit on the BDT/NN output
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Figure 7: The MVA output distributions in the search for non-resonant HH signal (top) and in the search for
resonant HH signal with mX = 500 GeV (middle row) and mX = 1000 GeV (bottom), in the ⌧had⌧had (left), ⌧lep⌧had
single-lepton trigger (middle column) and ⌧lep⌧had lepton-plus-⌧had-vis trigger (right) categories. The distributions are
shown after the fit to the background-only hypothesis. The signal is overlaid and scaled to the combined expected
limit. The dashed histogram shows the total pre-fit background. The lower panels show the ratio between data
and the total post-fit background, where the hatched band shows the statistical and systematic uncertainties on that
background. For visualisation purposes, these histograms are displayed using uniform bin widths instead of the bin
edges used in the fit, though the bin contents correspond to those used in the fit.
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Observed (Expected) HH rate @ 95% CL < 4.7 (3.9) × SM
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PNN used for the resonance search: automatically retrieve the 
optimized training response for different resonance mass points
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Figure 7: The MVA output distributions in the search for non-resonant HH signal (top) and in the search for
resonant HH signal with mX = 500 GeV (middle row) and mX = 1000 GeV (bottom), in the ⌧had⌧had (left), ⌧lep⌧had
single-lepton trigger (middle column) and ⌧lep⌧had lepton-plus-⌧had-vis trigger (right) categories. The distributions are
shown after the fit to the background-only hypothesis. The signal is overlaid and scaled to the combined expected
limit. The dashed histogram shows the total pre-fit background. The lower panels show the ratio between data
and the total post-fit background, where the hatched band shows the statistical and systematic uncertainties on that
background. For visualisation purposes, these histograms are displayed using uniform bin widths instead of the bin
edges used in the fit, though the bin contents correspond to those used in the fit.
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Figure 7: The MVA output distributions in the search for non-resonant HH signal (top) and in the search for
resonant HH signal with mX = 500 GeV (middle row) and mX = 1000 GeV (bottom), in the ⌧had⌧had (left), ⌧lep⌧had
single-lepton trigger (middle column) and ⌧lep⌧had lepton-plus-⌧had-vis trigger (right) categories. The distributions are
shown after the fit to the background-only hypothesis. The signal is overlaid and scaled to the combined expected
limit. The dashed histogram shows the total pre-fit background. The lower panels show the ratio between data
and the total post-fit background, where the hatched band shows the statistical and systematic uncertainties on that
background. For visualisation purposes, these histograms are displayed using uniform bin widths instead of the bin
edges used in the fit, though the bin contents correspond to those used in the fit.
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Table 5: Observed and expected upper limits at 95% CL on the cross-section of non-resonant HH production
according to SM-like kinematics, and on the cross-section of non-resonant HH production divided by the SM
prediction. The ±1 � and ±2 � variations around the expected limit are also shown.

Observed �2 � �1 � Expected +1 � +2 �

⌧had⌧had
�ggF+VBF [fb] 145 70.5 94.6 131 183 245

�ggF+VBF/�SM
ggF+VBF 4.95 2.38 3.19 4.43 6.17 8.27

⌧lep⌧had
�ggF+VBF [fb] 265 124 167 231 322 432

�ggF+VBF/�SM
ggF+VBF 9.16 4.22 5.66 7.86 10.9 14.7

Combined �ggF+VBF [fb] 135 61.3 82.3 114 159 213
�ggF+VBF/�SM

ggF+VBF 4.65 2.08 2.79 3.87 5.39 7.22
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σ1±Comb. Exp.  Exp.hadτhadτ

σ2±Comb. Exp.  Obs.hadτhadτ

Figure 8: Observed and expected limits at 95% CL on the cross-section of the resonant HH production as a function
of the scalar resonance mass mX . The dashed lines show the expected limits while the solid lines show the observed
limits. The blue and red lines are the limits for the ⌧had⌧had channel and ⌧lep⌧had channel, respectively. The black lines
are the combined limits of the two channels. The ±1� and ±2� variations around the expected combined limit are
indicated by the turquoise and yellow bands, respectively. The limits are obtained using the profile-likelihood test
statistic and the modified frequentist CLs technique.
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• Most significant excess τhτh (τlepτh) for at 1TeV (1.1TeV) 
• Combined results @ mX = 1TeV:  

• a local significance of 3σ and a global significance of 2.0+0.4-0.2σ

ATLAS-CONF-2021-030
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๏ Target for bblνlν final states, dominated by the bbWW* (only signal for the 
optimization )


๏ Most discriminate variable with DNN output: dhh = ln( pHH

pTop + pZll + pZττ
)
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�2� �1� Expected +1� +2� Observed

� (gg ! HH) [pb] 0.5 0.6 0.9 1.3 1.9 1.2
� (gg ! HH) /�SM (gg ! HH) 14 20 29 43 62 40
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Theory prediction

• A counting experiment is performed with a profile likelihood fit.

• No evidence of the HH production is observed

• Observed (expected) upper limit:  σHH <40 (29) ×SM @ 95% CL
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HH→bbZZ (4l) @ CMS
• Very rare BR (0.0145%) but very small background + clean H signature peaks

• Final fit to the BDT distribution in data
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5. Background Estimation 5

Table 1: Expected yields in the 4` signal region plus at least two jets after selection. Others
contains contributions from TTW, WWZ, WZZ and ZZZ, processes.

Final state Signal ttZ ttH bbH ZZ ggH+VBF ZH WH others Z+X Total expected Observed
4µ 0.054 0.56 0.67 0.16 3.72 11.89 0.70 0.88 0.04 3.87 22.38 29
4e 0.028 0.35 0.38 0.07 1.43 5.93 0.37 0.45 0.02 2.64 11.60 12
2e2µ 0.079 0.92 0.88 0.19 4.93 15.07 0.94 1.12 0.11 7.22 31.36 33
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Figure 1: m(4`) (left) and m(bb̄) (right) distributions. The m(bb̄) plot is done considering only
events in the mass window: 115 GeV < m(4`) < 135 GeV.

5 Background Estimation
5.1 Irreducible background

The irreducible background to the HH signal is estimated from MC simulations. One of the
main contributions is represented by the production of single H bosons decaying into ZZ,
whose description is provided using the POWHEG v2 generator. For the gluon fusion H pro-
duction mode, NNLO parton shower weights are applied. Another large contribution is given
by the qq̄ ! ZZ⇤ process, which is generated at NLO and then reweighted with NNLO/NLO
k-factors to account for the higher order of the cross section used. Additional NLO electroweak
corrections are applied. The gg ! ZZ⇤ contribution too is estimated from MC by reweighting
the MC with NNLO k-factors. Other backgrounds, shuch as ttZ and ttW are also estimated
from the MC simulation.

5.2 Reducible background

The reducible background (Z + X) originates from processes which contain one or more non-
prompt leptons (leptons which are not originating from the primary vertex). The main sources
of non-prompt leptons are non-isolated electrons and muons coming from decays of heavy-
flavour mesons, mis-reconstructed jets (usually originating from light-flavour quarks) and elec-
trons from g conversions.

The rate of these background processes is estimated by measuring the fe and fµ probabilities
for misidentified electrons and muons which do pass looser selection criteria to also pass the
final selection criteria in selected samples of Z(``) + e + 2jets and Z(``) + µ + 2jets events. The
misidentification rates are evaluated using the tight requirement |Minv(`1`2)� MZ| < 7 GeV,
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Figure 2: Inclusive BDT distributions for signal, estimated background components, and data
for the three different leptonic final state (4µ, 4e, and 2e2µ) and data taking years.

Table 2: Summary of experimental systematic uncertainties. The effect of b tagging SF, JEC and
JES is propagate to the shape of the BDT distribution, thus those uncertainties are treated as
shape uncertainties.

Experimental uncertainties
source 2016 2017 2018
Luminosity 2.6% 2.3% 2.5%
Leptons ID and reco eff 1.6 � 15.5% 1.1 � 12.1% 1.0 � 11%
b tagging SF shape shape shape
JEC shape shape shape
JER shape shape shape
Z+X uncertainties 30 � 41% 30 � 38% 30 � 37%

simulated signal and backgrounds. The JES, JER and b tagging scale factors uncertainties are
considered as shape uncertainties, in particular JES uncertainties, together with the statistical
uncertainties of the last bin of the BDT, have the highest impact on the analysis. All the other
uncertainties are considered as log-Normal distributed uncertainties on the normalisation. The
experimental uncertainties originating from the reducible background estimation, described
in Section 5.2, are also considered. The main contribution comes from the mismatch in the
composition of backgrounds between the samples where the misidentification rate is derived
and where it is applied. The summary of the experimental systematic uncertainties is reported
in Table 2. Theoretical uncertainties arise from the choice of PDF set, the uncertainty on as,
the renormalization and factorization QCD scale ([61]). These uncertainties affect both signal
and background processes. For the HH signal [62], in addition to the uncertainty sources just
described, also an uncertainty related to missing finite top-quark mass effects gives a contribu-
tion. An additional uncertainty of 10% on the k-factor is used for the gg ! ZZ⇤ prediction and
of 0.1% for the qq ! ZZ⇤ prediction. All experimental uncertainties are considered uncorre-
lated while all theoretical uncertainties are considered correlated among the three years. The
summary of theory systematic uncertainties is reported in Table 3.
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8 Results
The results are extracted with a multi-dimensional binned maximum likelihood fit to the BDT
distribution in data. Shape templates for the BDT score for signal are obtained from the sim-
ulated samples and for backgrounds from both simulated samples and data as described in
Section 6. Uncertainties are treated as nuisance parameters for which log-normal a priori dis-
tributions are assumed and template shape variations are taken into account via continuous
template morphing, where indicated in Table 2.

Upper limits on the production cross section of a pair of H bosons times the branching fraction
B(HH ! 4`bb̄) are computed using the modified frequentist approach for confidence levels
(CLs), taking the profile likelihood as a test statistic [63–66] in the asymptotic approximation.
The limits are subsequently compared to the theoretical predictions assuming SM branching
fractions for H boson decays.

The observed (expected) upper limit on the signal strength modifier µ, defined as the ratio of
the double-H boson rate in the 4`b̄b channel to the Standard Model (SM) expectation, is 30 (37)
at 95% CL, as is shown in Fig. 3 (left).

Upper limits are also set for different hypotheses of anomalous H boson self-coupling, as a
function of kl, assuming the other BSM couplings (kt, c2, c2g and cg) equal to their SM values.
The result is shown in Fig. 3 (right) and the exclusion is compared to the theoretical prediction
for the cross section (red line). The analysis constrains kl to be within the observed (expected)
range �9(�10.5) < kl < 14(15.5) at 95% CL.

Figure 3: Left: upper limit on the signal strength at 95% CL for each year and for the combina-
tion. Right: Expected and observed 95% CL upper limits on the SM-like HH production cross
section times B(HH ! 4`bb̄) obtained for different values of kl. The green and yellow bands
represent, respectively, the one and two standard deviation extensions around the expected
limit.

9 Summary
A search for nonresonant H boson pair production in the 4-lepton bb̄ final state is presented.
This search uses a data sample collected in proton-proton collisions at

p
s = 13 TeV by the CMS

HIG-20-004-pas

Observed (Expected) 95% CL < 30 (37)×SM
-9 < κλ < 14 (-10.5<κλ<15.5)
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Table 2: Observed and expected 95% confidence level upper limits on the signal strength for SM �� production
derived from the bbg+g� and bbWW searches, and their statistical combination.

Obs. �2f �1f Exp. 1f 2f

bbWW 4.3 3.1 4.1 5.7 8.8 14.3
bbg+g� 4.6 2.1 2.8 3.9 5.9 9.4

Combined 3.1 1.7 2.2 3.1 4.7 7.3

Figure 5: Observed and expected 95% confidence level upper limits on the signal strength for SM �� production in
the bbWW and bbg+g� searches, and their statistical combination. The expected limits assume no �� production.

6.2 Constraints on the Higgs boson self-coupling

Changes to the Higgs boson self-coupling modifier ^_ from its Standard Model value result in changes to
the �� cross-section and to the kinematics of the �� events. The product of acceptance and e�ciency as
a function of ^_ for the individual searches included in this combination is shown in Figure 6.

Upper limits are set at 95% confidence level on the �� cross-section, fggF+VBF(��), for each ^_

hypothesis. Combined limits including both the bbWW and bbg+g� searches are shown in Table 3 and
Figure 7, and the theoretical prediction for the cross-section fggF+VBF(��) as a function of ^_ is overlaid
on the computed limits. The intersections between the theoretical prediction and the observed (expected)
limit determine the observed (expected) allowed range for ^_. These are found to be �1.0  ^_  6.6
(�1.2  ^_  7.2). The expected limits are calculated assuming no �� production.

10
Figure 7: Observed and expected 95% confidence level upper limits on the non-resonant �� production cross-section
as a function of ^_ in the bbWW and bbg+g� searches, and their statistical combination. The expected limits assume
no �� production. The theory prediction curve represents the scenario where all parameters and couplings are set to
their SM values except for ^_.
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August 29th, 2021Luca Cadamuro (UF) Non-resonant HH at the LHC

Summary of full Run 2 results

■ Individual channels achieve 5-7 ⨉ SM : sensitivity 
improved much faster than luminosity!

□ more data → more sophisticated analysis methods
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6.3 Limits on resonant NN production

The resonant �� searches target a heavy, spin-0 scalar - , which has a narrow-width compared to the
experimental mass resolution. Limits are set at 95% confidence level on the resonant �� production
cross-section, f(- ! ��), and presented for the bbWW, bbg+g�, and bbbb3 searches, and their statistical
combination. Figure 8 shows the combined limits on f(- ! ��), ranging between 1.1 and 595 fb (1.2
and 392 fb) in observation (expectation), depending on the resonance mass. The bbWW search is the most
sensitive at low <- , the bbg+g� search is the most sensitive in the 400–800 GeV range, and the bbbb
search dominates for high <- , demonstrating the complementary of these three searches. The largest
deviation from the Standard Model expectation is observed at 1.1 TeV. This feature has been investigated,
and the local (global) significance for <- = 1.1 TeV using the asymptotic formula [59] is found to be 3.2f
(2.1f), where the trial factor is evaluated based on the number of up-crossings in data.

Figure 8: Expected and observed 95% confidence level upper limits on f(- ! ��) for a spin-0 resonance as a
function of its mass <- in the bbWW, bbg+g� and bbbb searches, and their statistical combination. The discontinuities
in the limit visible in the range <- < 400 GeV are caused by the partial availability of the di�erent analysis limits on
a point-by-point basis, which are provided only for the bbWW search at the weakest limit points. Further details can be
found in Tables 4–7 in the appendix.

3 The boosted bbbb search results were updated with respect to Ref. [53] by the recovery of some events in data and by imposing
additional requirements, following orthogonality checks between resolved and boosted topologies.
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A local significance of 3.2σ and a global 
significance of 2.1σ @ mX = 1.1 TeV



Self-coupling from single Higgs

30

We can exploit at the LHC the  
“High Precision for Hard Processes”

An additional and complementary strategy for the determination 
(at the LHC) of the Higgs self coupling is definitely useful. 

and probe the quantum effects (NLO EW) induced by the Higgs self 
coupling on single Higgs production and decay modes. 
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Figure 5: Diagrams contributing to the C1 coe�cient in �(H ! ��). The
diagrams in the second row have multiplicity 2.

is performed in the unitary gauge, one is actually interchanging the order
of the operations limit ⇠ ! 1 with the integration, i.e., the limit ⇠ !

1 is performed first and then one does the integration while the correct
order is the opposite. Because some of the vertices that arise from the
gauge-fixing function contain a ⇠ factor, this exchange is not always an
allowed operation and in order to check the correctness of our approach we
recomputed1 the full two-loop EW corrections to �(H ! ��) in the unitary
gauge. The corrections were computed as in Ref. [51] via a Taylor expansion
in the parameters q2/(4m2

W
), q2/(4m2

H
) up to and including O(q6/m6) terms

finding perfect agreement with the result of Ref. [51].
Once we verified that in the SM the calculation in the unitary gauge

is equivalent to the one in a R⇠ gauge, the coe�cient C1 is obtained eval-
uating the diagrams in the unitary gauge that contain one trilinear Higgs
interaction. The latter amounts to add to the contribution of the diagrams
in Fig. 4, with the gluons replaced by photons, to the contribution of the
diagrams in Fig. 5. The result is presented in Appendix A. We would like to
remark that the sum of the diagrams in Fig. 5 is finite in the unitary gauge
but it is not finite in a generic R⇠ gauge.

4 Results

In this section we discuss the numerical impact of the �3-dependent contri-
butions on the most important observables in single-Higgs production and
decay at the LHC. We begin by listing and commenting the size of the C1

1
To our knowledge this is the first-ever two-loop computation of a physical observable

performed in the unitary gauge.
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Figure 3: Sample of �SM
3

-dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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All the single Higgs production and decay processes are affected by an 
anomalous trilinear (not quartic) Higgs self coupling, parametrized by     .

of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1

�3
and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�3 ⌘
⌃NLO � ⌃SM

NLO

⌃LO

= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
�
↵
2) terms in the r.h.s, can be compactly written as

�⌃�3 = (� � 1)C1 + (2
�
� 1)C2 , (7)

7
All the different signal strengths    have a different dependence on a single 
parameter     , which can thus be constrained via a global fit.
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Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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Figure 4: Diagrams contributing to the C1 coe�cient in the gluon-gluon-
fusion Higgs production. The one on the right has a multiplicity factor
2.

to the di↵erent Lorentz structure at one loop and at the tree level.
The computation of �(gg ! H), the related �(H ! gg), and of �(H !

��) is much more challenging and deserves a more detailed discussion. These
observables receive the first non-zero contributions from one-loop diagrams,
which do not feature �3, so that the computation of C1 requires the evalu-
ation of two-loop diagrams.

The two-loop EW corrections to �(gg ! H) in the SM were obtained
in Refs. [47–49]. In our computation of the C1 coe�cient we followed the
approach of Ref. [48] where the corrections have been computed via a Taylor
expansion in the parameters q2/(4m2

t ), q
2
/(4m2

H
) where q

2 is the virtuality
of the external Higgs momentum, to be set to m

2
H

at the end of the com-
putation. However, at variance with Ref. [48], we computed the diagrams
contributing to C1, see Fig. 4, via an asymptotic expansion in the large top
mass up to and including O(m6

H
/m

6
t ) terms. The two expansions are equiv-

alent up to the first threshold encountered in the diagrams that defines the
range of validity of the Taylor expansion. In our case, the first threshold in
the diagrams of Fig. 4 occurs at q

2 = 4m2
H

and both expansions are valid
for mH ' 125 GeV. The asymptotic expansion was performed following the
strategy described in Ref. [50] and the result for C1 is presented in Ap-
pendix A. We checked our asymptotic expansion against the corresponding
expression obtained by the Taylor expansion finding, as expected, very good
numerical agreement.

The computation of the EW corrections to the partial decay width of a
Higgs boson into two photons in the SM was performed in a R⇠ gauge in
Refs. [51, 52]. As mentioned above, the identification of the contributions
to the C1 coe�cient is straightforward in the unitary gauge. In this gauge,
neither unphysical scalars nor ghosts are present and the propagator of the
massive vector bosons is i(�gµ⌫ + kµk⌫/M

2

V
)/(k2 �M

2

V
+ i✏). The unitary

gauge is a very special gauge. It can be defined as the limit when the
gauge parameter ⇠ is sent to infinity of a R⇠ gauge. When a calculation
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the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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is performed in the unitary gauge, one is actually interchanging the order
of the operations limit ⇠ ! 1 with the integration, i.e., the limit ⇠ !

1 is performed first and then one does the integration while the correct
order is the opposite. Because some of the vertices that arise from the
gauge-fixing function contain a ⇠ factor, this exchange is not always an
allowed operation and in order to check the correctness of our approach we
recomputed1 the full two-loop EW corrections to �(H ! ��) in the unitary
gauge. The corrections were computed as in Ref. [51] via a Taylor expansion
in the parameters q2/(4m2

W
), q2/(4m2

H
) up to and including O(q6/m6) terms

finding perfect agreement with the result of Ref. [51].
Once we verified that in the SM the calculation in the unitary gauge

is equivalent to the one in a R⇠ gauge, the coe�cient C1 is obtained eval-
uating the diagrams in the unitary gauge that contain one trilinear Higgs
interaction. The latter amounts to add to the contribution of the diagrams
in Fig. 4, with the gluons replaced by photons, to the contribution of the
diagrams in Fig. 5. The result is presented in Appendix A. We would like to
remark that the sum of the diagrams in Fig. 5 is finite in the unitary gauge
but it is not finite in a generic R⇠ gauge.

4 Results

In this section we discuss the numerical impact of the �3-dependent contri-
butions on the most important observables in single-Higgs production and
decay at the LHC. We begin by listing and commenting the size of the C1

1
To our knowledge this is the first-ever two-loop computation of a physical observable

performed in the unitary gauge.
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C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
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! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1

�3
and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�3 ⌘
⌃NLO � ⌃SM

NLO

⌃LO

= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
�
↵
2) terms in the r.h.s, can be compactly written as

�⌃�3 = (� � 1)C1 + (2
�
� 1)C2 , (7)

7
All the different signal strengths    have a different dependence on a single 
parameter     , which can thus be constrained via a global fit.
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Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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Figure 4: Diagrams contributing to the C1 coe�cient in the gluon-gluon-
fusion Higgs production. The one on the right has a multiplicity factor
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to the di↵erent Lorentz structure at one loop and at the tree level.
The computation of �(gg ! H), the related �(H ! gg), and of �(H !

��) is much more challenging and deserves a more detailed discussion. These
observables receive the first non-zero contributions from one-loop diagrams,
which do not feature �3, so that the computation of C1 requires the evalu-
ation of two-loop diagrams.

The two-loop EW corrections to �(gg ! H) in the SM were obtained
in Refs. [47–49]. In our computation of the C1 coe�cient we followed the
approach of Ref. [48] where the corrections have been computed via a Taylor
expansion in the parameters q2/(4m2

t ), q
2
/(4m2

H
) where q

2 is the virtuality
of the external Higgs momentum, to be set to m

2
H

at the end of the com-
putation. However, at variance with Ref. [48], we computed the diagrams
contributing to C1, see Fig. 4, via an asymptotic expansion in the large top
mass up to and including O(m6

H
/m

6
t ) terms. The two expansions are equiv-

alent up to the first threshold encountered in the diagrams that defines the
range of validity of the Taylor expansion. In our case, the first threshold in
the diagrams of Fig. 4 occurs at q

2 = 4m2
H

and both expansions are valid
for mH ' 125 GeV. The asymptotic expansion was performed following the
strategy described in Ref. [50] and the result for C1 is presented in Ap-
pendix A. We checked our asymptotic expansion against the corresponding
expression obtained by the Taylor expansion finding, as expected, very good
numerical agreement.

The computation of the EW corrections to the partial decay width of a
Higgs boson into two photons in the SM was performed in a R⇠ gauge in
Refs. [51, 52]. As mentioned above, the identification of the contributions
to the C1 coe�cient is straightforward in the unitary gauge. In this gauge,
neither unphysical scalars nor ghosts are present and the propagator of the
massive vector bosons is i(�gµ⌫ + kµk⌫/M

2

V
)/(k2 �M

2

V
+ i✏). The unitary

gauge is a very special gauge. It can be defined as the limit when the
gauge parameter ⇠ is sent to infinity of a R⇠ gauge. When a calculation
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the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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is performed in the unitary gauge, one is actually interchanging the order
of the operations limit ⇠ ! 1 with the integration, i.e., the limit ⇠ !

1 is performed first and then one does the integration while the correct
order is the opposite. Because some of the vertices that arise from the
gauge-fixing function contain a ⇠ factor, this exchange is not always an
allowed operation and in order to check the correctness of our approach we
recomputed1 the full two-loop EW corrections to �(H ! ��) in the unitary
gauge. The corrections were computed as in Ref. [51] via a Taylor expansion
in the parameters q2/(4m2

W
), q2/(4m2

H
) up to and including O(q6/m6) terms

finding perfect agreement with the result of Ref. [51].
Once we verified that in the SM the calculation in the unitary gauge

is equivalent to the one in a R⇠ gauge, the coe�cient C1 is obtained eval-
uating the diagrams in the unitary gauge that contain one trilinear Higgs
interaction. The latter amounts to add to the contribution of the diagrams
in Fig. 4, with the gluons replaced by photons, to the contribution of the
diagrams in Fig. 5. The result is presented in Appendix A. We would like to
remark that the sum of the diagrams in Fig. 5 is finite in the unitary gauge
but it is not finite in a generic R⇠ gauge.

4 Results

In this section we discuss the numerical impact of the �3-dependent contri-
butions on the most important observables in single-Higgs production and
decay at the LHC. We begin by listing and commenting the size of the C1

1
To our knowledge this is the first-ever two-loop computation of a physical observable

performed in the unitary gauge.

14

H

H

V

V

H

H

V

V

Figure 2: Structure of the �SM
3

-dependent part inM
1

�
SM
3

for processes involv-

ing massive vector bosons in the final or in the intermediate states (VBF,
HV and H ! V V

⇤
! 4f).

H

t

g

g

t

H

t

g

g

t

H

t

g

g

t

Figure 3: Sample of �SM
3

-dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW
⇤
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case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-
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The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1
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and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as
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= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
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2) terms in the r.h.s, can be compactly written as
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level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M
1

�3
and ZH are taken into account,

denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M
1

�
SM
3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM

NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�3 ⌘
⌃NLO � ⌃SM

NLO

⌃LO

= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3
�
↵
2) terms in the r.h.s, can be compactly written as

�⌃�3 = (� � 1)C1 + (2
�
� 1)C2 , (7)

7

Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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Figure 4: Diagrams contributing to the C1 coe�cient in the gluon-gluon-
fusion Higgs production. The one on the right has a multiplicity factor
2.

to the di↵erent Lorentz structure at one loop and at the tree level.
The computation of �(gg ! H), the related �(H ! gg), and of �(H !

��) is much more challenging and deserves a more detailed discussion. These
observables receive the first non-zero contributions from one-loop diagrams,
which do not feature �3, so that the computation of C1 requires the evalu-
ation of two-loop diagrams.

The two-loop EW corrections to �(gg ! H) in the SM were obtained
in Refs. [47–49]. In our computation of the C1 coe�cient we followed the
approach of Ref. [48] where the corrections have been computed via a Taylor
expansion in the parameters q2/(4m2

t ), q
2
/(4m2

H
) where q

2 is the virtuality
of the external Higgs momentum, to be set to m

2
H

at the end of the com-
putation. However, at variance with Ref. [48], we computed the diagrams
contributing to C1, see Fig. 4, via an asymptotic expansion in the large top
mass up to and including O(m6

H
/m

6
t ) terms. The two expansions are equiv-

alent up to the first threshold encountered in the diagrams that defines the
range of validity of the Taylor expansion. In our case, the first threshold in
the diagrams of Fig. 4 occurs at q

2 = 4m2
H

and both expansions are valid
for mH ' 125 GeV. The asymptotic expansion was performed following the
strategy described in Ref. [50] and the result for C1 is presented in Ap-
pendix A. We checked our asymptotic expansion against the corresponding
expression obtained by the Taylor expansion finding, as expected, very good
numerical agreement.

The computation of the EW corrections to the partial decay width of a
Higgs boson into two photons in the SM was performed in a R⇠ gauge in
Refs. [51, 52]. As mentioned above, the identification of the contributions
to the C1 coe�cient is straightforward in the unitary gauge. In this gauge,
neither unphysical scalars nor ghosts are present and the propagator of the
massive vector bosons is i(�gµ⌫ + kµk⌫/M

2

V
)/(k2 �M

2

V
+ i✏). The unitary

gauge is a very special gauge. It can be defined as the limit when the
gauge parameter ⇠ is sent to infinity of a R⇠ gauge. When a calculation
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Figure 2: Structure of the �SM
3

-dependent part inM
1

�
SM
3

for processes involv-

ing massive vector bosons in the final or in the intermediate states (VBF,
HV and H ! V V

⇤
! 4f).
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Figure 3: Sample of �SM
3

-dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due

12

Degrassi, Giardino, 
Maltoni, DP ’16

decay mode H ! �� H ! WW
⇤

H ! Z Z
⇤

H ! bb̄ H ! ⌧⌧
C

f

1 ⇥ 100 0.49 0.73 0.82 0 0
2
f

1.592
V
+ 0.072

F
� 0.67V F 2

V
2
V

2
F

2
F

Table 4: Values of C
f

1 and expression of 2
f

for each considered Higgs boson decay mode [8, 9].
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Figure 2: Variation of the cross-sections (a) and branching fractions (b) as a function of the trilinear coupling modifier
�. The plots represent the equations (2) and (4) using the numerical values shown in Tables 3 and 4, all obtained
from Ref. [8, 9].

analysed decay modes. For Higgs bosons decaying into two fermions, the C
f

1 coe�cient is zero. The model
under discussion, as shown in Eq. 2 and Eq. 4, does not include any additional contributions from new
physics to the total width of the Higgs boson, or in the gg ! H and H ! �� loop mediated processes.

The dependence on � of the Higgs boson production cross sections and the decay branching fractions are
shown in Figure 2.

3.1 Inclusion of event kinematic information

In the presence of a varied Higgs trilinear coupling, changes in � a�ect not only the inclusive rates of
Higgs boson production and decay processes, but also their kinematics. In particular the largest deviations
in kinematic distributions with respect to the to the SM are expected in the ZH, WH, and ttH production
modes. On the contrary, in Higgs boson decay kinematics no significant modification are expected. Since
the Higgs boson decays to two bodies in all decay channels, and it has a null spin, the angular distribution
of the decay particles cannot be a�ected by BSM e�ects, being fully determined by the energy-momentum
conservation and by the rotational symmetry of the decay. One exception is the decay to four fermions, that

7
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procedure described in Section 4. The total uncertainty is dominated by the statistical component. The218

observed (expected) 95% CL interval constraint on � is found to be �2.3 < � < 10.3 (�5.1 < � < 11.2).219

The observed central value of � and its uncertainty di�er from the expected values because the measured220

yields from single-Higgs and double-Higgs processes are slightly di�erent than the expectation and the221

dependence of their cross sections on � is non-linear. As a check, the fit was performed using an Asimov222

dataset [48] produced setting the signal strengths close to the observed values, giving a fit result very223

similar to the one obtained from data.224

5.2 More generic models225

As described in Sec. 3, the HH cross section depends both on t and �, therefore its measurement226

cannot constrain both parameters simultaneously. At the same time, the inclusion of a dependence on227

� in the single-Higgs production cross section and branching fractions slightly a�ects the constraining228

power of single-Higgs measurements to t . In order to quantify these e�ects, a fit has been performed229

setting all coupling modifiers other than t and � to their SM values of one. The fit results are shown in230

Fig. 4. Despite the fact that the double–Higgs analyses alone cannot constrain � and t simultaneously231

[42], the combination with the single–Higgs measurements allows, even for � values deviating from232

the SM prediction, the determination of t to a su�cient precision to restore most of the ability of the233

double-Higgs analyses to constrain �. As a result, the constraining power on � of the combined single-234

and double-Higgs analyses is only slightly worse than in the �-only model, where the assumption t = 1235

was made. In turn, exploiting the correlation between � and t in the single-Higgs measurements, the236

improved constraint on � also enhances the constraining power on t .237
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Figure 4: Negative log-likelihood contours at 68% and 95% CL in the (�, t ) plane on data (a) and on the Asimov
dataset [48] generated under the SM hypothesis (b). The best fit value (� = 4.7, t = 1.03) is indicated by a cross
while the SM hypothesis is indicated by a star. The t = 1 line is shown. These results are produced under the
assumption that the approximations in Refs. [11, 12] are valid inside the contours shown.

A more generic model is also considered, where W , Z , t , b, ` and � are fitted simultaneously. This238

allows the test of BSM models that can modify at the same time the Higgs boson self-coupling and other239

Higgs boson couplings. The value of �2 ln⇤ value as a function of � for this model is shown in Fig. 5240

together with that obtained in the �-only model. It is worth stressing that the combination of the single-241
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Figure 8: Profile likelihood scans as a function of kl for the observed data (black solid line). The
expected result assuming a SM Higgs boson (red dashed line), derived from an Asimov data set with
kl = 1 is also shown.
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the SM prediction.

18

Table 8: Best fit values, ± 1s uncertainties and 95% CL intervals for kl under different assumptions
for the vector boson and fermion Higgs boson couplings. The expected uncertainties and intervals for
kl = 1, evaluated on an Asimov data set, are given in brackets.

Assumption Best fit kl 95% CL interval

kF = kV = 1 6.7+4.6
�6.6 [�3.5, 14.5]⇣
+8.3
�3.8

⌘ ⇣
[�5.1, 13.7]

⌘

kF = 1 10.3+6.1
�10.0 [�5.5, 21.7]⇣
+8.8
�5.0

⌘ ⇣
[�7.4, 17.2]

⌘

kV = 1 6.6+4.5
�6.1 [�3.3, 14.4]⇣
+8.2
�4.0

⌘ ⇣
[�5.5, 13.8]

⌘

HIG-19-005-pas

Complement HH direct measurement and provide more stringent constraint.
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procedure described in Section 4. The total uncertainty is dominated by the statistical component. The218

observed (expected) 95% CL interval constraint on � is found to be �2.3 < � < 10.3 (�5.1 < � < 11.2).219

The observed central value of � and its uncertainty di�er from the expected values because the measured220

yields from single-Higgs and double-Higgs processes are slightly di�erent than the expectation and the221

dependence of their cross sections on � is non-linear. As a check, the fit was performed using an Asimov222

dataset [48] produced setting the signal strengths close to the observed values, giving a fit result very223

similar to the one obtained from data.224

5.2 More generic models225

As described in Sec. 3, the HH cross section depends both on t and �, therefore its measurement226

cannot constrain both parameters simultaneously. At the same time, the inclusion of a dependence on227

� in the single-Higgs production cross section and branching fractions slightly a�ects the constraining228

power of single-Higgs measurements to t . In order to quantify these e�ects, a fit has been performed229

setting all coupling modifiers other than t and � to their SM values of one. The fit results are shown in230

Fig. 4. Despite the fact that the double–Higgs analyses alone cannot constrain � and t simultaneously231

[42], the combination with the single–Higgs measurements allows, even for � values deviating from232

the SM prediction, the determination of t to a su�cient precision to restore most of the ability of the233

double-Higgs analyses to constrain �. As a result, the constraining power on � of the combined single-234

and double-Higgs analyses is only slightly worse than in the �-only model, where the assumption t = 1235

was made. In turn, exploiting the correlation between � and t in the single-Higgs measurements, the236

improved constraint on � also enhances the constraining power on t .237
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Figure 4: Negative log-likelihood contours at 68% and 95% CL in the (�, t ) plane on data (a) and on the Asimov
dataset [48] generated under the SM hypothesis (b). The best fit value (� = 4.7, t = 1.03) is indicated by a cross
while the SM hypothesis is indicated by a star. The t = 1 line is shown. These results are produced under the
assumption that the approximations in Refs. [11, 12] are valid inside the contours shown.

A more generic model is also considered, where W , Z , t , b, ` and � are fitted simultaneously. This238

allows the test of BSM models that can modify at the same time the Higgs boson self-coupling and other239

Higgs boson couplings. The value of �2 ln⇤ value as a function of � for this model is shown in Fig. 5240

together with that obtained in the �-only model. It is worth stressing that the combination of the single-241
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HIG-19-005-pas

◈ Limited access to possible BSM effect 
๏ No consideration of the kinematic dependence on kλ in the single Higgs process

๏ No consistent EFT predicts only SM coupling variation without new interactions.

๏ Combine LO and NLO effects in the two measurements with a k-framework
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HL-LHC, HH measurements (1)

 Measure κλ through HH: method 1

 Either extrapolations from Run-2 analyses, or dedicated studies with 
smeared/parametric detector response, corresponding to pile-up of 200

 Systematic uncertainties: common agreement between ATLAS and CMS
– performance uncertainties scaled by 0.5 to 1
– theoretical uncertainties scaled by 0.5
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Fig. 64: Left: upper limit at the 95% CL on the HH production cross section as a function of � =

�HHH/�SM
HHH. The red band indicated the theoretical production cross section. Right: expected likelihood

scan as a function of � = �HHH/�SM
HHH. In both figures the results are shown separately for the five

decay channels studied and for their combination.

experiment, the likelihoods for those two channels are scaled to 6000fb�1 in the combination. The signif-
icances are added in quadrature and the negative-log-likelihood are simply added together. A summary
of the different expected significances, as well as the combination, are shown in Table 57. A combined
significance of 4 standard deviation can be achieved with all systematic uncertainties included.

Table 57: Significance in standard deviations of the individual channels as well as their combination.

Statistical-only Statistical + Systematic
ATLAS CMS ATLAS CMS

HH ! bb̄bb̄ 1.4 1.2 0.61 0.95
HH ! bb̄⌧⌧ 2.5 1.6 2.1 1.4
HH ! bb̄�� 2.1 1.8 2.0 1.8
HH ! bb̄V V (ll⌫⌫) - 0.59 - 0.56
HH ! bb̄ZZ(4l) - 0.37 - 0.37
combined 3.5 2.8 3.0 2.6

Combined Combined
4.5 4.0

Comparisons of the minimum negative-log-likelihoods for ATLAS and CMS are shown in Fig-
ure 65. In those plots the likelihoods for the HH ! bb̄V V (ll⌫⌫) and HH ! bb̄ZZ(4l) channels
are not scaled to 6000fb�1. A difference of shape between the two experiments can be seen around
the second minimum. This difference comes mainly from the HH ! bb̄�� channel as illustrated in
Figure 65b. In this channel both experiment use categories of the mHH distributions. But for ATLAS
the analysis was optimised to increase the significance of the SM signal so the low values of the mHH

distribution are cut by the selection cuts, while for CMS a category of events with low values of mHH

is very powerful to remove the second minimum, while having no effect on the SM signal. The lower
precision on � is slightly better for CMS thanks to the contribution of the HH ! bb̄bb̄ channel, as
well as the HH ! bb̄V V (ll⌫⌫) and HH ! bb̄ZZ(4l) ones, while the higher precision on � is similar
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Fig. 66: (a) Minimum negative-log-likelihood as a function of �, calculated by performing a conditional
signal+background fit to the background and SM signal. The coloured dashed lines correspond to the
combined ATLAS and CMS results by channel, and the black line to their combination. The likelihoods
for the HH ! bb̄V V (ll⌫⌫) and HH ! bb̄ZZ(4l) channels are scaled to 6000 fb�1.(b) Expected mea-
sured values of � for the different channels for the ATLAS in blue and the CMS experiment in red, as
well as the combined measurement. The lines with error bars show the total uncertainty on each mea-
surement while the boxes correspond to the statistical uncertainties. In the cases where the extrapolation
is performed only by one experiment, same performances are assumed for the other experiment and this
is indicated by a hatched bar.

subject to the missing transverse momentum constraint, /~pT = ~p⌫T + ~p⌫̄T . Since there is a twofold
ambiguity in the paring of a b-quark and a lepton, we define Topness as the smaller of the two �2s,

T ⌘ min

⇣
�2

12 , �2
21

⌘
. (42)

In double Higgs production, the two b-quarks arise from a Higgs decay (h ! bb̄), and therefore
their invariant mass mbb can be used as a first cut to enhance the signal sensitivity. For the decay of the
other Higgs boson, h ! WW ⇤

! `+`�⌫⌫̄, we define Higgsness [297] as follows:
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75 ,

where mW
⇤ is the invariant mass of the lepton-neutrino pair which resulted from the off-shell W . It

satisfies 0  mW
⇤  mh � mW and mpeak

W
⇤ =

1p
3

r
2

⇣
m2

h + m2
W

⌘
�

q
m4

h + 14m2
hm2

W + m4
W is the

peak in the mW
⇤ distribution. mpeak

⌫⌫̄ = mpeak
`` ⇡ 30 GeV is the location of the peak in the d�

dm⌫⌫̄
or d�

dm``

distribution [297, 304].
The � values in Eqs. (41) and (43) result from the experimental uncertainties and intrinsic particle

widths. In principle, they can be treated as free parameters and tuned using a neutral network (NN), a
boosted decision tree (BDT), etc. In our numerical study, we use �t = 5 GeV, �W = 5 GeV, �W

⇤ = 5

GeV, �h`
= 2 GeV, and �⌫ = 10 GeV. The main contribution in Eq. (43) comes from the on-shell
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of the dependence on κλ



Prospect @ HE-LHC
◈ Extrapolate ATLAS HL-LHC results to HE-LHC:


• scale cross-section (*4) from 14TeV to 27TeV and luminosity (*5) to 15ab-1

• bbγγғ7.1σ with the precison on κλ of ~20%

• bbττ: 10.7σ with the precision on κλ of ~40%

• Combination: the precision on κλ of 10-20%
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Fig. 78: Expected sensitivity for the measurement of the Higgs trilinear coupling through the measure-
ment of direct HH production at HE-LHC. The black line corresponds to the combination of ATLAS
and CMS measurements with HL-LHC data presented in Section 3.2.3, with systematic uncertainties
considered. The red band corresponds to an estimate of the sensitivity using a combination of the bb̄��
and bb̄⌧⌧ channels, without systematic uncertainties considered.

smaller, but for single-Higgs production processes the precision of the experimental measurements is and
will be much better than for double-Higgs production. This, and the fact that for single-Higgs production
many different final states and both inclusive as well as differential measurements are possible will lead
to competitive indirect determinations of the trilinear Higgs self coupling. In [373, 374] also electroweak
precision observables have been considered to this purpose.

3.5.1 Indirect probes through single Higgs boson production44

In the following subsection, we will briefly recall the calculation framework introduced in [365, 366].
We also provide numerical results for the effects due to a modified trilinear Higgs coupling in the most
important inclusive and differential single-Higgs production cross sections as well as the Higgs branching
ratios. Based on these results, we will analyse the sensitivity of the HL-LHC and HE-LHC in constraining
the trilinear Higgs self interactions.

3.5.1.1 Theoretical framework

The effects of anomalous Higgs interactions can be extracted from experimental data via the signal
strength parameters µf

i , which are defined for any specific combination of production and decay channel
i ! H ! f as follows

µf
i ⌘ µi ⇥ µf

=
�(i)

�SM
(i)

⇥
BR(f)

BR
SM

(f)

. (53)

Here the quantities µi and µf are the production cross sections �(i) (i = ggF, VBF, WH , ZH , tt̄H ,
tHj) and the branching ratios BR(f) (f = ��, ZZ, WW, bb̄, ⌧⌧, µµ) normalised to their SM values,

44 Contacts: W. Bizon, M. Gorbahn, U. Haisch, F. Maltoni, D. Pagani, A. Shivaji, G. Zanderighi, X. Zhao
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Summary

• Higgs self-coupling have been measured in most main 
HH channels with Run2 data, with the benefit from high 
statistics data, advanced MVA technique, and better 
reconstruction performance.


• Higgs self-coupling can be indirectly probed with single-
Higgs process via NLO-EW correction, it can help to 
further constrain κλ


• HL-LHC: 4σ evidence of the HH process with ATLAS and 
CMS combination.
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More promising results are coming soon.


