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Requirements to DAQ system -8,

# High event Rate: up to 20MHz,
# Each event: 1.5Kbyte-4.5Kbyte,

# Considering electronic noise,
background and signal
accumulation, DAQ should has

ability of data processing about
200GBps.

How to deal with such big data
with NO Dead Time is a great
challenge to DAQ system.
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New concept of DAQ system

# Trigger-less streaming
DAQ with event filtering

# FEE ADC seli-triggered. Self-trigger

FEE ADC

Signals from detector are self-triggered and sampled in
FEE. Self-trigger in FEE is based on signal amplitude
and time interval with the collision point.

l FEE pipeline, NO Dead Compensate delay by

Event reconstruct

Time, and filter
#  Pipeline mode is used for FEE ADC data read out

to avoid Dead time. Hit data are

defined as one

= GlObal tlme dlStrlbutlon event and filtered

. . d st db
for time stamping. " time stamp.

#  Ifreadout data has same time stamp, it will be
defined as same event data.
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PANDA DAQ system

# Global time distribution for time — Time

Clook

stamping,
# L1 Network,

m Extract particle information
like energy, position,
momentum and so on;

Frontend

Concentrators’
Buffers

L1 Network
# L2 Network, —
Extraction
m Make a preliminary
reconstruction for physics
events;
# Event selection will be done
based on the research topics of
PANDA experiment. -2 Network
Event
Selection
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PANDA TDAQ Requirement
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|What 1s Compute Node

& Has the ability of:
m High speed data readout

m Large data buffering

m High performance data processing

# Based on:
m XTCA
m High performance FPGA
m DDR
m RocketlO and optical
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CN_V1

# Function and performance

2021/7/7

> ATCA standard
>  S5xVirtex-4 FX60 with PowerPC405,
> 16 MGT channels connect to
backplane, 3.125Gbps
> 8 optical port x 3.125Gbps
> 5x2GB DDR2,
HREEFE
FPGA
AUk 28
Dl
Lt
TIE LK

RS232
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> 6 Gigabit Ethernet ports,

» One to ATCA Z2 basic port
64MB Flash for each FPGA,
UART Hub,

IPMC,

Full mesh connection for each FPGA via
32bit bus.
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CN_V1
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CN_V2

# Function and performance
» ATCA standard

>  5xVirtex-4 FX60 with
PowerPC405,

> 16 MGT channels connect to
backplane, 3.125Gbps

> 8 SFPx3.125Gbps
> 5x2GB DDR2,
> 6 Gigabit Ethernet ports,

> One to ATCA Z2 basic
port

64MB Flash for each FPGA,
UART Hub,
IPMC,

Full mesh connection for
each FPGA via 32bit bus.
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CN_V2
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CN V3: Carrier Board

# Function and performance

>
>
>

YV V VY VY

2021/7/7

ATCA standard
Virtex-4 FX60 with PowerPC405,

Embedded linux system for slow
control,

16 MGT channels connect to
backplane, 3.125Gbps

2GB DDR2,

2 Gigabit Ethernet ports,
> One to ATCA Z2 basic port
> One to RTM RJ45

64MB Flash,

JTAG, UART Hub,

IPMC,

AMC Full mesh connection.

Zone 3 Zone 2 Zone 1
RTM Backplane Power/Mgmt.
T
| 1 “ = 3.125 Gbps serial
i = |%| | x16 | = 600 Mbps LVDS || _
o x16 T GI- = Gigabit Ethernet || &
" USB/UART ﬁ 2 GiB DDR2 | %
S hub Ry 2
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Backplane Full Mesh for CN

"

Full mesh backplane for
CN data sharing with
each node,

Point to Point via one
MGT channel,

Line rate up to 3.125Gbps

-
-
= -
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# Full mesh connection for
AMC,

# Point to Point directly via
Carrier board,
> One MGT port,
> Two general LVDS links

# Line rate up to 3.125Gbps

2021/7/7

ChE-12, pin definiion of AMC connector AP RockstiO on AMC board
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XxFP(xTCA-based FPGA Processoi®

# Function and performance

> Virtex-5 FX70T with
PowerPC440,

» Embedded linux system for slow
control,

> & MGT channels

> 2xSFP+ port, 6.25Gbps/ch
> 6 chsto AMC

connect,6.25Gbps/ch
> 12x 600 MbpS LVDS USB |_| USB-to-UART header :
12 x 600 Mbps LVDS B 5
> 2x2GB DDR2, GbE GMII e e —
6 x 3.125 Gbps serial g
. . Ve : ps serial £
> 1 Gigabit Ethernet port, 2 x 6.25 Gbps serial 1 ryryr S
: FX70T MMC —
= U
> 64MB Flash, 156,25 MHz [T . : UART =] =
> PROM for FPGA configuration 64 MiB || 4 MiB
Flash ||PROM | 42 GiB DDR2 :
»> 2 UART ports, MGTCLKs
> MMC
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Idea for Compute Node upgrade &

& ARERA:
> Virtex—4/5 FPGARIS K%
> MRFEH DRSS
& SRR ETT B B
> BT T RS R
> BB Kintex—
Ultrascaleils F
> EE BRI
o A HHR800Gbps
o FFTIEMI
> BAEEAF: HAM486B, DDR4
> AMCHR B 5% F AU 58
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lock of CN V4.0: Carrier Board

FPGA: Virtex4 FX60 —> Ultrascale Kintex
xcku060
RAM: 2 GB DDR2 SODIMM —> 16 GB DDR4 AMC 1#
MGTs: 3.125 Gbps —> 16.3 Gbps -n
m 4 links to each AMC card (currently: 4 x600
Mbps LVDS) B0,
m 12 links to ATCA backplane - il
m | link to RTM (10G Ethernet)
GbE switch: ANE
= 4 AMCs, - Ll
m | switch FPGA, AMC 4# i
m | uplink to ATCA Base Interface |
m | RTM RJ45 -
10 Gigabit Ethernet to RTM(SPF+)
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lock of CN V4.0: Carrier Board

# Configuration: Flash/CPLD

(slave serial) —> automatic AMC 1#
from NOR Flash (master BPI) - =
# Programmable MGT clock
AMC 24
# CPLD as JTAG hub
- [But}
# Keep:
m ]2C buses, sensors AMC 3#
m [PMC/MMC - B
AMC 4#

2021/7/7

10G Ethernet

-I
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CN V4.0: Carrier Board

& PCB layout and 3D view of Carrier board.
# Design work 1s on going.

— ) —

2021/7/7 PANDA China Group meeting 2021



Block of CN_V4.0: Daughter board %,

“IHEP
AMC daughter board g 4GB DDR2 ->16 GB DDR4
s AMC single width -> doubule width = BPI flash
m Virtex-5 ->Kintex Ultrascale xkcu060
128MB Flash
= MGT 31ch 6.25Gbps->16.3Gbps aS

m 5chs AMC backplane = UART
m 2 chs QSFP m External port for clock
m 24 chs Firefly(Optical Fiber) x MMC

TTC

10G
Gigabit Ethernet

0, 12, 20

IPML

(oo f

Power
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CN V4.0: Daughter board

& PCB layout and 3D view of Carrier board.

& Design work 1s on going
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Summary

# Compute Node has been developed for 3
versions.

& Performance of CN V3 need to be
upgraded.

# PCB layout of CN V4 upgrade is on-going.

® Next step:

m Applying funding for CN upgrade prototype
production and testing.
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Thanks for your
attention.
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