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Track reconstruction1 in a nutshell

Seeding

Track finding

Track fitting p p

Primary Vertex

Secondary Vertex

Pile-up Vertex

1Approach used by ATLAS, others
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What is ACTS?

tsa
Experiment-independent

toolkit for track reconstruc-

tion applications
Modern architecture and code, unit

tested, continuous integration

Minimal external dependen-

cies, easy to build

Robust concurrency through

thread-safety by design

Community platform for R&D

across various experiment

Goals:

� Provide established

algorithms in a modern

package

� Provide testbed for R&D

activities including new

algorithms, machine

learning, heterogeneous

computing

paul.gessinger@cern.ch 2021-11-10 - CEPC Workshop 3



Growing development community

� Development on GitHub since March 2020

� Number of contributors growing, participation

in main meeting and ancillary meetings strong

� Active discussions, cross-experiment input

enables more careful design
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https://github.com/acts-project/acts


Continuous integration

� Unit style tests and integration style tests

I Exercises about 50% of code branches

� Test on variety of platforms and compilers:

I Ubuntu, CentOS7/8, macOS

� Automated documentation build:

acts.readthedocs.org

� Monitor build performance over time

� Will add other metrics to track
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Integration model

� ACTS provides individual components

� Experiments assemble components into reconstruction chain

� Easy integration into logging, dedicated structs for configuration

� ACTS ships with a comprehensive set of examples demonstrating how to achieve

this
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Evaluation and/or deployment by multiple experiments

ATLAS Inner Tracker sPHENIX Belle II

FASERPanda

+ ALICE,

EIC
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ATLAS integration

Run 3

� ACTS vertexing used as default for

production in Run 3

Brandeis UniversityConnecting The Dots 2020 Zach Schillaci - zschillaci@brandeis.edu Brandeis UniversityICHEP 2020

Improvements to ATLAS Inner Detector Track Reconstruction for LHC Run 3


Zach Schillaci (Brandeis University)vCHEP 2021
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• Major speedups come from improvements to track finding and the TRT reconstruction 
•  Track finding is the largest CPU consumer  now over faster


• Importantly, the changes do not result in any significant impact on the reconstruction efficiency

• While the fake rate is significantly reduced  key to performance improvements


• Improvements in vertexing driven by the adoption of the Adaptive Multi Vertex Finder algorithm 

• First production use of ACTS common tracking framework in an LHC experiment!

→ 4 ×

→

Breakdown of Performance Improvements
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� Run 3 geometry (incl. Transition

Radiation Tracker) still work in progress

Run 4 (ITk)

� Strong push for ACTS components in ITk

� Integration effort ramping up

� Current focus: Event Data Model for

seeding, track finding + fitting
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Current status of ACTS core



Seed finding

� Triplet finding for initial

pattern-recognition on an event

� Space points are filled into grid in (r , φ)
� Combinations are built as doublets and
then triplets

I Attempt to reject as early as possible

based on crude estimate of momentum,

direction, curvature, ...

� Configuration is highly dependent on

detector / geometry, needs to be tuned

to give good performance

4. Reconstruction of charged particle trajectories

and successively filtering them. Filtering is performed based on the momentum and impact

parameters, which the algorithm attempts to estimate for each triplet.

Under the assumption of a homogeneous magnetic field along the z-axis, charged particles

should follow helical trajectories. In the transverse plane, the motion is circular, while it

is a straight line in the rz-plane. The transverse impact parameter and momentum can be

estimated from the radius of the circle in the transverse plane like

d0 =
√
c2x + c2y − ρ, (4.13)

with the circle center (cx, cy) and radius ρ. The transverse momentum can be related to

available quantities like

pT ∝ ·qBρ (4.14)

with the charge q and the magnetic field B. An intersection between the straight line in the

rz-plane with the z-axis gives an estimate of the longitudinal impact parameter. In ATLAS,

seed triplets are required to fulfill pT > 500MeV, |d0| < 10mm and |z0| < 250mm.

An illustration of seeds in the transverse plane is found in figure 4.14. Note that seeds can

incorporate hits spread across all of the layers shown, although this can be a configuration

parameter.

Figure 4.14.: Sketch of seeds in the transverse plane for a number of tracks on four layers.

Seeds can combine hits on any three of these layers. The shown seeds appear

compatible with having originated in the center of the detector, which is also

drawn.

4.7. Track finding and track fitting

In the track seeding and following approach, track candidates are built from the initial seeds.

The method employed by ATLAS, the Combinatorial Kalman Filter (CKF), uses the Kalman

68
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Track finding & fitting chain in ACTS

� Current chain is based on the Kalman

Filter formalism

Propagator NavigatorStepper Magnetic Field

Start parameters

Destination surface

Extendable<...>

Result

Options<Actors, Aborters>

� Tightly integrated with ACTS’
propagation infrastructure

I Avoids unnecessary navigation passes,

allows on-the-fly hole-counting

� Have single Kalman Filter and

Combinatorial Kalman Filter for track

finding

� Work ongoing to add a global-χ2 and

Gaussian Sum Filter

l0

l1

Track
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Drift chamber and TPC reco

� Context: ACTS is mostly developed by
ATLAS members

I some focus on wire detectors (ATLAS TRT)
I no focus on TPCs

� TRT reconstruction: preliminary version

exists, not optimized, not well-tested

� TPC reconstruction: complicated by
ACTS not supporting 3D measurements
(yet: issue)

I Workaround used by sPHENIX:

approximate by number of flat surfaces

� We’re very open to contributions in

these directions, get in touch if you’re

interested!

B-layer (IBL) [3] added for Run 2) covers the vertex region and typically provides four measurements per
track. The IBL has a mean radius of 33 mm and a typical IBL pixel has a size of 50 µm by 250 µm in the
transverse and longitudinal directions with a sensor thickness of 200 µm. For the remaining three layers
of the pixel system, located at mean radii of 50.5, 88.5, and 122.5 mm respectively, a typical pixel has a
size of 50 µm by 400 µm in the transverse and longitudinal directions with a thickness of 250 µm. The
pixel layer at a radius of 50.5 mm is referred to as the B-layer in this paper. The coverage in the end-cap
region is enhanced by three disks on either side of the interaction point. The pixel detectors measure the
charge collected in each individual pixel using the time over threshold (ToT) [4]. ToT is the time the pulse
exceeds a given threshold and is proportional to the deposited energy.

Outside the pixel volume, the barrel of the silicon microstrip detector (SCT) consists of four double strip
layers at radii of 299 mm to 514 mm, complemented by nine disks in each of the end-caps. A typical strip
of a barrel SCT sensor has a length of 126 mm and a pitch of 80 µm. On each layer, the strips are parallel
to the beam direction on one side and at a stereo angle of 40 mrad on the other. The information from the
two sides of each layer can be combined to provide an average of four three-dimensional measurements
per track. The SCT sensors are connected to binary read-out chips, which do not provide information
about the collected charge. The silicon detectors are complemented by the transition radiation tracker
(TRT) [5], which extends track reconstruction radially up to a radius of 1082 mm for charged particles
within |η| = 2.0 while providing r–φ information. The raw timing information from its straw tubes is
translated into calibrated drift circles that are matched to track candidates reconstructed from the silicon
detectors [5].

Figure 1:
Sketch of the barrel region of the ATLAS inner detector.

The solenoid is surrounded by sampling calorimeters. Calorimetry is provided by three distinct detectors
outside the ID volume. A lead/liquid-argon sampling electromagnetic calorimeter is split into barrel (|η|
< 1.5) and end-cap (1.5 < |η| < 3.2) sections. A steel/scintillator-tile hadronic calorimeter covers the

3

10.1140/epjc/s10052-017-5225-7ACTS Geometry - TPC

Joe Osborn 10

• ACTS geometry model not immediately suited to
TPC geometries, since surfaces are required

• With TPC, charge can exist anywhere in 3D
volume
• Side note: ongoing development within ACTS to

allow for 3D fitting

• In place, create planar surfaces that mock
cylindrical surfaces

• Surfaces are set at readout layers, so there is a
direct mapping from a TPC readout module to n
planar surfaces

10

48 TPC layers

J. Osborn
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Compute performance

� Recall: designed with thread-safety as core
goal to fully utilize many-core CPUs

I High concurrency at least as important as

efficient single-threaded algorithms

� Concurrency works, can handle concurrent

geometry alignment efficiently
alignment of individual sensors
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2106.13593
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ACTS performance (based on TrackML detector)
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Recent developments



Baseline for alignment infrastructure

� Why alignment?

⇒ Misalignment of sensors needs to be corrected for highest-precision

� First version of a alignment calculation recently introduced

� Based on the Kalman Filter

� Will serve as baseline to provide a production-ready alignment solution

alignment of individual sensors
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https://github.com/acts-project/acts/pull/896


Orthogonal range seed finder

� New approach to classical seed finding
� Used kd-trees to partition and select space points for seed search
� Promising physics performance, still being investigated
� Potential for 6-10x speedup w.r.t. to classical implementation in HL-LHC regime
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https://github.com/acts-project/acts/pull/904


ACTS paper nearing the finish line

� Documents and discusses design

choices, developments, conclusions

drawn and lessons learned

� Contains comprehensive performance

measurements for key tracking

components

� Preprint at 2106.13593

� Submitted to CSBS
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Summary & conclusion

� ACTS is expanding and improving in all directions!

I Working closely with other efforts in HEP software efforts (e.g. DD4hep), will integrate

more tightly (Gaudi, key4hep)

� Full track reconstruction chain established: from hits to tracks to vertices

I Would welcome contributions to further develop drift chamber and TPC reconstruction

� Experiment evaluation/integrations are numerous

� ACTS paper (2106.13593) submitted, published soon
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