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Ø Anisotropic flow:
Sensitive to the early stage of the collision
Ø Heavy flavor flow
Study medium properties from motion of

heavy quarks in medium
Ø Multi-strange hadrons and ϕ
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高能重离子对撞生新态？
研究思路：

原⼦核

⾊禁闭 解禁闭

夸克胶⼦等离⼦体

相对论重离⼦对撞



QCD多体系统物理Physics of QCD many-body systems

Nucleus

First-order?

C
rossover

Key objectives:
• Search for and study deconfined quark-gluon matter
• Understand nature of QCD phase transitions

Objectives
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• 实验上寻找解禁闭夸克胶⼦等离⼦体信号，并研究其性质

• 研究QCD相结构及寻找相变信号



相对论重离子对撞机的物理目标
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• RHIC早期主要科学发现：喷注淬⽕、强的集体流及其组分夸克数标度⾏为…

Strong evidences pointing to a “dense, opaque, low-viscous, pre-hadronic liquid state of matter not 

anticipated before RHIC” Nucl. Phys. A 757 (2005)

• RHIC近期的研究焦点：夸克物质整体/局域极化、相结构和临界点、QCD反常输运现象…



聚焦手征磁效应

• !"#$%&'()*+
,'-./0123456789:;<=
>?@A B 6#C

⠎㓧⠨⩧䊱ᷤ䅪䌇䜕䥷ㅁ
≛⟬媻㒈䩕庪俢㔲

The Chiral Magnetic Effect (CME)
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Kharzeev, Mclerran, Warringa, Fukushima 2007

Kharzeev, Liao, Voloshin, Wang, PPNP 2016; Huang, RPP 2016; Zhao, Wang, PPNP 2019; Li, Wang, ARNPS 2020…
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The common ߛ observable

Ȍ�
Reaction-plane
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_

+

B-field direction
(unknown)

Charged tracks
(measured)
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؆ ଵǡఉݒଵǡఈݒ  ݃݇ܤ െ ܽఈܽఉ  ݃݇ܤ

Directed flow

Background effects

Sensitive 
to signal

Sergei A. Voloshin
Phys. Rev. C 70, 057901 (2004)
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How do we detect it : measure charge separation  

CME case :

Measure charge separation across Ψ2  using the correlator: 

CME causes difference in opposite-sign & same-sign correlation

Quantity of interest:

Voloshin, hep-ph/0406311
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实验测量手征磁效应（1）
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equal to 62.4 GeV, elliptic flow measurements were carried
out with the v2fηsubg approach [29], where two subevent
planes register charged particles with η > 0.3 and
η < −0.3, respectively. Pions at positive (negative) η are
then correlated with the subevent plane at negative (pos-
itive) η to calculate v2. The η gap of 0.3 unit suppresses
several short-range correlations such as the Bose-Einstein
interference and the Coulomb final-state interactions [30].
There are correlations that are unrelated to the reaction
plane that are not suppressed by the η gap, e.g. those due to
back-to-back jets. These are largely canceled in the v2
difference between π− and πþ. For 200 GeV, the two-
particle cumulant method v2f2g [30,31] was employed,
which was consistent with v2fηsubg, and allowed the
comparison with the v2f4g method discussed later in this
Letter. The same η gap was also used in the v2f2g analysis.
To focus on the soft physics regime, only pions with
0.15 < pT < 0.5 GeV=c were used to calculate the pT-
integrated v2, and this pT range covers 65%–70% of all the
produced pions. The calculation of the pT-integrated v2
was corrected with the pT-dependent tracking efficiency
for pions.
Taking Auþ Au 200 GeV collisions in the 30%–40%

centrality range as an example, the pion v2 is shown as a
function of the observed Ach in Fig. 2(a). The π−v2
increases with increasing observed Ach while the πþv2
decreases with a similar magnitude of the slope. After
applying the tracking efficiency to Ach, the v2 difference
between π− and πþ has been fitted with a straight line as
shown in Fig. 2(b). The slope parameter r from Eq. (2) is
positive and qualitatively consistent with the expectations
of the CMW picture. The fit function is nonzero at the
average charge asymmetry hAchi, which is a small positive
number in the case of Auþ Au collisions. This indicates
the Ach-integrated v2 for π− and πþ are different, which was
observed in Ref. [32]. We follow the same procedure as
above to extract the slope parameter r for all centrality bins
at 200 GeV. The results are shown in Fig. 3, together with
simulations using the UrQMD event generator [33] and
with the theoretical calculations with CMW [34] with

different duration times of the magnetic field. For most
data points, the slopes are positive and reach a maximum in
midcentral or midperipheral collisions, a feature also seen in
the theoretical calculations of the CMW. The gray bands in
Fig. 3 include three types of systematic errors: the DCA cut
for pion tracks was tightened to 0.5 cm, to study the
contribution from weak decays, which dominates the
systematic errors; the tracking efficiency for charged par-
ticleswas varied by relative 5%, to determine the uncertainty
of Ach; and the pT range of particles involved in the event
plane determination was shrunk from ½0.15; 2# GeV=c to
½0.7; 2# GeV=c, to further suppress short-range correlations.
The Ach bin center may not accurately reflect the true center
of each Ach bin in Fig. 2, as the v2 measurements are
effectively weighted by the number of particles of interest.
Such an uncertainty on r has been estimated to be negligible
for most centrality bins, except for the most peripheral
collisions, where this systematic error is still much smaller
than the statistical error.
To further study the charge-dependent contribution from

jets and/or resonance decays, we separated positive and
negative particles in each subevent to form positively
(negatively) charged subevents. Then each πþ (π−) is only
correlated with the positive (negative) subevent in the
opposite hemisphere. The slope parameters thus obtained
are statistically consistent with the previous results though
with larger uncertainties.
The event plane reconstructed with particles recorded in

the TPC approximates the participant plane; the measured
v2 are not the mean values, but closer to the root-mean-
square values [35]. Another method, v2f4g [36] is sup-
posed to better represent the v2 measurement with respect
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FIG. 2 (color online). (a) Pion v2f2g as a function of observed
charge asymmetry and (b) v2 difference between π− and πþ as a
function of charge asymmetry with the tracking efficiency
correction, for 30%–40% central Auþ Au collisions at
200 GeV. The errors are statistical only.
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FIG. 3 (color online). The slope parameter, r, as a function of
centrality for Auþ Au collisions at 200 GeV. Also shown is the
UrQMD [33] simulation, and the calculations with CMW [34]
with different duration times. The grey bands include the
systematic errors due to the DCA cut, the tracking efficiency,
and the pT range of particles involved in the event plane
determination. The cross-hatched band indicates the STAR
measurement with the v2f4g method and the height of this band
shows only the statistical error.

PRL 114, 252302 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
26 JUNE 2015

252302-4

STAR Col. PRL 103 (2009) 251601（编辑推荐） PRL 114 (2015) 252302（编辑推荐）ALICE Col. PRL 110 (2013) 012301 ...9

from the 2- and 4–particle cumulant analysis [20], which
are affected in different ways by non–flow effects and flow
fluctuations. For this analysis, v2 was taken as the aver-
age of the two values, with half of the difference between
v2{2} and v2{4} being attributed as the systematic un-
certainty. The values of this uncertainty range from 9%
for the 20–30% centrality to 18% (24%) for the 50–60%
(60–70%) centrality class. The differences in the results
from the four independent analysis methods (described
below) were also considered as part of the systematic un-
certainty and were estimated to be 3% for the 20–30%
and the 50–60% centrality bins and 47% for the most
peripheral centrality class. The contributions from all ef-
fects were added in quadrature to calculate the total sys-
tematic uncertainty. For the correlation between pairs of
particles with the same charge it varies from 19% (28%)
for the 20–30% (50–60%) centrality up to 55% for the
60–70% centrality class. The correlations between op-
posite charged particles for 0–60% centrality and for the
same charge pairs for 0–20% centrality are compatible
with zero with a systematic error below 5.5× 10−5.
Figure 1a presents the centrality dependence of the

three–particle correlator, defined in Eq. 2. The correla-
tions of the same charge pairs for the positive–positive
and negative–negative combinations are found to be con-
sistent within statistical uncertainties and are combined
into one set of points, labelled same. The difference be-
tween the correlations of pairs with same and opposite
charge indicates a charge dependence with respect to the
reaction plane, as may be expected for the CME. To test
the bias from the reaction plane reconstruction, four in-
dependent analyses were performed. The first analysis
uses a cumulant technique [21], whereas for the three
other analyses the orientation of the collision symme-
try plane is estimated from the azimuthal distribution
of charged particles in the TPC, and hits in the forward
VZERO and ZDC detectors [22]. There is a very good
agreement between the results obtained with the event
plane estimated from different detectors covering a wide
range in pseudo–rapidity. This allows to conclude that
background sources due to correlations not related to
the orientation of the reaction plane are negligible, with
maybe the exception of the peripheral collisions for the
pairs of particles with opposite charge.
Figure 1b shows the centrality dependence of the two–

particle correlator 〈cos(ϕα − ϕβ)〉, as defined in Eq. 3,
which helps to constrain experimentally the P–even
background correlations. The statistical uncertainty is
smaller than the symbol size. The two–particle correla-
tions for the same and opposite charge combinations are
always positive and exhibit qualitatively similar central-
ity dependence, while the magnitude of the correlation
is smaller for the same charged pairs. Our results differ
from those reported by the STAR Collaboration for Au-
Au collisions at

√
sNN = 200 GeV [8] for which negative

correlations are observed for the same charged pairs.
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FIG. 2. (Colour online) The centrality dependence of the
three–particle correlator defined in Eq. 2. The circles indicate
the ALICE results obtained from the cumulant analysis. The
stars show the STAR data from [8]. The triangles represent
the genuine three–particle correlations (〈cos(ϕα+ϕβ −2ϕc)〉)
from HIJING [23] corrected for the experimentally measured
v2{2} [20]. Points are displaced horizontally for visibility. A
model prediction for the same sign correlations incorporating
the Chiral Magnetic Effect for LHC energies [13] is shown
by the solid line. The shaded band represents the centrality
dependence of the charge independent correlations.

Figure 1c shows the 〈cos∆ϕα cos∆ϕβ〉 and
〈sin∆ϕα sin∆ϕβ〉 terms separately. For pairs of
particles of the same charge, we observe that the
〈sin∆ϕα sin∆ϕβ〉 correlations are larger than the
〈cos∆ϕα cos∆ϕβ〉 ones. On the other hand, for pairs
of opposite charge, the two terms are very close except
for the most peripheral collisions. Further interpretation
of the results presented in Fig. 1c in terms of in– and
out–of–plane correlations is complicated due to the
significant non–flow contribution in 〈cos(ϕα − ϕβ)〉.
Figure 2 presents the three–particle correlator

〈cos(ϕα +ϕβ − 2ΨRP)〉 as a function of the collision cen-
trality compared to model calculations and results for
RHIC energies. The statistical uncertainties are repre-
sented by the error bars. The shaded area around the
points indicates the systematic uncertainty based on the
different sources described above. Also shown in Fig. 2
are STAR results [8]. The small difference between the
LHC and the RHIC data indicates little or no energy de-
pendence for the three–particle correlator when changing
from the collision energy of

√
sNN = 0.2 TeV to 2.76 TeV.

In Fig. 2, the ALICE data are compared to the expec-
tations from the HIJING model [23]. The HIJING results
for the three–particle correlations are divided by the ex-
perimentally measured value of v2 (i.e. 〈cos(ϕα + ϕβ −
2ϕc)〉/v2{2}) as reported in [20] due to the absence of
collective azimuthal anisotropy in this model. Since the
points do not exhibit any significant difference between
the correlations of pairs with same and opposite charge,
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BES-I, why vanish?

The STAR collaboration has measured charge separation over a wide range of collision energies

Interesting observation: charge separation disappears at lower energies
We revisit the 27 GeV analysis with new capabilities & high statistics data

STAR Collaboration, PRL 113 (2014) 052302. 

Centrality %

STAR Col. PRL 113, 052302 (2014);  CMS Col. PRL 118, 122301 (2017)
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Figure 2: The same sign (SS) and opposite sign (OS) three-particle correlator averaged over
|ha � hb| < 1.6 as a function of N

offline
trk in pPb and PbPb collisions at

p
sNN = 5.02 TeV are

shown. Statistical and systematic uncertainties are indicated by the error bars and shaded
regions, respectively.

PbPb collisions exhibit the same magnitude and trend as a function of event multiplicity. The
OS correlator reaches a value close to zero for N

offline
trk > 200, while the SS correlator remains

negative, but the magnitude gradually decreases as N
offline
trk increases. Part of the observed

multiplicity (or centrality) dependence is understood as a dilution effect that falls with the
inverse of event multiplicity [7]. The notably similar magnitude and multiplicity dependence of
the three-particle correlator observed in pPb collisions relative to that in PbPb collisions again
indicates that the dominant contribution of the signal is not related to the CME. The results of SS
and OS three-particle correlators as functions of centrality in PbPb collisions at

p
sNN = 5.02 TeV

are also found to be consistent with the results from lower energy AA collisions [7, 11].

To eliminate sources of correlations that are charge independent (e.g., directed flow, v1) and
to explore a possible charge separation effect generated by the CME, the difference of three-
particle correlators between OS and SS is shown as a function of |Dh| in the multiplicity range
185  N

offline
trk < 220 (Fig. 3 (a)) and as a function of N

offline
trk averaged over |Dh| < 1.6 (Fig. 3 (b),)

for pPb and PbPb collisions at
p

sNN = 5.02 TeV. After taking the difference, the pPb data with
particle c from both the p- and Pb-going sides, and PbPb data, show nearly identical values.
The charge-dependent difference is largest at |Dh| ⇡ 0 and drops to zero for |Dh| > 1.6, and
also decreases as a function of N

offline
trk . The striking similarity in the observed charge-dependent

azimuthal correlations strongly suggests a common physical origin. In PbPb collisions, it was
suggested that the charge dependence of the three-particle correlator as well as its |Dh| de-
pendence are indications of the charge separation effect with respect to the event plane due
to the CME [7, 11]. However, as argued earlier, a strong charge separation signal from the
CME is not expected in a very high-multiplicity pPb collision. The similarity seen between
high-multiplicity pPb and peripheral PbPb collisions challenges the attribution of the observed
charge-dependent correlations to the CME. Note that there is a hint of a slight difference be-
tween pPb and PbPb in the slopes of the N

offline
trk dependence in Fig. 3 (b), where the systematic

uncertainties are point-to-point correlated. This difference is worth further investigation.

In summary, charge-dependent azimuthal correlations of same and opposite sign particles with
respect to the second-order event plane have been measured in pPb and PbPb collisions at

实验测量手征磁效应（2）
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The first measurements at RHIC

CME Flowing resonance

+ +         

di-jets (non-flow)

for the signal. We have studied the dependence of the
signal on j!" ! !#j [11], and find that the signal has a
width of about one unit of !.

Physics backgrounds.—We first consider backgrounds
due to multiparticle correlations (3 or more particles)
which are not related to the reaction plane. This contribu-

tion affects the assumption that two particle correlations
with respect to the reaction plane [left-hand side of Eq. (2)]
can be evaluated in practice via three-particle correlations
[right-hand side of Eq. (2)]. Evidence supporting this
assumption comes from the consistency of same-charge
results when the reaction plane is found using particles ‘‘c’’
detected in the TPC, FTPC, or ZDC-SMD, though the
FTPC and (particularly) ZDC-SMD analyses have large
statistical errors in the most peripheral bins. This multi-
particle background should be negligible when the ZDC-
SMD event plane is used, so it can certainly be reduced and
this is an important goal of future high statistics runs. To
study these backgrounds in the current analysis, we use the
heavy-ion event model HIJING [16] (used with default
settings and jet quenching off in all calculations shown in
this Letter) which includes production and fragmentation
of mini jets. We find that the contribution to opposite-
charge correlations of three-particle correlations in HIJING

(represented by the thick solid and dashed lines in Figs. 2
and 4) is similar to the measured signal in several periph-
eral bins. We thus cannot conclude that there is an
opposite-charge signal above possible background. The
same-charge signal predicted by three-particle correlations
in HIJING is much smaller and of opposite sign compared to
that seen in the data.
Another class of backgrounds (which cannot be reduced

by better determination of the reaction plane) consists of

FIG. 4 (color). hcosð$" þ$# ! 2!RPÞi results from 200 GeV
Auþ Au collisions are compared to calculations with event
generators HIJING (with and without an ‘‘elliptic flow after-
burner’’), URQMD (connected by dashed lines), and MEVSIM.
Thick lines represent HIJING reaction-plane-independent back-
ground.

FIG. 3 (color online). Dependence of hcosð$" þ$# !
2!RPÞi on 1

2 ðpt;" þ pt;#Þ calculated using no upper cut on
particles’ pt. Shaded bands represent v2 uncertainty.

FIG. 2 (color). hcosð$a þ$# ! 2!RPÞi in Auþ Au and
Cuþ Cu collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV calculated using
Eq. (2). The thick solid (Auþ Au) and dashed (Cuþ Cu) lines
represent HIJING calculations of the contributions from three-
particle correlations. Shaded bands represent uncertainty from
the measurement of v2. Collision centrality increases from left to
right.

PRL 103, 251601 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending

18 DECEMBER 2009

251601-5

Cu+Cu

Au+Au
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同量素实验

Blind analysis of isobar data for the 
CME search by the STAR collaboration
Prithwish Tribedy 
(Brookhaven National Laboratory)
148th HENPIC seminar, Sept 16, 2021 
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Experimental search with isobar collisions

Measurement “Flowing Clusters” 
Background

Smaller backgrounds
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Details Of The Data Taking Of The Isobar Run

 12

• Consistently stable luminosity
with long (~20 hr) store length

• Min-bias data taking rates ~2k Hz
(initial estimate 1.5k Hz)

• “Blind” offline data analysis (Zr vs
Ru) will be performed

20 hrs
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Data taking for isobar collisions: 
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1.2 CME Search and Isobar Run620

1.2.1 Introduction621

Finding a conclusive experimental signature of the Chiral Magnetic Effect (CME) has be-622

come one of the major scientific goals of the heavy-ion physics program at the Relativistic623

Heavy Ion Collider (RHIC). The existence of CME will be a leap towards an understanding624

of the QCD vacuum, establishing a picture of the formation of deconfined medium where625

chiral symmetry is restored and will also provide unique evidence of the strongest known626

electromagnetic fields created in relativistic heavy-ion collisions [78, 79]. The impact of such627

a discovery goes beyond the community of heavy-ion collisions and will possibly be a mile-628

stone in physics. Also, as it turns out, the remaining few years of RHIC run and analysis629

of already collected data probably provides the last chance for dedicated CME searches in630

heavy-ion collisions in the foreseeable future. Over the past years significant efforts from631

STAR as well as other collaborations have been dedicated towards developing new meth-632

ods and observables to isolate the possible CME-driven signal and non-CME background633

contributions in the measurements of charge separation across the reaction plane. Many634

cleaver ideas have been proposed and applied to existing data. The general consensus is635

that measurement from the isobar collisions, Ruthenium+Ruthenium (Ru+Ru) that has636

10 � 18% higher B-field than Zirconium+Zirconium (Zr+Zr), provides the best solution to637

this problem. During the time when this beam user request document is being written, the638

analysts from the STAR collaboration are about to start the final step of the (four-step)639

blind analysis of the isobar data that we discuss at length in the following section.640

1.2.2 Modality of isobar running at RHIC641

P Tribedy, Rutgers Nuclear Physics Seminars, Feb 12, 2018 36

Electro-Magnetic fields in heavy ion collisions

Strong B-fields ~10 Gauss are generated in non-central heavy ion collisions 
18
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Figure 20: Left: Cartoon of the isobar collisions, about 10 � 18% stronger B-field is expected in
Ru+Ru collisions as compared to Zr+Zr collisions due to four extra protons in each Ru nucleus.
Right: Summary of the data collected for isobar collisions during Run 18 – almost a factor of two
more events were collected than the request 1.5 Billion events over the course of 3.5 weeks.

The idea of colliding isobar, particularly Ru+Ru and Zr+Zr to make a decisive test of642

23

ZrZr

RuRu

ZrZr

RuRu
Two important steps:
1) Fill-by-fill switching
2) Level luminosity

ZrZr

Goal: minimize the 
systematics in 
observable ratios, 
similar run conditions 
for both species 

G. Marr et al., in 10th International Particle Accelerator Conference (2019) pp. 28–32.
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CME Sensitive Observables : ∆"
!!,# ≡ #$% &! + &# − 2*$

∆! = !%& − !&&
2nd order event 
plane (1st order 
adds no more 
information here)!

−
∆! : Same-sign pairs – Opposite-sign pairs

Key backgrounds:
• v2+clusters, charge conservation
• 3-particle correlations
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S. A. Voloshin, Phys. Rev. C 70, 057901 (2004) 
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Step-0

Mock Data
challenge

Test data structure
(Au+Au data)

Step-1

Isobar Mixed
analysis

Code freezing
(Each run is

Ru+Ru & Zr+Zr)

Step-2

Isobar Blind
analysis

QA with ∼ 1% data
(Each run is

Ru+Ru or Zr+Zr)

Step-3

Isobar Unblind
analysis

Final analysis
(Ru+Ru & Zr+Zr

separated)

FIG. 1. Flowchart to illustrate the steps of the isobar blind analysis [105]. This is based on the procedure for the isobar blind analysis
outlined in Ref. [88].

wheel consists of 12 “supersectors” (in azimuth) that are fur-
ther divided (radially) into 31 tiles made of plastic scintillator.
Each tile is connected to a silicon photomultiplier via optical
fiber. Charged particles emitted in the forward and backward
directions produce a signal distribution with identifiable peaks
corresponding to various numbers of minimally ionizing par-
ticles in the EPD tiles. This information in each tile is used to
reconstruct the EPs. Further details of the EPD can be found
in Ref. [92].

The ZDCs and their associated shower maximum detectors
(SMDs) are used for determination of the spectator neutron
plane [100,101]. The ZDCs are Cherenkov-light sampling
calorimeters located at forward and backward angles (|η| >
6.3) and are each composed of three identical modules. The
SMDs are sandwiched between the ZDC modules and are
composed of two planes with scintillator strips aligned with x
or y directions perpendicular to the beam. The SMD informa-
tion thus can be used to measure the centroid of the hadronic
shower produced by the spectator neutrons in the ZDCs. The
x and y positions of the shower centroid (〈X,Y 〉ZDCE,W-SMD)
calculated on an event-by-event basis provide spectator-plane
reconstruction (see Refs. [102,103] for details).

We do not use the data from the beam-beam counters
(BBC) and the barrel electromagnetic calorimeter (BEMC)
in this analysis other than for data quality assurance pur-
poses. The time-dependence of the Q vectors from the BBCs
are studied to identify bad runs. The number of TPC tracks
matched to the BEMC (NBEMC-matched

trk ) is also examined as a
function of time to identify outlier runs.

C. Blinding of data sets and preparation for analysis

The recommendation to perform a blind analysis of the
isobar data was initially made by the Nuclear and Particle
Physics Program Advisory Committee at Brookhaven Na-
tional Laboratory [104]. The procedure to blind the isobar data
is determined and implemented well before the actual data
taking. The raw data are made inaccessible to the analysts to
eliminate possible unconscious biases.

A total of five institutional groups within the collaboration
perform blind analyses of the isobar data. The analysts from
each group focus on a specific analysis method described in
Sec. IV. Substantial overlap of some analyses helps to cross-
check the results. The details of the blinding procedure and
data structure are decided by an Analysis Blinding Committee
(ABC), consisting of STAR members who are not part of the
team of analysts. The ABC works in close collaboration with
the data production team to provide the analysts with access

only to data in which species-specific information is disguised
or removed, until the final un-blinded analysis step. Before the
final step ABC also makes sure that the information provided
to the analysts to perform quality assurance (QA) of the data
do not reveal the species identity.

D. Methods for isobar blind analysis

The detailed procedure for the blind analysis of isobar data
is outlined in Ref. [88] and is strictly followed by the analysts.
As shown in Fig. 1, the blind analysis procedure includes a
mock-data challenge to perform a closure test and three main
steps: (1) isobar-mixed analysis, (2) isobar-blind analysis, and
(3) isobar-unblind analysis [105].

In the zeroth step preceding the blind analysis, the analysts
participated in a mock-data challenge. The purpose of this step
is to familiarize the analysts with the data structures that have
been designed for the blind analysis, and with the techniques
to access the data. Feedback is also provided to the ABC
to ensure feasibility of the analysis blinding process. Data
for Au + Au collisions at

√
sNN = 27 GeV (collected in 2018

after the isobar run) are used for this step.
The first step of this analysis is referred to as the “isobar-

mixed analysis”. In this step the majority of the analysis work
is done. Analysts are provided with a data sample where each
“run” contains events that are a mixed sample of the two
species. The analysis teams then perform QA and a complete
analysis of the data. The details of the QA procedure are
discussed in the next section. The analysis teams test their
analysis code and document their analysis procedures. They
are then frozen for the next two steps of the analysis, except
for situations as strictly defined at the end of this subsection.
An important part of data QA is to reject bad runs and pile-up
events. This requires retention of the time ordering of the data.
To avoid unconscious biases, an automated algorithm for bad
run rejection is developed and the corresponding codes are
also frozen. The QA algorithm is tested using existing Au +
Au and U + U data. In this step the documentation related
to the criteria for signatures of the CME in each observable,
which we discuss in Sec. IV, is also frozen. From the next
steps onwards the analysts can only execute frozen codes. As
we discuss later, different groups focus on analysis of specific
CME-sensitive observables. To check the consistency of the
numerical output of the analysis codes from five groups, an
exercise is performed in this step. The analysts from different
groups are required to estimate a few common observables
in the same approach, with exactly the same data, using their

014901-6
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FIG. 27. Compilation of post-blinding results. This figure is largely the same as Fig. 26 with the following di↵erences: numerical
changes in the results from the new run-by-run QA algorithm are treated as an additional systematic uncertainty added in
quadrature, and two data points (open markers) have been added on the right to indicate the ratio of inverse multiplicities
(No✏ine

trk ) and the ratio of relative pair multiplicity di↵erence (r) as explained in the text.

VI. POST BLINDING

During the second step of our analysis (the isobar blind analysis) a potential issue was identified related to the
predefined criteria of the QA algorithm (as described in Sec. IID). The condition of being within five times the
weighted error or one percent of the variation of the local mean may be too relaxed to identify all the boundaries of
stable run periods and outlier runs in some QA variables. When combining the identified run mini-regions, a new
algorithm is implemented by 1) removing the “within one percent of the variation of the local mean” condition, and 2)
adding a tolerance of “within 2-RMS di↵erence”, which seems to be more e↵ective for some QA variables such as Nfits.
This new algorithm is again executed in the final step of isobar unblind analysis (Step-3) and all the results using
this algorithm are presented in this post-blinding section. No qualitative changes are observed in the final quantities.
The numerical changes in the results from this new run-by-run QA algorithm are treated as an additional systematic
uncertainty to update Fig.26 and obtain Fig. 27.

Two additional data points are included on Fig. 27 for the following reasons. Most ratio quantities shown in Fig. 26
or Fig.27 have magnitudes that are below unity with high significance, whereas in a purely non-CME scenario with
controlled backgrounds, the expectation is that these quantities should be consistent with unity. The reason for these
ratios being less than unity is, in part, due to the multiplicity di↵erence in the two isobar systems. As documented in
Table III, the multiplicity distributions are di↵erent for the two isobar species to the extent that in bins of matching
centrality, the mean multiplicity is around 4% lower for mid-central Zr+Zr than for mid-central Ru+Ru collisions.
The measured magnitudes of most observables, such as �� and ��, decrease with increasing multiplicity because of
the trivial multiplicity dilution for these per-pair quantities. Therefore, the corresponding ratios of these observables
between the two isobar systems will become larger, if taken in bins of matching multiplicity. Under the approximation
that background to�� is caused by flowing clusters with the properties of the clusters staying the same and the number
of clusters scaling with multiplicity, the value of �� scales with the inverse of multiplicity [20], i.e. N�� / v2 with
the proportionality presumably equal between the two isobars. Because of this, it may be considered that the proper
baseline for the ratio of ��/v2 between the two isobars is the ratio of the inverse multiplicities of the two systems.
Analysis with respect to this baseline is not documented in the pre-blinding procedures of this blind analysis, so is
not reported as part of the blind analysis. We include this inverse multiplicity ratio as the right-most point in Fig. 27.

It is interesting to note that ordering among the quantities in their magnitudes is observed in Figs. 26 and 27. The
��/v2 ratio has a smaller magnitude than the  and k ratios. This is consistent with the multiplicity ratio baseline
for the former as discussed above and the fact that the trivial multiplicity dependence cancels in the latter so its
baseline would be unity. On the other hand, the R-variable inverse width 1/�R 2

ratio is larger than the ��/v2 ratio.
This di↵erence is expected to be driven by: 1) di↵erent pT ranges used for the two quantities, 2) di↵erence in the
multiplicity dependence (see, e.g., Ref. [81]), and 3) di↵erence in the non-flow contributions. The scaling relations
extracted in Ref. [81] indicate an approximate relation between 1/�2

R 2
, multiplicity N and ��, which would imply

9

Details of Blind Analysis

A large, collective effort

Blind analyses (5 groups):
� οߛǡ οߜ ܽ݊݀ ʃ
� οߛǡ οߜǡ οߛ οɻ
� οߛ ݅݊ Τ�� �� ǡ οߛ ௩ܯ
� οߛ ݅݊ Τ�� ��
� ܴ οܵ Correlator.

No-Blind analysis (1 group):
� Signed Balance Function.

Mixed-blind

Unmixed-blind

Un-blind

An automated Run-
by-Run QA 
Algorithm!

How do we define the stable run period before we have the data?

~2 months ~1 year ~1/2 year ~2-3 months

A long journey towards the goal!

Fully automated algorithm
developed for blind QA

STAR Collaboration, arXiv:2109.00131

同量素实验（3）
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οߛொሺȲେሻ
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different fractions of CME and Bkg.

H-J. Xu, et al, CPC 42 (2018) 084103; S. A. Voloshin, Phys. Rev. C 98 (2018) 054911
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a ¼ v2fψZDCg=v2fψTPCg and A ¼ ΔγfψZDCg=ΔγfψTPCg
as functions of centrality. Their values are found to be
nearly identical over the full centrality range, indicating the
dominance of background contributions in Δγ.
Figure 2(a) shows the A=a ratio from both the full-event

and subevent methods, for 0.2 < pT < 2 GeV=c. A value
of A=a > 1 would indicate the possible existence of
a CME signal. Figure 2(b) shows the centrality depen-
dence of fCME, the possible CME signal relative to the
inclusive measurement ΔγfψTPCg, extracted by Eq. (3).
Figure 2(c) shows the absolute magnitude of the signal,
ΔγCME ≡ ΔγCMEfψTPCg ¼ fCMEΔγfψTPCg, as a function
of centrality.
Table I reports hfCMEi and hΔγCMEi, averaged over

20%–50% and 50%–80% centrality ranges, along with the
inclusive hΔγfψTPCgi. Both the full-event and subevent
methods are tabulated. The results are shown in Fig. 3,
and are consistent with zero in the 50%–80% peripheral
centrality range. For the 20%–50% centrality range, hint of
the signal deviating from zero is seen with 1–3 standard
deviations, depending on the analysis method. Note that the
statistical and systematic uncertainties are not completely

independent among the data points because the same
overall data sample is used in the various methods.
Since the CME is speculated to be a low-pT phenome-

non [4], we have analyzed a lower pT range 0.2 < pT <
1 GeV=c for the POI for the full-event method, as shown in
Fig. 3. Given the large uncertainties we cannot draw
conclusions concerning the relative magnitude of fCME
or ΔγCME between the two pT ranges.
A key assumption made in this analysis is that the flow

background is proportional to the final-state hadron v2 [39].
This assumption may not strictly hold because of the
presence of nonflow. For example, two-particle correlations
contribute positively to v2fψTPCg, which would reduce a,
yielding an increased fCME. Three-particle (e.g., dijet) cor-
relations could significantly increase ΔγfψTPCg, which
would reduce A, and thus cause a decreased fCME. The
latter may have contributed to the negative fCME in
peripheral collisions (modulo large uncertainties) [57].
The relative strengths of those effects are unknown a priori.
The measured fCME and ΔγCME can, therefore, still be
contaminated by nonflow effects. In order to mitigate
nonflow effects, we have analyzed data using the subevent

TABLE I. The inclusive hΔγfψTPCgi and the extracted hfCMEi and hΔγCMEi, averaged over 20%–50% and 50%–80% centrality
ranges in Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV from the full-event method (with two POI pT ranges) and the subevent method (with
two η gaps). The first quoted uncertainty is statistical and the second systematic.

Centrality Method hΔγinci (×10−4) hfCMEi (%) hΔγCMEi (×10−4)
20%–50% Full-event, pT ¼ 0.2–2 GeV=c 1.89# 0.01# 0.10 14.7# 4.3# 2.6 0.40# 0.11# 0.08

Full-event, pT ¼ 0.2–1 GeV=c 1.48# 0.01# 0.07 13.7# 6.2# 2.3 0.29# 0.13# 0.06
Subevent, Δηsub ¼ 0.1, pT ¼ 0.2–2 GeV=c 2.84# 0.01# 0.15 8.8# 4.5# 2.4 0.27# 0.17# 0.12
Subevent, Δηsub ¼ 0.3, pT ¼ 0.2–2 GeV=c 2.94# 0.01# 0.15 6.3# 5.0# 2.5 0.23# 0.19# 0.14

50%–80% Full-event, pT ¼ 0.2–2 GeV=c 6.31# 0.03# 0.38 0.3# 2.5# 5.3 0.12# 0.21# 0.40
Full-event, pT ¼ 0.2–1 GeV=c 5.19# 0.04# 0.33 4.6# 3.4# 7.3 0.37# 0.23# 0.41
Subevent, Δηsub ¼ 0.1, pT ¼ 0.2–2 GeV=c 8.72# 0.06# 0.41 −4.2# 3.4# 2.6 −0.36# 0.36# 0.43
Subevent, Δηsub ¼ 0.3, pT ¼ 0.2–2 GeV=c 8.89# 0.07# 0.40 −4.6# 3.9# 2.7 −0.46# 0.43# 0.45

(a) (b)

FIG. 3. The flow-background removed hfCMEi (a) and hΔγCMEi (b) signal in 50%–80% (open markers) and 20%–50% (solid markers)
centrality Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, extracted by various analysis methods [full-event (FE), subevent (SE)] and
kinematic cuts. Error bars show statistical uncertainties; the caps indicate the systematic uncertainties.
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FIG. 3. Pion pair invariant mass (minv) dependences of (a)
the �� from ESE-selected event samples A (50% largest q2)
and B (50% smallest q2), respectively, and (b) the inclusive
(no q2 restriction) �� compared with ��A ���B in 20-50%
centrality Au+Au collisions at 200 GeV. The pions are iden-
tified by TPC dE/dx up to pT = 0.8 GeV/c. The ↵, � par-
ticles (pions) are from one half of the TPC and the particle
c (unidentified charged particle) is from the other half. Error
bars are statistical errors. The shaded areas are systematic
uncertainties.

the same data are used in �� and ��A � ��B , their
statistical errors are not independent. To properly handle
statistical errors, an alternative function is used to fit
the two independent measurements of ��A versus ��B ,
namely:

��B = k��A + (1� k)��signal, (5)

where k and ��signal are the fit parameters. If �� =
(��A + ��B)/2, then b = (1 + k)/(1 � k)/2. In this
fit model, the background is not required to be strictly
proportional to v2 [37, 39]. Figure 4 shows ��A ver-
sus ��B in 20-50% centrality Au+Au collisions at 200
GeV. Each data point corresponds to one minv bin in
Fig. 3 (a). The line is the fits by Eq. 5. The good
�2/ndf indicates that the fit model assumption of a minv-
independent ��signal is reasonable. The potential CME
is likely dependent of minv, the feature of which could
in principle, given enough statistics, be revealed exper-
imentally by more sophisticated ESE analysis. The fit-
ted ��signal is (0.03 ± 0.06 ± 0.08) ⇥10�4 and is found
to be (2 ± 4 ± 5) % of the inclusive ��(minv > 0.4
GeV/c2) = (1.58 ± 0.02 ± 0.02) ⇥ 10�4. These values
represent over an order of magnitude reduction from the
inclusive �� measurement. Our results indicate that the
possible CME signal is small in the inclusive ��, consis-
tent with zero with current precision. This presents an
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FIG. 4. ��A versus ��B in 20-50% centrality Au+Au colli-
sions at 200 GeV, superimposed on the linear function fit of
Eq. 5. Error bars are statistical errors. Horizontal and ver-
tical caps are the systematic uncertainties on ��A and ��B ,
respectively. Di↵erent colors indicate the data from di↵er-
ent minv regions (black points: 0.4-0.6 GeV/c2, red points:
0.6-1.0 GeV/c2, blue points: > 1.0 GeV/c2).

upper limit of 0.23⇥ 10�4, or 15% of the inclusive result
at 95% confidence level [40].

In summary, we report di↵erential measurements of the
reaction-plane-dependent azimuthal correlation of pion
pairs (��), sensitive to the topological-charge-induced
chiral magnetic e↵ect (CME) in QCD, as a function of the
pair invariant mass (minv). Resonance structures are ob-
served in ��(minv), indicating major background contri-
butions. At large minv, where this background is signif-
icantly reduced, the �� is also significantly smaller. To
isolate the possible CME signal from background, event
shape engineering by the sub-event method is used to de-
termine the background shape in minv. The background
shape is used in a two-component fit to the ��(minv)
data, assuming it contains a v2-independent signal in
additional to the v2-dependent background. Such a fit
yields a v2-independent signal of ��signal = (0.03 ± 0.06
± 0.08) ⇥10�4 in 20-50% centrality Au+Au collisions at
200 GeV, (2 ± 4 ± 5)% of the inclusive measurement of
��(minv > 0.4 GeV/c2)=(1.58 ± 0.02 ± 0.02) ⇥10�4,
within pion pT = 0.2 � 0.8 GeV/c and averaged be-
tween pseudorapidity ranges of �1 < ⌘ < �0.05 and
0.05 < ⌘ < 1. This may represent a possible CME signal
integrated over minv, an upper limit of 0.23 ⇥ 10�4, or
15% of the inclusive result at 95% confidence level.
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statistical errors, an alternative function is used to fit
the two independent measurements of ��A versus ��B ,
namely:

��B = k��A + (1� k)��signal, (5)

where k and ��signal are the fit parameters. If �� =
(��A + ��B)/2, then b = (1 + k)/(1 � k)/2. In this
fit model, the background is not required to be strictly
proportional to v2 [37, 39]. Figure 4 shows ��A ver-
sus ��B in 20-50% centrality Au+Au collisions at 200
GeV. Each data point corresponds to one minv bin in
Fig. 3 (a). The line is the fits by Eq. 5. The good
�2/ndf indicates that the fit model assumption of a minv-
independent ��signal is reasonable. The potential CME
is likely dependent of minv, the feature of which could
in principle, given enough statistics, be revealed exper-
imentally by more sophisticated ESE analysis. The fit-
ted ��signal is (0.03 ± 0.06 ± 0.08) ⇥10�4 and is found
to be (2 ± 4 ± 5) % of the inclusive ��(minv > 0.4
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upper limit of 0.23⇥ 10�4, or 15% of the inclusive result
at 95% confidence level [40].

In summary, we report di↵erential measurements of the
reaction-plane-dependent azimuthal correlation of pion
pairs (��), sensitive to the topological-charge-induced
chiral magnetic e↵ect (CME) in QCD, as a function of the
pair invariant mass (minv). Resonance structures are ob-
served in ��(minv), indicating major background contri-
butions. At large minv, where this background is signif-
icantly reduced, the �� is also significantly smaller. To
isolate the possible CME signal from background, event
shape engineering by the sub-event method is used to de-
termine the background shape in minv. The background
shape is used in a two-component fit to the ��(minv)
data, assuming it contains a v2-independent signal in
additional to the v2-dependent background. Such a fit
yields a v2-independent signal of ��signal = (0.03 ± 0.06
± 0.08) ⇥10�4 in 20-50% centrality Au+Au collisions at
200 GeV, (2 ± 4 ± 5)% of the inclusive measurement of
��(minv > 0.4 GeV/c2)=(1.58 ± 0.02 ± 0.02) ⇥10�4,
within pion pT = 0.2 � 0.8 GeV/c and averaged be-
tween pseudorapidity ranges of �1 < ⌘ < �0.05 and
0.05 < ⌘ < 1. This may represent a possible CME signal
integrated over minv, an upper limit of 0.23 ⇥ 10�4, or
15% of the inclusive result at 95% confidence level.
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总结与展望
重离⼦碰撞提供了研究宇宙早期新物质形态的理想产所，CME在⼀系列科学问题

处于显著位置。

ü STAR早先电荷分离测量⽀持CME信号

ü STAR新的同量素实验测量指出，对于⽬前采⽤的通⽤观测量，没有探测到CME信号

ü 实验数据精度和严格物理背景分析是关键要素

ü ⾦核数据中多探测器联合分析(PP/SP)给出 1-3σ 信号

ü 2023-2025⾼统计量⾦核对撞实验将显著提⾼测量精度 感谢STAR合作组！
感谢聆听，请批评指正！



ALICE实验⼩系统计划

简单介绍复旦ALICE计划

O+O, p+O
~1week 2024

ALICE, the projections for the O+O RUN, 
https://indico.cern.ch/event/995891/ You Zhou (NBI), PWG-CF meeting

Flow proposal: vn

4

❖ vn from 2- and multi-particle correlations in O-O 
runs, and comparisons to results in pp, p-Pb, Xe-Xe 
and Pb-Pb collisions

▪ standard cumulants and vn

▪ v2 > v3 > v4 observed in all systems (at low Nch)

▪ Neither hydro nor PYTHIA describes the data for 
such low Nch region

❖ Different initial conditions
▪ Pb-Pb & Xe-Xe -> geometry 

▪ p-Pb & pp         -> fluctuations

▪ O-O                -> geometry

• Large overlap with p-Pb & pp at low Nch (flu-dominant)

• Large overlap with Pb-Pb at high Nch (geo-dominant)

• v3/v2 ratio is sensitive to the nuclear structure of 16O

• Woods-saxon vs Tetrahedron

ALICE, PRL123, 142301 (2019)
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Fig. 5. System scan of away-side RMS width (a,b), Kurtosis (c,d) and |Kurtosis|
Rms (e,f) of correlation functions in 0–2% data at √sN N = 6.37 TeV by the string melting (left panels) 

and default (right panels) AMPT model at √sN N = 6.37 TeV. The statistical error bars of panel (a,b) are inside the marker size. The dashed lines in each panel are fitted as a 
function of kA−1/3 + c with k = -0.60 and c = 1.00 (a) or k = -0.45 and c = 0.93 (b), kA−1/3 + c with k = 0.94 and c = -1.22 (c) or k = 1.05 and c = -1.28 (d), and kA−2 + c
with k = -1.02 and c = 1.17 (e) or k = -2.05 and c = 1.25 (f).

dependence of away-side RMS width as a function of A−1/3, i.e. 
the reverse of the system size. Here A means the system mass 
of the projectile (target is the same). In the collision systems with 
the Woods-Saxon nucleon distribution, the RMS width is increasing 
smoothly with the increase of system size from 10B + 10B to 197Au 
+ 197Au collisions, which presents the broadening distribution of 
associated particles in larger systems, indicating more violent in-
teraction in larger size collision systems, which is consistent with 
our previous study [4]. This illustrates that the away-side width 
has a very good geometric origin: more larger medium size, more 
larger away-side width, which is consistent with the path-length 
effect as found before [4,25].

From Fig. 5(a), it is found that there are small differences of the 
RMS width between collision systems with the Woods-Saxon dis-
tribution and the α-clustered structure by using the string melting 
AMPT model. The α-clustered 12C + 12C collisions have a smaller 
RMS width, while α-clustered 16O + 16O collision system exhibits 
a larger value. The total away-side yields of two different kinds of 
16O + 16O collisions are almost same, however, the α-clustered sys-
tem has a higher yield at the bottom and a lower yield at the peak. 
Hence the difference is strengthened. This can be attributed to 
the different structure in initial nucleon distributions as illustrated 
and discussed of Fig. 4. The set of red points which represent α-
clustered systems are close to the dashed line, and we can not get 

any conclusion via the similar value. However, the slight distinc-
tion of RMS width leads to our study for higher order cumulant.

To further investigate the α-clustering effect from the away-
side correlation function, another useful observable refers to kur-
tosis [75], which describes the tailedness of the distribution, is 
sensitive to correlation yields far from "φm on the away-side. Kur-
tosis is defined as

"φkurt =
∑

away("φ − "φm)4(dN/d"φ)

"φ4
rms · ∑away(dN/d"φ)

− 3, (5)

in which the summation takes the same computing steps as RMS 
width. This definition sets the kurtosis of normal distribution equal 
to zero. We understand that kurtosis is sensitive to the value at 
the tail of the peak. Nevertheless, when the away-side correla-
tion functions are almost same at the bottom, kurtosis can still tell 
the difference in magnitude around "φ ∼ π . The results of kur-
tosis in different systems are displayed in Fig. 5(c) as a function 
of A−1/3. All negative values of kurtosis for different collision sys-
tems illustrate that the away-side dihadron distribution widths are 
all wider than the Gaussian distribution. And a clear trend of de-
creasing kurtosis with increasing system size in uniform heavy-ion 
collision systems demonstrates that the flattening correlation peak 
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