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Understanding PDF uncertainties in W-mass direct measurements
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QCD collinear factorization
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✦ QCD collinear factorization ensures universal separation of long-distance and short-distance contributions 
in high energy scatterings involving initial state hadrons, and enables predictions on cross sections
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∧σ ≈ σ ⊗ PDF
QCD factorisation: hadronic cross section is a convolution of the 
PDFs and perturbatively calculable hard-scattering coefficients:

same PDFs can be used to predict pp 
collisions
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

DIS structure functions

H
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QCD factorisation: hadronic cross section is a convolution of the 
PDFs and perturbatively calculable hard-scattering coefficients:
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

hadron-hadron collision
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F2(x,Q
2) =

∑
i=q,q̄,g

∫ 1

0

dξCi
2(x/ξ, Q

2/µ2
r, µf

2/µ2
r,αs(µ

2
r))

×fi/h(ξ, µf ) (4)

σ = σ̂ ⊗ f1 ⊗ f2 (5)

In the meta PDF or the original Hessian PDF frameworks, there exist adidtional freedoms which we
can apply additional orthogonal rotations for the eigenvector basis, which will not change the final physical results,
including the total PDF uncertainties or PDF induced correlations, for the idea linear case. In the following example,
we illustrate how to use the rediagonalization technic to simplify the analysis of theoretical predictions for the Higgs
boson production. To be specific we use the rediagonalization to fix the first two eigenvectors on the plane spanned
by the two gradients of the inclusive cross sections of the Higgs boson production through gluon fusion at the LHC 8
and 14 TeV.
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.

2

F2(x,Q
2) =

∑
i=q,q̄,g

∫ 1

0

dξCi
2(x/ξ, Q

2/µ2
r, µf

2/µ2
r,αs(µ

2
r))

×fi/h(ξ, µf ) (4)

In the meta PDF or the original Hessian PDF frameworks, there exist adidtional freedoms which we can apply
additional orthogonal rotations for the eigenvector basis, which will not change the final physical results, including
the total PDF uncertainties or PDF induced correlations, for the idea linear case. In the following example, we
illustrate how to use the rediagonalization technic to simplify the analysis of theoretical predictions for the Higgs
boson production. To be specific we use the rediagonalization to fix the first two eigenvectors on the plane spanned
by the two gradients of the inclusive cross sections of the Higgs boson production through gluon fusion at the LHC 8
and 14 TeV.

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
s!
x"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
u!
x"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
d
!x
"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
g!
x"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
d!
x"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
u!
x"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
s!
x"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
c!
x"

META PDF unc. !68!" vs. Higgs sets

Q"85. GeV

PDF unc. !68!"
Higgs Eig. 1
Higgs Eig. 2
Higgs Eig. 3

10#4 10#3 10#2 10#1 1
0.90

0.95

1.00

1.05

1.10

x

No
rm
al
ize

d
b!
x"

FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.

[Collins, Soper, Sterman, 1989]

❖ coefficient functions, hard scattering; infrared (IR) safe, 
calculable in pQCD, independent of the hadron 

❖ PDFs, reveal inner structure of hadrons; non-perturbative 
(NP) origin, universality, e.g. DIS vs. pp collisions 

❖ factorization scale μf  

❖ runnings of fi/h with μf  are governed by the DGLAP 
equation   

choose μf = μr = Q, thus Q dependence (scaling violation) of F2 are 
mostly from PDFs and thus are predicted by the DGLAP evolution 



Global analysis of PDFs
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✦ PDFs are usually extracted from global analysis on variety of data, e.g., DIS, Drell-Yan, jets and top quark 
productions at fixed-target and collider experiments, with increasing weight from LHC, together with SM 
QCD parameters  
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∧σ ≈ σ ⊗ PDF
QCD factorisation: hadronic cross section is a convolution of the 
PDFs and perturbatively calculable hard-scattering coefficients:

same PDFs can be used to predict pp 
collisions
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

parameter variations

αS(Mz)

nuclear corrections

EW parameters

New Physics

Mc, Mb, Mt

QCD/EW corrections

❖ diversity of the analysed data are important to ensure flavor separation and to avoid theoretical/experimental bias; 
extensions to include EW parameters and possible new physics for a self-consistent determination  

❖ alternative approach from lattice QCD simulations, for various PDF moments or PDFs directly calculated in x-space 
with large momentum effective theory or pseudo-PDFs

[see JG, Harland-Lang, Rojo 1709.04922 for review article]
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Major analysis groups
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✦ PDFs provided by several major analysis groups (CT, MSHT, NNPDF, ABM, HERAPDF, ATLASpdf, CJ, 
JAM…) using slightly different heavy-quark schemes, selections of data, and methodologies  

NNLO 7&8TeV data 13 TeV data

ABMP16

2017

CT14

2015

CT18

MMHT14

2014
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NN3.0 NN3.1NN2.3
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CTEQ6

MRST02
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CTEQ6.6

NNPDF1.0

1991

CTEQ1
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NNPDF4.0

HERA LHC Run 1 (30 fb-1) LHC Run 2 (150 fb-1)Tevatron

2020

Run 3 + HL-LHC

2021

HERA2.0 ATLASpdf21Collider only

must have as many independent analyses as possible to have a faithful determination of PDFs and their uncertainties; 
state of the art PDFs are extracted at NNLO in QCD (+NLO EW) and with numerous LHC data 
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PDF comparisons
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✦ Many ongoing efforts on comparisons and understanding of differences of up-to-date PDFs, in order to 
have a faithful determination of PDFs and its uncertainties      7
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FIG. 2. Comparison of the PDFs at Q = 100 GeV. The PDFs shown are the N2LO sets of NNPDF4.0, CT18, MSHT20,
ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central value and the relative 1� uncertainty
are shown for the gluon g, singlet ⌃, total strangeness s+ = s+ s̄, total charm c

+ = c+ c̄, up valence u
V and down valence d

V

PDFs.

In Fig. 4 we compare, as a function of the invariant mass mX , the parton luminosities at
p
s = 14 TeV. All sets are

N2LO PDF sets. The parton luminosities are defined as [37]:
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FIG. 2. Comparison of the PDFs at Q = 100 GeV. The PDFs shown are the N2LO sets of NNPDF4.0, CT18, MSHT20,
ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central value and the relative 1� uncertainty
are shown for the gluon g, singlet ⌃, total strangeness s+ = s+ s̄, total charm c

+ = c+ c̄, up valence u
V and down valence d

V

PDFs.

In Fig. 4 we compare, as a function of the invariant mass mX , the parton luminosities at
p
s = 14 TeV. All sets are

N2LO PDF sets. The parton luminosities are defined as [37]:
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FIG. 3. Comparison of the symmetrized PDF uncertainties at Q = 100 GeV for the gluon g, singlet ⌃, total strangeness
s
+ = s + s̄, total charm c

+ = c + c̄, up valence u
V and down valence d

V PDFs. The PDF sets shown are the N2LO sets of
NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118 and ATLASpdf21.

where ⌧ = m2

X/s and a conventional choice µ2

F = m2

X . We have summed over flavors in combinations

Lqq̄ =
X

i

Lqiq̄i , Lqq =
X

i

(Lqiqi + Lq̄iq̄i), Lgq =
X

i

(Lgqi + Lgq̄i). (2)

The ratio to the NNPDF4.0 central value and the relative 1� uncertainty are shown for each parton combination.
All luminosities agree within uncertainties in the region around mX ⇠ 100 GeV, relevant e.g. for Higgs and gauge
boson production. The ATLASpdf21 luminosities di↵er at low scale, mX . 40 GeV, because of the cut on low-x,Q2

HERA data as already remarked. The quark-quark and quark-antiquark luminosities are otherwise in reasonable
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where ⌧ = m2

X/s and a conventional choice µ2

F = m2
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Lqq̄ =
X

i
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(Lqiqi + Lq̄iq̄i), Lgq =
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i
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The ratio to the NNPDF4.0 central value and the relative 1� uncertainty are shown for each parton combination.
All luminosities agree within uncertainties in the region around mX ⇠ 100 GeV, relevant e.g. for Higgs and gauge
boson production. The ATLASpdf21 luminosities di↵er at low scale, mX . 40 GeV, because of the cut on low-x,Q2

HERA data as already remarked. The quark-quark and quark-antiquark luminosities are otherwise in reasonable

gluon

total singlet

❖ general agreement between different 
groups (NN4.0, CT18, MSHT20, 
ABMP16, ATLAS21) over the range of 
x in 10-4  to ︎ 10-1 within uncertainties  

❖ gluon: notable differences at x~0.2, 
with 2σ for NN vs. CT&MSHT; 
singlet: ATLASpdf deviate at x<10-4 

due to Q2>10 GeV2 applied on HERA 
data, and at x>0.2 due to lack of 
fixed-target data   

❖ NN and ABMP show uncertainty of 
~1-2% in constrained region mostly 
due to methodologies; CT18 being 
conservative among all fits; ATLAS 
unc. blow up in unconstrained region   

[Snowmass 2021, 2203.13923]
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Understanding PDF uncertainties in W-mass direct measurements
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Global analysis with Machine Learnings
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✦ We developed an efficient framework of using neural networks and machine learnings to modeling 
dependencies of the log-likelihood functions (χ2) or cross sections on parton distributions; the computing 
efficiency improved by orders of magnitudes comparing to traditional method 
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Ĝ 3 Ĝ

sketch of NN architecture modeling accuracy
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Q7 ;HQ#�H χ2 Q7 � 72r ?mM/`2/ mMBib +QKT�`BM; iQ *hR3 #2bi }i �b b?QrM BM 6B;X kX q2 MQi2
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BM T�`2Mi?2bBb `2T`2b2Mi +�b2b B7 7�bi BMi2`TQH�iBQMb QM S.6b �`2 mb2/X

" >2bbB�M S.6 b2i

q2 7m`i?2` ;2M2`�i2 � >2bbB�M S.6 b2i #�b2/ QM i?2 χ2 T`Q}H2 Q#i�BM2/ rBi? i?2 LL �T@
T`Q�+?2bX h?2 >2bbB�M 2``Q` K�i`Bt QM i?2 S.6 T�`�K2i2`b Bb +�H+mH�i2/ mbBM; � MmK2`B+
K2i?Q/ Q7 }MBi2 /Bz2`2M+2X q2 mb2 �M Bi2`�iBp2 �H;Q`Bi?K QM /B�;QM�HBx�iBQM Q7 i?2 >2bbB�M
K�i`Bt i?�i Bb /2p2HQT2/ BM _27X (ky- kj) �M/ mb2/ BM H�i2` *h1Z �M�Hvb2bX h?2 Bi2`�iBp2
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b+�MMBM; �HQM; i?2 THmb �M/ KBMmb /B`2+iBQMb �M/ HQQFBM; 7Q` bQHmiBQMb rBi? ∆χ2 + P = 100

U7Q` NyW *GVX

Ĝ jd Ĝ

computing efficiency per parameter point❖ multi-layer NNs with discretized PDFs as input; trained 
with a large sample from CT18 MC PDFs 

❖ reproduction accuracy of χ2 better than one per mille 

❖ almost costless comparing to traditional methods that 
requires extensive calculations of cross sections 

Process

(No. of data sets)
Inputs Architecture

Activation functions

for each layer

No. of

total params.

tt̄ production

(6)

{PDFs, ↵s, mt, C1
tu

(C8
tq, CtG)}

87-60-40-40-1 tanh, (x2 + 2), (x2 + 2), linear 9401

jets production

(7)
{PDFs, ↵s, C1} 86-60-40-40-1 tanh, (x2 + 2), (x2 + 2), linear 9341

Others

(32)
{PDFs, ↵s} 85-60-40-1 tanh, (x2 + 2), linear 7641

Table 3: Summary of di↵erent architectures of NNs used in this paper for di↵erent processes.

A total of 45 NNs have been constructed in our nominal fit.

Figure 1: An example of the architecture of NNs adapted in this work, taking �2 as the

target function. Inputs of the NN include the PDFs, the top quark mass, the strong coupling

constant, and Wilson coe�cients of SMEFT.

values are generated randomly with uniform distributions in the range of interests. Details

on the generation of PDF replicas are described in Ref. [14]. We compute the �2 of all the

data sets for each of the replicas with setups described in earlier sections. Meanwhile, we use

another test sample of 4000 replicas to prevent from over training. We train each NN for 12

hours on a single CPU-core (2.4 GHz) which is su�cient to obtain a desirable accuracy.

4.3 Validation of NNs

The accuracy of the prescribed NNs has been validated thoroughly in Ref. [14] when using

only PDFs as inputs. We found equally good performance for all the data sets considered

using the updated architecture with extended inputs. We take the data sets on the top-quark

pair production as an example, and define �2
tt̄ as the sum of the individual �2 of the 5 data

sets used in our nominal fit as summarized in Table. 1. In Fig. 2, we show histograms on the

ratio of the �2
tt̄ prediction by NNs to its truth from all PDF replicas in the test sample. The

– 11 –
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Question 1: PDF uncertainties in W-mass direct measurements

10

✦ PDFs are key inputs for precision programs at hadron colliders, e.g., direct measurements on the W boson 
mass and the weak mixing angle  

103A. V. Kotwal, SJTU & TDLI Colloquium, 4/12/22

W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9

PDF  
[JHEP 2022, 36 (2022)]  

[CDF 2022]
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

  d

-210

-110

1

10    LHC 7−W

du

dc
sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

 d

-210

-110

1

10    LHC 7W+

du

dc

sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

  d

-210

-110

1

10   LHC 70Z
uu

cc

ssdd

(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.
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Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
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by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

PDF unc. of CDF / ATLAS / LHCb: 3.9 / 8 / 9 MeV

W boson rapidity distribution W boson mass from different experiments[1203.1290]

Drell-Yan production



PDF variations can not explain CDF discrepancy 

11

✦ We estimate shift of extracted W boson mass induced by variation of PDFs, and the associated PDF 
uncertainty  for a variety of PDFs, focusing on the kinematic variable of transverse mass at CDF
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W− T`Q/m+iBQMX q2 }M/ i?2 S.6 p�`B�iBQMb �`2 �#Qmi irB+2 Q7 i?Qb2 b?QrM BM 6B;X R 7Q` i?2
*.6 b+2M�`BQ r?BH2 i?2 /2T2M/2M+2 QM i?2 W #QbQM K�bb Bb bBKBH�` BM bBx2X h?2 S.6b +H2�`Hv
�Hi2` i?2 W+ �M/ W− T`Q/m+iBQM BM /Bz2`2Mi r�vb �b 2pB/2Mi i?�i i?2 LLS.69Xy +2Mi`�H
T`2/B+iBQMb HB2 QM QTTQbBi2 bB/2b Q7 *hRy 7Q` W+ �M/ W−X h?2 S.6 mM+2`i�BMiB2b Q7 *hRy
�`2 H�`;2` 7Q` W− T`Q/m+iBQM i?�M W+ T`Q/m+iBQM TQbbB#Hv /m2 iQ i?2 `2H�iBp2Hv H�`;2`
+QMi`B#miBQMb 7`QK i?2 bi`�M;2 [m�`F BM i?2 7Q`K2` +�b2X h?2 bB;MB}+�M+2 BM i?2 HQr2bi
T�M2H �`2 +�H+mH�i2/ �bbmKBM; � iQi�H MmK#2` Q7 2p2Mib 2[m�Hb iQ i?�i 7`QK i?2 �hG�a
K2�bm`2K2Mi Q7 i?2 KmQM +?�MM2H �M/ rBi? � #BM rB/i? Q7 yX8 :2oX

aBKBH�` iQ i?2 *.6 +�b2 r2 MQr THQi BM 6B;X 9 i?2 K2�M i`�Mbp2`b2 K�bb rBi?BM � rBM/Qr
Q7 (e8- Ryy) :2o 7Q` i?2 W+ �M/ W− T`Q/m+iBQM `2bT2+iBp2Hv- 7Q` p�`BQmb +?QB+2 Q7 S.6bX �HH
T`2/B+iBQMb �`2 MQ`K�HBx2/ iQ i?2 +2Mi`�H T`2/B+iBQM 7`QK *hRy LLGP S.6b BM+Hm/BM; i?Qb2
rBi? � W #QbQM K�bb +?�M;2 Q7 ±5 J2oX q2 }M/ � rB/2` bT`2�/ QM T`2/B+iBQMb 7`QK /Bz2`2Mi
S.6b �M/ H�`;2` S.6 mM+2`i�BMiB2b +QKT�`BM; iQ 6B;X k- +QMbBbi2Mi rBi? Q#b2`p�iBQMb BM
i?2 MQ`K�HBx2/ /Bbi`B#miBQMbX q2 +�M �;�BM mb2 i?2 bBKTHB}2/ T`2b+`BTiBQM iQ 2biBK�i2 i?2
2tT2+i2/ b?B7i QM i?2 2ti`�+i2/ W #QbQM K�bb �M/ i?2 �bbQ+B�i2/ S.6 mM+2`i�BMiB2b- r?B+?
�`2 bmKK�`Bx2/ BM h�#H2X AAX 6Q` 2t�KTH2- r2 2biBK�i2 � S.6 mM+2`i�BMiv Q7 �#Qmi Rj �M/
R9 J2o rBi? *hRy LLGP S.6b 7Q` W+ �M/ W− `2bT2+iBp2Hv- r?BH2 i?2 �hG�a `2TQ`i

normalized mT distribution  
      PDF var. vs. MW var.  
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6A:X RX h`�Mbp2`b2 K�bb /Bbi`B#miBQM Q7 i?2 +?�`;2/ H2TiQM �M/ KBbbBM; 2M2`;B2b 7Q` i?2 b+2M�`BQ
Q7 *.6 K2�bm`2K2Mi +�H+mH�i2/ �i GP �M/ LGP rBi? p�`BQmb S.6b �M/ /Bz2`2Mi +?QB+2 Q7 i?2 W
#QbQM K�bb UBM+`2�b2/ #v Ry J2oVX 6`QK iQT iQ #QiiQK �`2 i?2 MQ`K�HBx2/ /Bbi`B#miBQM- �#bQHmi2
�M/ `2H�iBp2 +?�M;2b rBi? `2bT2+i iQ � +QKKQM `272`2M+2 Q7 i?2 T`2/B+iBQM Q#i�BM2/ rBi? LLS.6jXR
LLGP S.6b �M/ MQKBM�H W #QbQM K�bbX h?2 HQr2bi T�M2H b?Qrb i?2 +?�M;2b MQ`K�HBx2/ iQ i?2
2tT2`BK2Mi�H bi�iBbiB+�H mM+2`i�BMiB2bX

UGPV Q` M2ti@iQ@H2�/BM; Q`/2` ULGPV BM Z*.- �M/ rBi? �SSG;`B/ BMi2`7�+2 (Rky) 7Q` 7�bi
BMi2`TQH�iBQMb rBi? �`#Bi`�`v S.6bX q2 ?�p2 MQi +QMbB/2`2/ i?2 Z*. `2bmKK�iBQM 2z2+ib
QM i?2 i`�Mbp2`b2 KQK2MimK Q7 i?2 W #QbQM �b i?2v �`2 bmTTQb2/ iQ #2 H2bb T`QMQmM+2/
7Q` i?2 MT /Bbi`B#miBQM �M/ �HbQ #2+�mb2 +QMbi`�BMib Q7 `2T2�iBM; i?2 +�H+mH�iBQMb 7Q` � H�`;2
MmK#2` Q7 S.6 b2ib rBi? bm{+B2Mi MmK2`B+�H �++m`�+vX h?2 7�+iQ`Bx�iBQM �M/ `2MQ`K�HBx�@
iBQM b+�H2b �`2 +?Qb2M iQ #2 BMp�`B�Mi K�bb Q7 i?2 +?�`;2/ H2TiQM �M/ i?2 M2mi`BMQX q2 �TTHv
� :�mbbB�M bK2�`BM; QM /Bbi`B#miBQMb 7`QK i?2Q`2iB+�H +�H+mH�iBQMb �bbmKBM; � /2i2+iQ` `2b@
QHmiBQM Q7 dW 7Q` MT - r?B+? Bb BM +QMbBbi2Mi rBi? i?2 `2bQHmiBQM QM ?�/`QMB+ `2+QBHb i?�i
`2TQ`i2/ BM i?2 *.6 T�T2`X q2 +?2+F i?�i i?2 T`2b+`B#2/ bK2�`BM; 2z2+ib +�M `2T`Q/m+2
r2HH i?2 b?�T2 Q7 i?2 2tT2`BK2Mi�H /Bbi`B#miBQM 2bT2+B�HHv 7Q` +HQb2 iQ i?2 T2�F `2;BQMX

AM 6B;X R r2 b?Qr i?2 T`2/B+iBQMb QM i?2 MQ`K�HBx2/ MT /Bbi`B#miBQM �i GP �M/ LGP
7Q` b2p2`�H +?QB+2b Q7 i?2 S.6b �M/ rBi? /Bz2`2Mi +?QB+2b Q7 i?2 W #QbQM K�bbX 6`QK
iQT iQ #QiiQK Bi b?Qrb i?2 MQ`K�HBx2/ /Bbi`B#miBQM- i?2 �#bQHmi2 �M/ `2H�iBp2 p�`B�iBQMb
+QKT�`BM; iQ � +QKKQM `272`2M+2 +�H+mH�i2/ rBi? i?2 +2Mi`�H b2i Q7 LLS.6jXR LLGP
S.6bX h?2 `2/ +m`p2 `2T`2b2Mib i?2 p�`B�iBQM /m2 iQ � W #QbQM K�bb +?�M;2 Q7 YRy J2o-
�M/ i?2 ;`�v #�M/ BM/B+�i2b i?2 S.6 mM+2`i�BMiB2b �i e3W *XGX 7Q` LLS.6jXRX .Bz2`2Mi
S.6b +QMbB/2`2/ BM+Hm/2 *h1ZeJ (RkR) LGP S.6b- �M/ *hR3 (RRR)- JJ>hR9 (Rkk) �M/
LLS.69Xy (Rkj) LLGP S.6bX AM i?2 HQr2` T�M2H Q7 2�+? };m`2 i?2 p�`B�iBQMb �`2 /BpB/2/
#v i?2 bi�iBbiB+�H mM+2`i�BMiv BM 2�+? #BM iQ b?Qr i?2 bB;MB}+�M+2X q2 +?QQb2 � #BM rB/i?
Q7 yX8 :2o �M/ MQ`K�HBx2 i?2 iQi�H MmK#2` Q7 2p2Mib iQ i?2 MmK#2` Q7 KmQM 2p2Mib BM
i?2 *.6 K2�bm`2K2Mi 7Q` i?2 +�H+mH�iBQM Q7 i?2 bi�iBbiB+�H mM+2`i�BMivX h?2`2 �`2 b2p2`�H
BMi2`2biBM; Q#b2`p�iBQMbX 6B`bi r2 7QmM/ i?2`2 +�M #2 � bB;MB}+�Mi /Bz2`2M+2 QM i?2 S.6
/2T2M/2M+2 r?2M ;QBM; 7`QK GP iQ LGP- r?BH2 i?2 p�`B�iBQM /m2 iQ W #QbQM K�bb Bb Km+?
bi�#H2X h?�i +�M #2 mM/2`biQQ/ �b /m2 iQ i?2 ;HmQM +QMi`B#miBQMb �i LGP r?B+? #QQbi

mean value of mT

estimated shift and PDF unc. of W mass
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6A:X kX J2�M i`�Mbp2`b2 K�bb Q7 i?2 +?�`;2/ H2TiQM �M/ KBbbBM; 2M2`;B2b 7Q` i?2 b+2M�`BQ Q7 *.6
K2�bm`2K2Mi +�H+mH�i2/ �i LGP Q` GP rBi? p�`BQmb S.6b- MQ`K�HBx2/ iQ i?2 +2Mi`�H T`2/B+iBQM
Q7 LLS.6jXR LLGP S.6bX h?2 2``Q` #�`b `2T`2b2Mi S.6 mM+2`i�BMiB2b �i e3W *XGX �M/ i?2
?Q`BxQMi�H HBM2b BM/B+�i2 p�`B�iBQMb BM/m+2/ #v � W #QbQM K�bb +?�M;2 Q7 ±5 J2oX

i?2 W #QbQM BM i?2 i`�Mbp2`b2 /B`2+iBQMX 1bT2+B�HHv- i?2 ;HmQM S.6 Bb [mBi2 /Bz2`2Mi BM
*h1ZeJ +QKT�`BM; iQ i?2 `2+2Mi LLGP S.6b r?B+? H2�/b iQ i?2 H�`;2 /Bz2`2M+2b b22M BM
i?2 LGP THQiX h?�i +�M #2 i`�+2/ #�+F iQ i?2 7�+i i?�i BM i?2 *h1ZeJ �M�HvbBb Bi mb2b
� x2`Q@K�bb b+?2K2 7Q` i?2 ?2�pv@[m�`F 2z2+ib BM .Aa `�i?2` i?�M p�`B�#H2 ~�pQ` MmK#2`
b+?2K2bX >Qr2p2`- r2 bi`2bb i?�i BM i?2 2tT2`BK2Mi�H �M�Hvb2b bBM+2 i?2v mb2 /�i� QM Z
#QbQM pT bT2+i`mK iQ KQ/2H i?2 W #QbQM pT bT2+i`mK- QMHv S.6 mM+2`i�BMiB2b QM i?2
`�iBQ Q7 i?2 W �M/ Z #QbQM pT bT2+i`mK b?QmH/ #2 +QMbB/2`2/ +QM+2`MBM; i?2 pT KQ/2HBM;-
mMHBF2 i?2 `�TB/Biv /Bbi`B#miBQM Q7 i?2 W #QbQMX q2 rBHH 7Q+mb QM i?2 T`2/B+iBQMb +�H+mH�i2/
�i LGP mMH2bb bT2+B}2/X q2 }M/ i?2 S.6 mM+2`i�BMiv Q7 LLS.6jXR i2M/b iQ #2 bBKBH�`
BM bBx2 +QKT�`BM; iQ i?2 BKT�+i Q7 p�`vBM; MW #v 8 J2o- �M/ *hR3 �M/ JJ>hR9 T`272`
� ?�`/2` bT2+i`mK r?B+? �`2 rBi?BM i?2 mM+2`i�BMiv Q7 LLS.6jXRX h?�i Bb BM [m�HBi�iBp2
�;`22K2Mi rBi? i?2 *.6 `2bmHib +QM+2`MBM; S.6 mM+2`i�BMiv �M/ /2T2M/2M+2X h?2 S.6
p�`B�iBQMb Q7 LLS.69Xy �`2 QM i?2 QTTQbBi2 bB/2 iQ *hR3 �M/ JJ>hR9- �M/ �`2 +HQb2 iQ
i?2 #QmM/�`B2b Q7 i?2 mM+2`i�BMiv Q7 LLS.6jXRX

[JG, DY Liu, KP Xie, 2205.03942]
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✦ We carry out a series of Lagrange multiplier scans to identify the constraints on the transverse mass 
distribution (using mean MT) imposed by individual data sets in the CT18 global analysis

PDF induced correlations
RR

6A:X 8X *Q``2H�iBQMb #2ir22M 〈MT 〉 +�H+mH�i2/ �i LGP �M/ S.6b Q7 /Bz2`2Mi ~�pQ`b �b � 7mM+iBQM
Q7 x 7Q` i?2 b+2M�`BQ Q7 i?2 *.6 K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/
+QK#BM2/- mbBM; *hR3 LLGP S.6bX

6A:X eX _2H�iBp2 2``Q` 2HHBTb2 �i e3W *XGX 7Q` 2�+? T�B` Q7 〈MT 〉 7Q` i?2 b+2M�`BQ Q7 i?2 *.6
K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/ +QK#BM2/- +�H+mH�i2/ �i LGP �M/
GP mbBM; *hR3 LLGP S.6bX

RR

6A:X 8X *Q``2H�iBQMb #2ir22M 〈MT 〉 +�H+mH�i2/ �i LGP �M/ S.6b Q7 /Bz2`2Mi ~�pQ`b �b � 7mM+iBQM
Q7 x 7Q` i?2 b+2M�`BQ Q7 i?2 *.6 K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/
+QK#BM2/- mbBM; *hR3 LLGP S.6bX

6A:X eX _2H�iBp2 2``Q` 2HHBTb2 �i e3W *XGX 7Q` 2�+? T�B` Q7 〈MT 〉 7Q` i?2 b+2M�`BQ Q7 i?2 *.6
K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/ +QK#BM2/- +�H+mH�i2/ �i LGP �M/
GP mbBM; *hR3 LLGP S.6bX

❖ mT at CDF (ATLAS) is mostly 
sensitive to the d-quark (dbar-
quark) at x~0.01(0.001); CDF and 
ATLAS are largely uncorrelated

❖ mT at CDF is largely constrained 
by the DIS and Drell-Yan data on 
deuteron target, the Tevatron 
lepton charge asymmetry data; at 
ATLAS also the CMS charge 
asymmetry data
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FIG. 8. The results of LM scans on hMT i with data subtracted. The results are normalized to
the central value determined with full data sets. The horizontal axis represents the experimental
data set removed from the LM scans. The blue mark and the red error bar respectively indicate
the central value and uncertainties at 90% C.L. determined with the LM method with the rest of
the data sets. The green hatched area and the gray band represent the uncertainties at 90% C.L.
determined with the Hessian method and the LM method with full data sets respectively.

Drell-Yan ratio data, the uncertainties of hMT i are reduced by almost 50%. In addition,
the E866 Drell-Yan ratio data prefer a larger hMT i contrasted with the HERA inclusive DIS
data and CMS 8 TeV charge asymmetry data which prefers a smaller value.

C. Discussions

In the following, we perform a simple analysis to further understand the dependences of
the leptonic distributions on the PDFs focusing on pT of the charged lepton for the CDF
scenario. Note at the LO pT equals half of the transverse mass discussed earlier. We defined
✓⇤ as the polar angle between the decayed positron and the anti-proton directions, and y⇤

as the rapidity of the positron with respect to the proton direction, both in the rest frame

constraints in CT18

PDF variations can not explain CDF discrepancy 

[JG, DY Liu, KP Xie, 2205.03942]



Strangeness is moderately suppressed

13

✦ We include NOMAD data into a global analysis of PDFs (CT18 as the baseline), and analysis its impact to 
PDFs, especially focusing on strange-quark PDF and strange to light sea-quark ratio Rs=(s+sb)/(ub+db) 

h?2 T`2pBQmb �M�Hvb2b BKTHv � HQbb Q7 b2MbBiBpBiv Q7 LPJ�. /�i� BM i?Bb b+2M�`BQ- #mi v2i
b2MbBiBpBiv `2K�BMb 7Q` H�`;2 xX AM T�M2HU/V M2�` i?2 p�H2M+2 `2;BQM- Bi +�M #2 b22M i?�i
Lmh2o �M/ **6_ /�i� #2+QK2 +QKT�`�#H2 rBi? LPJ�. /�i�X Lmh2o �M/ **6_ /�i�
�`2 ?2M+2 +QKTH2K2Mi�`v iQ LPJ�. /�i� BM i?Bb `2;BQMX LQ bB;MB}+�Mi b?B7i BM i?2 +2Mi`�H
p�Hm2 Bb 7QmM/ r?2M r2 BM+Q`TQ`�i2 LPJ�. /�i�- #mi �M �HKQbi jyW #2ii2` +QMbi`�BMib QM
bi`�M;2 S.6 Bb �+?B2p2/X q?2M r2 im`M iQ i?2 b2� `2;BQM �b b?QrM BM T�M2HU+V- i?2 b2MbBiBpBiv
Q7 LPJ�. /�i� #2+QK2 2p2M rQ`b2 /m2 iQ i?2 7�pQ` Q7 H�`;2 x �i i?Bb b+�H2- �M/ +QHHB/2`
/�i� MQr TH�v �M BKTQ`i�Mi `QH2X PMHv BKT`Qp2K2Mi Q7 � 72r T2`+2Mi BM i?2 +QMbi`�BMi QM
bi`�M;2@[m�`F S.6 +�M #2 Q#i�BM2/X

U�V U#V

U+V U/V

6B;m`2 R3, GJ b+�Mb 7Q` i?2 Rs �i Q = 1.5 :2o �M/ x = 0.1 U6B;X �V �M/ yXykj U6B;X #V-
�M/ GJ b+�Mb 7Q` i?2 b �i Q = 100 :2o �M/ x = 0.002 U6B;X +V �M/ yXj U6B;X /VX h?2 #Hm2
�M/ ;`22M p2`iB+�H bQHB/ U/Qi@/�b?V HBM2 `2T`2b2Mi i?2 +2Mi`�H p�Hm2 UmM+2`i�BMiB2bV rBi? �M/
rBi?Qmi LPJ�. /�i� `2bT2+iBp2HvX
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Figure 18: ATLASpdf21 'B distribution showing experimental uncertainties evaluated with ) = 1 (red), model
(yellow) and parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are
cumulative. The lower panel illustrates the fractional uncertainties.
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Figure 19: 'B from ATLASpdf21, showing experimental uncertainties evaluated with ) = 1, model and parameterisa-
tion uncertainties, compared with other recent PDFs: ABMP16 [79], CT14 [78], CT18, CT18A [74], MMHT14 [77],
MSHT20 [75], NNPDF3.0 [80], NNPDF3.1_strange [81], ATLASepWZ16 [9] and ATLASepWZVjets20 [11]. Left:
'B at &2 = 1.9 GeV2 and G = 0.023. Right: 'B at &2 = <

2
/

and G = 0.013.

41

[ATLAS,2112.11266]

LM scans on Rs recent ATLAS measurement

❖ NOMAD prefers larger s-PDF comparing to NuTeV and 
CCFR dimuon; leads to increase of Rs, from 0.5 to 0.7 

❖ reduction of PDF uncertainty by more than 30% 

❖ tensions between dimuon data (Rs~0.5) and LHC data 
(Rs~1) exist for years; now relieved 

❖ most recent ATLAS data shows Rs~0.8

[JG, DY Liu, CL Sun 2201.06586]
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✦ 1. Introduction to PDFs for LHC

✦ 2. A framework of Global analysis boosted with machine learnings and applications

Understanding PDF uncertainties in W-mass direct measurements

✦ 3. Summary

Implications of PDF for searches of new physics at the LHC
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✦ PDFs are key inputs for searches of new physics beyond the SM at hadron colliders, especially non-
resonance signatures hiding in high mass tails taking SM effective theory (SMEFT) as an example

dσ
dpT

= f1(x1)⨂ f2(x2)⨂
d ^σSM

dpT
[1 + O(αs) + O(αEW) + O(

1
Λ2

)]

CERN-TH-2020-140, CP3-20-42

Automated one-loop computations in the SMEFT
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We present the automation of one-loop computations in the standard-model e�ective field theory
at dimension six. Our general implementation, dubbed SMEFT@NLO, covers all types of operators:
bosonic, two- and four-fermion ones. Included ultraviolet and rational counterterms presently allow
for fully di�erential predictions, possibly matched to parton shower, up to the one-loop level in the
strong coupling or in four-quark operator coe�cients. Exact flavor symmetries are imposed among
light quark generations and an initial focus is set on top-quark interactions in the fermionic sector.
We illustrate the potential of this implementation with novel loop-induced and next-to-leading-order
computations relevant for top-quark, electroweak, and Higgs-boson phenomenology at the LHC and
future colliders.

Introduction Observed deviations in accurate mea-
surements would indirectly point to the existence of
physics beyond the standard model (SM), even if heavy
new states remain out of reach of the LHC and foreseen
accelerators. Given the richness of collider observables
and of the models proposed to address SM limitations, a
clear strategy is needed to maximize the reach of present
and future experiments.

The standard-model e�ective field theory (SMEFT)
provides a powerful framework to search for and interpret
possible deviations from the SM [1–3]. Its use is comple-
mentary to direct searches. Higher-dimensional opera-
tors compatible with the symmetries of the SM generate
a well-defined pattern of new interaction terms. Their
relevance is dictated, a priori, by the operator dimen-
sion, i.e., by an expansion in 1/�,

LSMEFT = LSM +
ÿ

i

c(6)
i O(6)

i

�2 + O

3
1

�3

4
, (1)

where LSM is the SM Lagrangian, O(d)
i are operators of

dimension d larger than four, and the c(d)
i are the cor-

responding Wilson coe�cients which encode information
about the ultraviolet (UV) theory. We do not consider
the single operator of dimension five which violates lepton
number and generates Majorana neutrino masses. At di-
mension six, without considering the combinatorial com-
plexity introduced by non-trivial flavor structures, the
number of independent operators is remarkably small [4].
Just 84 parameters encode the leading indirect e�ects
from all flavor-blind scenarios of decoupling new physics.

One can then parametrize possible deviations from the
SM prediction, for any observable on, in terms of the

Wilson coe�cients

�on = oEXP
n ≠oSM

n =
ÿ

i

a(6)
n,i(µ) c(6)

i (µ)
�2 +O

3
1

�3

4
, (2)

where oSM
n and a(6)

n,i are calculated using standard tech-
niques as expansions in the strong and weak couplings,
while µ is the renormalization scale. The expression
above illustrates the key points of a precision approach to
the search for new physics. First, one needs to achieve the
highest precision in both the experimental and SM de-
terminations of the observables on to reliably identify the
corresponding deviation �on. Second, since the SMEFT
correlates these deviations, improving its predictions en-
hances our sensitivity to new-physics patterns. Third, in
presence of a signal, the identification of the UV physics
based on the extracted c(6)

i /�2 can be greatly a�ected by
the accuracy and precision on the a(6)

n,i. Hence, to fully
exploit the measurements, it is not only mandatory to
have the best SM calculations but also to control the ac-
curacy and uncertainties of the SMEFT predictions. In
this article, we present an important milestone in this di-
rection, allowing to automatically compute higher-order
contributions to SMEFT predictions, for any observable
of interest.

Generalities Adopting the Warsaw basis [5] and af-
ter canonical normalization, we implement dimension-six
SMEFT operators in a FeynRules [6] model dubbed
SMEFT@NLO. This implementation is publicly avail-
able online together with its technical documentation,
including operator definitions [7].

We employ GF , mZ and mW as electroweak input pa-
rameters so that propagators do not depend on operator
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Question 2: PDF bias in searches of new physics at the LHC

conventionally, constraints on NP are determined 
using PDFs extracted from similar data sets but with 

pure SM assumptions

SM cross sections from ATLAS
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✦ Based on our framework of neural networks we performed a joint fit of PDFs and new physics beyond the 
SM (PDF+BSM); the later are described by EFT couplings of operators in SMEFT  

of Lagrange multiplier scans with top quark pair production and jet production are shown

in Section 5 and Section 6 respectively. We include discussions on the tolerance criteria and

correlations of parameters in Section 7. Finally, we conclude in Section 8.

2 Experimental data sets

In this section we explain briefly on the relevant experimental data sets in our global analyses

of QCD and SMEFT. We use the CT18 analysis as a baseline that includes 39 data sets in

total from DIS, Drell-Yan production, top-quark pair and jets productions. We further include

additional data sets from the LHC 13(8) TeV on distributions in the top-quark pair and jets

production, and the measurements on total cross sections of the top-quark pair production

at the Tevatron and the LHC. The new physics considered are directly constrained by the 13

data sets on the top-quark pair and jets production that are summarized in Table 1. Details

of the other 32 data sets on DIS and Drell-Yan production can be found in Ref. [15]. The

data sets marked with star (dagger) are included in our nominal fits for study of SMEFT in

top-quark pair (jet) production. Kinematic coverage of all the data sets are summarized in

the following.

Experiments
p
s(TeV) L(fb�1) observable Npt

⇤† LHC(Tevatron) 7/8/13(1.96) — tt̄ total cross section [16–21] 8
⇤† ATLAS tt̄ 8 20.3 1D dis. in pT,t or mtt̄ [22] 15
⇤† CMS tt̄ 8 19.7 2D dis. in pT,t and yt [23] 16

CMS tt̄ 8 19.7 1D dis. in mtt̄ [24] 7
⇤† ATLAS tt̄ 13 36 1D dis. in mtt̄ [25] 7
⇤† CMS tt̄ 13 35.9 1D dis. in mtt̄ [26] 7
⇤† CDF II inc. jet 1.96 1.13 2D dis. in pT and y [27] 72
⇤† D0 II inc. jet 1.96 0.7 2D dis. in pT and y [28] 110
⇤† ATLAS inc. jet 7 4.5 2D dis. in pT and y [29] 140
⇤† CMS inc. jet 7 5 2D dis. in pT and y [30] 158
⇤ CMS inc. jet 8 19.7 2D dis. in pT and y [31] 185
† CMS dijet 8 19.7 3D dis. in pave.T , yb and y⇤ [32] 122
† CMS inc. jet 13 36.3 2D dis. in pT and y [8] 78

Table 1: Experimental data sets on top-quark pair and jets production included in the

global analyses. Npt indicates the total number of data points in each data set. The data sets

marked with star (dagger) are included in our nominal fits for study of SMEFT in top-quark

pair (jet) production. Other data sets on DIS and Drell-Yan productions are the same as in

CT18 analyses and are not shown here for simplicity.
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subset of data (top pair, jet) directly constrain EFT [JG, DY Liu+, 2022]

depend on numerous systematic factors in the experimental
data. Scrupulous examination of the systematic effects was
essential for trustworthy estimates of PDF uncertainties,
and the scope of numerical computations also needed to be
expanded.

2. Combined HERA I+ II DIS data and the
xB-dependent factorization scale

Even in the LHC era, DIS data from the ep collider
HERA provide the dominant constraints on the CT18
PDFs. This dominance is revealed by independently
applying the EPUMP, PDFSENSE, and Lagrange multiplier
methods. CT18 implements the final (“combined”) dataset
from DIS at HERA run-I and run-II [30], which supersedes
the HERA run-I only dataset [31] used in CT14 [1]. A
transitional PDF set, CT14HERAII, was released based on
fitting the final HERA data [32]. We found fair overall
agreement of the HERA Iþ II data with both CT14 and
CT14HERAII PDFs, and that both PDF ensembles describe
equally well the non-HERA data included in our global
analysis. At the same time, we observed some disagreement

(“statistical tension”) between the eþp and e−p DIS cross
sections of the HERA Iþ II dataset. We determined that, at
the moment, no plausible explanation could be provided to
describe the full pattern of these tensions, as they are
distributed across the whole accessible range of Bjorken x
and lepton-proton momentum transfer Q at HERA.
Extending these studies using the CT18 fit, we have
investigated the impact of the choice of QCD scales on
inclusive DIS data in the small-xB region, as will be
explained later in Sec. II C.
We find that the quality of fit to HERA data is improved

by about 50 units by evaluating the NNLO theoretical cross
sections in DIS with a special factorization scale, μF;x, that
depends on Bjorken xB (not the momentum fraction x) and
is introduced in Sec. II C. Figure 3 (left) shows the changes
in the candidate CT18 PDFs obtained by fitting the DIS
datasets with the factorization scale μF;x, as compared to
the CT18 PDFs with the nominal scale μF ¼ Q. With the
scale μF;x, we observe reduced u and d (anti)quark PDFs
and increased gluon and strangeness PDFs at x < 10−2,
as compared to the nominal CT18 fit, with some compen-
sating changes occurring in the same PDFs in the

FIG. 1. The CT18 dataset, represented in a space of partonic ðx;QÞ, based on Born-level kinematical matchings, ðx;QÞ ¼ ðxB; QÞ, in
DIS, etc. The matching conventions used here are described in Ref. [20]. Also shown are the ATLAS 7 TeVW=Z production data (Exp.
ID ¼ 248), labeled ATL7WZ’12, fitted in CT18Z.

TIE-JIUN HOU et al. PHYS. REV. D 103, 014013 (2021)

014013-4

full data set (CT18 as baseline)

where �SM are the pure SM contributions. The second term is due to interference between the

SM amplitudes and those from dimension-6 operators. We have set ⇤ = 1 TeV throughout the

calculations. For C1
tu and C1

td considered in this work, the interference term only contributes

starting at next-to-leading order (NLO) in QCD. The third term is from amplitude squares

of the operators and is equally important in many cases though suppressed by higher powers

of ⇤. Details of theoretical calculations for di↵erent observables in top-quark pair and jet

production are summarized in Table. 2 and will be explained below.

observable µ0 SM QCD SM EW SMEFT QCD th. unc.

tt̄ total mt NNLO+NNLL no NLO µF,R var.

tt̄ pT dist. mT /2 NNLO NLO NLO µF,R var.

tt̄ mtt̄ dist. HT /4 NNLO(+NLP) NLO NLO µF,R var.

tt̄ 2D dist. HT /4 NNLO no NLO no

inc. jet pT,j NNLO NLO NLO 0.5% uncor.

dijet mjj NNLO NLO NLO 0.5% uncor

Table 2: Ingredients of theoretical calculations for di↵erent observables in top-quark pair

and jet production, including the nominal scale choice, orders of perturbative calculations,

and treatment of theoretical uncertainties.

We state calculations of the SM contributions and additional contributions from NP

separately, namely the first term and last two terms in Eq. (3.4). The total cross sections for

top quark pair production in the SM are calculated with Top++ v2.0 [46, 47] program. The

predictions thus include corrections at next-to-next-to-leading order (NNLO) and soft gluon

resummation at next-to-next-to-leading logarithmic (NNLL) accuracy in QCD. Dependence

of the total cross sections on the top-quark mass are included exactly. We have not included

the EW corrections for total cross sections which are much smaller than the experimental

uncertainties.

For the SM distributions of the top quark pair production at the LHC, we use results

calculated at NNLO in QCD [48, 49] and implemented in the fastNLO interface [50, 51].

Dependence of the NNLO predictions on the top quark mass are approximated by multiplica-

tive factors derived from NLO predictions calculated with MadGraph5 aMC@NLO [52],

since the fastNLO tables at NNLO are only available for a fixed top quark mass. EW

corrections to pT and mtt̄ distributions have been calculated in Ref. [53], where all LO EW

(O(↵s↵), O(↵2)) and NLO EW (O(↵2
s↵), O(↵s↵2), O(↵3))) corrections have been considered.

These EW corrections are included on top of the NNLO QCD predictions in terms of bin-wise

K-factors with multiplicative schemes. EW corrections are not available for the double dif-

ferential cross sections. Besides, for distributions on the invariant mass of the top-quark pair

close to the threshold, there exist higher-order Coulomb corrections from QCD which are po-

tentially large [54, 55]. They have been resummed to all orders in QCD at the next-to-leading

power (NLP) accuracy [56]. They can change the cross sections significantly, for instance in
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Following Refs. [34–39], we impose an U(2)Q ⇥ U(2)u ⇥ U(3)d flavor symmetry among

the left-handed quark doublets and right-handed up-type quark singlets of the first two gen-

erations, as well as among the right-handed down-type quark singlets of all three generations.

That leads to 22 independent dimension-6 operators or Wilson coe�cients with the Warsaw

basis under consideration [40]. Without losing generality, we focus on the following four

operators relevant for top quark pair production [38]

O1
tu =

2X

i=1

(t̄�µt) (ūi�
µui) ,

O1
td =

3X

i=1

(t̄�µt)
�
d̄i�µdi

�
,

OtG = igs(Q̄L,3⌧
µ⌫TAt)'̃GA

µ⌫ + h.c. , (3.2)

O8
tq =

2X

i=1

(Q̄i�µT
AQi)(t̄�

µTAt) ,

where ui, di are the right-handed quarks and Qi is the left-handed quark doublet of the i-

th generation, and t is the right-handed top quark. TA is the Gell-Mann matrix, ⌧µ⌫ =
1
2(�

µ�⌫ � �µ�µ), ' is the Higgs doublet, GA
µ⌫ is the gluon field strength tensor, and gs is

the strong coupling. It is assumed that C1
tu = C1

td and all Wilson coe�cients being real

throughout this work.

We also study the following quark contact interactions in chiral basis that are relevant

for jet production [41–45]

O1 = 2⇡
⇣P3

i=1 q̄Li�µqLi
⌘⇣P3

j=1 q̄Lj�
µqLj

⌘
,

O3 = 2⇡
⇣P3

i=1 q̄Li�µqLi
⌘⇣P3

j=1 q̄Rj�µqRj

⌘
, (3.3)

O5 = 2⇡
⇣P3

i=1 q̄Ri�µqRi

⌘⇣P3
j=1 q̄Rj�µqRj

⌘
,

where i, j are generation indices and qL(R) denotes left(right)-handed quark field of either up

or down type. The factor of 2⇡ is due to the convention used in studies of models of quark

compositeness. In this work, it is assumed that the quark contact interactions are purely

left-handed, and hence C3 = C5 = 0.

3.2 Theoretical computations

These SMEFT operators will eventually a↵ect the total and di↵erential cross sections. As-

suming the corresponding Wilson coe�cients Ci are input parameters, we can write their

contribution to the cross sections in arbitrary observable O as

d�

dO
=

d�SM
dO

+
X

i

d�̃i
dO

Ci

⇤2
+

X

i,j

d�̃ij
dO

CiCj

⇤4
, (3.4)
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theoretical calculations 

focusing on BSM relevant for top pair and jet 
production that are both sensitive to gluon PDFs  



Correlations of PDFs and BSM are mild
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✦ Unbiased results on four-quark and gluonic operators are obtained using global data sets with different 
tolerance criteria; current correlations between EFT and PDFs in global analyses are found to be mild  

(a) (b)

Figure 18: Constraints on the Wilson coe�cients with di↵erent tolerance criteria. The

marks and error bars respectively indicate the central values and uncertainties at 90% C.L..

The results with di↵erent tolerance criteria are shown with relevant colors.

TeV�2 at 90% C.L. which is much weaker due to several reasons. First our 13 TeV data only

consist of samples with a luminosity of about 36 fb�1, and we use the CT18 tolerance criterion

rather than the one of parameter-fitting. Each of them is expected to bring in di↵erence by

about a factor of two. Further more, we notice that in the CMS analysis they only include

the linear term of the Wilson coe�cients in the production cross sections while we use the

full contributions from SMEFT including the quadratic terms in Eq. (3.4). That will a↵ect

the extracted coe�cients as well since we found the e↵ects from those quadratic terms are

important. Refs. [77, 78] also reported a results of CtG/⇤2
2 [�0.68, 0.21] TeV�2 at 95%

C.L. that is comparable with ours of CtG/⇤2 = �0.10+0.26
�0.30 TeV�2 at 90% C.L.. In another

study by CMS, using the measurement on inclusive jet production at 13 TeV, same as the

one included in this study, they reported a result of C1/⇤2
2 [�0.0013,�0.0001] TeV�2 at

95% C.L. through a joint fit of PDFs and the contact interactions. Our nominal result is

[�0.0029, 0.0018] TeV�2 at 90% C.L. which is compatible considering the di↵erent criterion

used.

7.2 Correlations between PDFs and SMEFT

Through various results in previous sections we have revealed very mild correlations between

the extracted SMEFT coe�cients and the PDFs in the joint fits. We expect strong correlations

– 29 –

Figure 16: Contour plot of ��2 on the plane of CtG/⇤2 vs. C1/⇤2.

(a) (b)

Figure 17: The g PDFs determined by fitting with and without the new physics contributions

from both O1 and OtG at Q = 1.295 GeV are shown in the left panel. The blue and red solid

lines represent the central values determined by fitting with and without the new physics

contributions respectively. The PDF uncertainties at 68% C.L. are shown through hatched

areas with relevant colors. The relative uncertainties at 68% C.L. are shown in the right

panel.

7 Discussions

In this section we briefly discuss on several related topics of the joint fit of QCD and SMEFT.

That includes dependence of the extracted Wilson coe�cients on the statistical procedure, a

comparison to existed results, and a further exploration on correlations between the Wilson
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Following Refs. [34–39], we impose an U(2)Q ⇥ U(2)u ⇥ U(3)d flavor symmetry among

the left-handed quark doublets and right-handed up-type quark singlets of the first two gen-

erations, as well as among the right-handed down-type quark singlets of all three generations.

That leads to 22 independent dimension-6 operators or Wilson coe�cients with the Warsaw

basis under consideration [40]. Without losing generality, we focus on the following four

operators relevant for top quark pair production [38]

O1
tu =

2X

i=1

(t̄�µt) (ūi�
µui) ,

O1
td =

3X

i=1

(t̄�µt)
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d̄i�µdi
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,

OtG = igs(Q̄L,3⌧
µ⌫TAt)'̃GA

µ⌫ + h.c. , (3.2)

O8
tq =

2X

i=1

(Q̄i�µT
AQi)(t̄�

µTAt) ,

where ui, di are the right-handed quarks and Qi is the left-handed quark doublet of the i-

th generation, and t is the right-handed top quark. TA is the Gell-Mann matrix, ⌧µ⌫ =
1
2(�

µ�⌫ � �µ�µ), ' is the Higgs doublet, GA
µ⌫ is the gluon field strength tensor, and gs is

the strong coupling. It is assumed that C1
tu = C1

td and all Wilson coe�cients being real

throughout this work.

We also study the following quark contact interactions in chiral basis that are relevant

for jet production [41–45]

O1 = 2⇡
⇣P3

i=1 q̄Li�µqLi
⌘⇣P3

j=1 q̄Lj�
µqLj

⌘
,

O3 = 2⇡
⇣P3

i=1 q̄Li�µqLi
⌘⇣P3

j=1 q̄Rj�µqRj

⌘
, (3.3)

O5 = 2⇡
⇣P3

i=1 q̄Ri�µqRi

⌘⇣P3
j=1 q̄Rj�µqRj

⌘
,

where i, j are generation indices and qL(R) denotes left(right)-handed quark field of either up

or down type. The factor of 2⇡ is due to the convention used in studies of models of quark

compositeness. In this work, it is assumed that the quark contact interactions are purely

left-handed, and hence C1 6= 0, C3 = C5 = 0.

3.2 Theoretical computations

These SMEFT operators will eventually a↵ect the total and di↵erential cross sections. As-

suming the corresponding Wilson coe�cients Ci are input parameters, we can write their

contribution to the cross sections in arbitrary observable O as

d�

dO
=

d�SM
dO

+
X

i

d�̃i
dO

Ci

⇤2
+

X

i,j

d�̃ij
dO

CiCj

⇤4
, (3.4)
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SMEFT coefficients extracted
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SMEFT Operators

gluon PDFs from SM/SM+EFT fits

PDFs are essentially unchanged indicating 
weak correlations between PDF and BSM, and 
robustness of global analysis of QCD due to 

variety of experimental data 
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✦ Meanwhile we extract the top-quark mass from the global analyses including the same data sets on total 
and differential cross sections of top-quark pair production  

the others within uncertainties. We also investigate the impact of the resummed Coulomb

corrections. They increase the best-fit value of mt for both the ATLAS and the CMS 13 TeV

measurements by about 1 GeV with di↵erence of the two remains. Note that the Coulomb

corrections to the distributions at 8 TeV are negligible due to the higher mtt̄ values of the

experimental binning. We summarize various determinations of the top-quark mass from

Tables. 5 and 6 in Fig. 6. The marks and error bars in red and blue indicate our results

with the nominal setup with ↵s(MZ) fixed to 0.118 or free, respectively. The orange mark

and error bar indicate the results of the LM scans without including theoretical uncertainties

in tt̄ predictions. The green marks and error bars indicate the results with the inclusion of

Coulomb corrections. The black marks and error bars represent the results for the case that

the CMS 8 TeV data set for 2D distribution in pT,t and yt is replaced by the distribution in

mtt̄.

individual tot. cross sect. CMS 8 ATLAS 8 CMS 13 ATLAS 13

mt (GeV) 173.65+1.55
�1.55 168.11+4.00

�4.10 173.64+1.64
�1.61 169.73+1.58

�1.44 173.03+0.76
�1.04

individual CMS 8 (mtt̄) CMS 13 (NLP) ATLAS 13 (NLP)

mt (GeV) 168.31+4.07
�4.75 170.54+1.64

�1.61 174.14+0.99
�1.53

Table 6: Results of LM scans on mt at 68% C.L. with individual tt̄ data sets.

Figure 6: Summary plot for mt determination with various conditions. The x-axis represents

the tt̄ data set we want to study. The marks and error bars respectively indicate the central

values and uncertainties at 68% C.L. determined with the LM method.

5.2 Four-quark and gluonic operators

In the later scans for study of SMEFT we perform a joint fit of PDFs and Wilson coe�cients

only and fix mt and ↵s since their impacts are found to be small when varied within uncertain-

– 17 –

�2 (nominal) tot. cross sect. CMS 8 ATLAS 8 CMS 13 ATLAS 13 global

↵s(MZ) free 5.14 16.86 11.11 13.48 5.96 4279.09

↵s(MZ) = 0.118 6.14 17.27 9.85 15.96 4.13 4297.38

Table 4: Total �2 and �2 for individual tt̄ data sets at the global minimum with ↵s(MZ) =

0.118 or ↵s(MZ) free.

the �2 for individual tt̄ data sets at the global minimum are listed in Table. 4 for the cases

that ↵s(MZ) is fixed at 0.118 comparing with set ↵s(MZ) free. We find that the total �2

is elevated by about 18 units if the value of ↵s(MZ) is fixed to 0.118 consistent with results

shown in Fig. 4. The �2 for individual tt̄ data sets are changed slightly. Specifically, the

�2 for the total cross sections tt̄ data and CMS 13 TeV tt̄ data are elevated by 1 and 2.5

units respectively, whereas the �2 for the ATLAS 8 TeV tt̄ data and ATLAS 13 TeV tt̄ data

are reduced by about 1.3 and 1.8 units respectively. We summarize the best-fit of mt and

its 68% C.L. uncertainty range using di↵erent ↵s(MZ) input and with our nominal setup in

Table. 5. The uncertainties are almost unchanged comparing cases of freeing ↵s(MZ) or fix

it to the best-fit value. Fixing ↵s(MZ) to 0.118 leads to a moderate increase of the central

prediction of mt as well as its uncertainty range. We also show results from two variant fits

when fixing ↵s(MZ) to 0.118, namely fixing all PDF parameters to their best-fit or excluding

theoretical uncertainties in calculating �2 of all tt̄ data. The former has little impact on

the uncertainties of mt. The uncertainties of mt have been reduced by a factor of two in

the latter indicating the importance of theoretical uncertainties. In a third variant fit, we

apply the NLP corrections and associated theoretical uncertainties in the calculations of mtt̄

distributions at the LHC 13 TeV. That leads to an increase of the best-fit mt by 0.3 GeV in

order to compensate for the enhancement of the cross sections by the NLP corrections near

the threshold.

setup nominal nominal nominal PDF fixed no the. unc. NLP

↵s(MZ) free 0.1162 0.118 0.118 0.118 0.118

mt(GeV) 172.58+0.99
�0.58 172.58+0.98

�0.58 172.79+0.90
�0.87 172.79+0.90

�0.86 172.71+0.43
�0.43 173.12+1.12

�0.87

Table 5: Results of LM scans on mt at 68% C.L. with various conditions.

To evaluate the contribution from an individual tt̄ data set, we repeat the LM scans on

mt by keeping one tt̄ data set at a time and fixing ↵s(MZ) to 0.118. We show the results

from above LM scans in Table. 6. We find that the ATLAS 13 TeV tt̄ data sets strongest

constraint while the constraint from the CMS 8 TeV data is the weakest. The ATLAS 13

and 8 TeV data and the data set on the total cross section measurements are consistent on

both the predicted central values and uncertainty ranges of mt. The three CMS data sets,

including the two used in our nominal fits and the alternative one on mtt̄ distribution at 8

TeV all prefer a central value of mt lower by more than 3 GeV, though are still consistent with

– 16 –

❖ top-mass variations induce changes 
on total cross sections and 
kinematic bins close to threshold 

❖ individual data sets from LHC are 
more or less consistent with 
preference on the central values 
lower for CMS than ATLAS

❖ theoretical unc. (beyond NNLO) are 
dominant; Coulomb corrections lead 
to larger top mass but can not 
account for differences between 
ATLAS and CMStop-quark pole mass extracted at various conditions

PDG world average 
172.7 0.3 GeV±

[JG, DY Liu+, 2022]
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✦ 1. Introduction to PDFs for LHC

✦ 2. A framework of Global analysis boosted with machine learnings and applications

Understanding PDF uncertainties in W-mass direct measurements

✦ 3. Summary

Implications of PDF for searches of new physics at the LHC



Summary

20

✦ PDF uncertainties are one of the dominant theoretical uncertainties in direct measurements of the W-
boson mass; variations due to PDFs are much smaller than discrepancies of the CDF measurement  

✦ Strange-quark PDFs are slightly suppressed at x~0.02 as now supported by both DIS and LHC data   

✦ Correlations between gluon PDFs and BSM effects in global analyses with top-quark pair and jet 
production data are mild, indicating robustness of the global analyses of QCD 

✦ Top-quark mass determinations from measurements of total and differential cross sections are consistent 
with those determinations based on kinematic reconstructions 

✦ We developed a framework of global analysis for efficient evaluation on uncertainties of QCD inputs and 
BSM parameters using machine learnings and neural networks  



CTEQ-TEA PDFs

21

✦ CT18 PDFs show moderate reductions of PDF uncertainties due to new LHC data sets, and agree with 
previous CT14 within uncertainties; alternative fits CT18Z/A/X for evaluation of certain systematic effects       

❖ CT18 vs CT14: gluon unc. reduced 
everywhere (jets, Z pT, top); d-quark 
unc. reduced at x~0.2 (LHCb W/Z); 
s-quark almost unchanged   

❖ ATLAS 7 TeV W/Z data are not 
included in CT18 fit but in CT18A; 
CT18X uses a x-dependent scale in 
DIS to mimic small-x resummations  

❖ CT18Z includes both variations, 
differences wrt. CT18 are most 
significant in s-quark and gluon/sea-
quarks    
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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FIG. 11: A comparison of 90% C.L. uncertainties on the ratios d̄(x,Q)/ū(x,Q) and
(s(x,Q) + s̄(x,Q)) /

�
ū(x,Q) + d̄(x,Q)

�
, for CT18 (solid blue), CT18Z (magenta long-dashed), and

CT14HERAII NNLO (gray short-dashed) ensembles at Q = 1.4 or 100 GeV.

• The ATLAS 7 TeV data on W and Z rapidity distributions (Exp. ID=248), included only in CT18A and Z, have
the largest influence on the PDFs, as discussed in App. A. The directions of their pulls are similar to LHCb.

• The LHC data on tt̄ double di↵erential cross sections also appears to favor a softer gluon at large x, but the pull
is not statistically significant, i.e., much weaker than that of the inclusive jet data with its much larger number
of data points.

These constraints are further explored in depth in Sec. VA using a combination of statistical techniques.

B. The global fits for ↵s and mc

Determination of the QCD coupling. Following the long-established practice [28], in the canonical PDF sets
such as CT18, the value of ↵s(MZ) is set to the world average of ↵s(MZ)=0.118 [27]; alternate PDFs are produced for
a range of fixed ↵s(MZ) above and below that central value (i.e., an “↵s series”) to evaluate the combined PDF+↵s

uncertainty. In Ref. [28], we show how to evaluate the combined PDF + ↵s uncertainty in the global fit. As shown,
variations in ↵s generally induce compensating adjustments in the preferred PDF parameters (correlation) to preserve
agreement with those experimental data sets that simultaneously constrain ↵s and the PDFs. At the same time, it
is possible to define an “↵s uncertainty” that quantifies all correlation e↵ects. As the global QCD data set grows in
size, more experiments introduce sensitivity to ↵s(MZ) either through radiative contributions to hard cross sections
or through scaling violations, especially over a broad range of physical scales, Q.

Perhaps the best way to examine the sensitivity of each experiment, and of the global ensemble of experiments, is
to examine the variations of their �2 as the value of ↵s(MZ) is varied. Such scans over ↵s(MZ) for CT18 NNLO and
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the
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