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QCD collinear factorization

2

✦ QCD collinear factorization ensures universal separation of long-distance and short-distance contributions 
in high energy scatterings involving initial state hadrons, and enables predictions on cross sections
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∧σ ≈ σ ⊗ PDF
QCD factorisation: hadronic cross section is a convolution of the 
PDFs and perturbatively calculable hard-scattering coefficients:

same PDFs can be used to predict pp 
collisions
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

DIS structure functions

H
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

hadron-hadron collision

2

F2(x,Q
2) =

∑
i=q,q̄,g

∫ 1

0

dξCi
2(x/ξ, Q

2/µ2
r, µf

2/µ2
r,αs(µ

2
r))

×fi/h(ξ, µf ) (4)

σ = σ̂ ⊗ f1 ⊗ f2 (5)

In the meta PDF or the original Hessian PDF frameworks, there exist adidtional freedoms which we
can apply additional orthogonal rotations for the eigenvector basis, which will not change the final physical results,
including the total PDF uncertainties or PDF induced correlations, for the idea linear case. In the following example,
we illustrate how to use the rediagonalization technic to simplify the analysis of theoretical predictions for the Higgs
boson production. To be specific we use the rediagonalization to fix the first two eigenvectors on the plane spanned
by the two gradients of the inclusive cross sections of the Higgs boson production through gluon fusion at the LHC 8
and 14 TeV.
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.
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FIG. 2: Comparison of the meta PDF before and after rediagnalization at Q = 8 GeV. PDF errors are shown for 90% C.L..

Figs. 2-5 show the comparison of the meta PDF before and after the rediagonalization for Q = 8 and 85GeV.
The shown 90% C.L. PDF error bands are almost unchanged after the rediagonalization. Thus the original and
rediagonalizded meta PDF are statistically equivalent as we expect for the idea linear case.

[Collins, Soper, Sterman, 1989]

❖ coefficient functions, hard scattering; infrared (IR) safe, 
calculable in pQCD, independent of the hadron 

❖ PDFs, reveal inner structure of hadrons; non-perturbative 
(NP) origin, universality, e.g. DIS vs. pp collisions 

❖ factorization scale μf  

❖ runnings of fi/h with μf  are governed by the DGLAP 
equation   

choose μf = μr = Q, thus Q dependence (scaling violation) of F2 are 
mostly from PDFs and thus are predicted by the DGLAP evolution 



Global analysis of PDFs

3

✦ PDFs are usually extracted from global analysis on variety of data, e.g., DIS, Drell-Yan, jets and top quark 
productions at fixed-target and collider experiments, with increasing weight from LHC, together with SM 
QCD parameters  
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Deep Inelastic Scattering (DIS): 
strongest constraints on PDFs so far

PDFs at LHC will be probed/constrained 
in a different kinematic region: PDFs precision will be improved

parameter variations

αS(Mz)

nuclear corrections

EW parameters

New Physics

Mc, Mb, Mt

QCD/EW corrections

❖ diversity of the analysed data are important to ensure flavor separation and to avoid theoretical/experimental bias; 
possible extensions to include EW parameters and possible new physics for a self-consistent determination  

❖ alternative approach from lattice QCD simulations, for various PDF moments or PDFs directly calculated in x-space 
with large momentum effective theory or pseudo-PDFs

[see 1709.04922, 1905.06957 for recent review articles]
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Major analysis groups

4

✦ PDFs provided by several major analysis groups (CT, MSHT, NNPDF, ABM, HERAPDF, ATLASpdf, CJ, 
JAM…) using slightly different heavy-quark schemes, selections of data, and methodologies  

NNLO 7&8TeV data 13 TeV data

ABMP16

2017

CT14

2015

CT18

MMHT14

2014

MSHT20

NN3.0 NN3.1NN2.3

2012

ABM11

CT10

2013

ABM12

CT10

2010

NN2.1

MSTW08

2009

ABKM09

MRST04

20042002

CTEQ6

MRST02

2008

CTEQ6.6

NNPDF1.0

1991

CTEQ1

MRS

1994

NNPDF4.0

HERA LHC Run 1 (30 fb-1) LHC Run 2 (150 fb-1)Tevatron

2020

Run 3 + HL-LHC

2021

HERA2.0 ATLASpdf21Collider only

must have as many independent analyses as possible to have a faithful determination of PDFs and their uncertainties; 
state of the art PDFs are extracted at NNLO in QCD and with numerous LHC data 
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CTEQ-TEA PDFs

5

✦ CT18 PDFs show moderate reductions of PDF uncertainties due to new LHC data sets, and agree with 
previous CT14 within uncertainties; alternative fits CT18Z/A/X for evaluation of certain systematic effects       

❖ CT18 vs CT14: gluon unc. reduced 
everywhere (jets, Z pT, top); d-quark 
unc. reduced at x~0.2 (LHCb W/Z); 
s-quark almost unchanged   

❖ ATLAS 7 TeV W/Z data are not 
included in CT18 fit but in CT18A; 
CT18X uses a x-dependent scale in 
DIS to mimic small-x resummations  

❖ CT18Z includes both variations, 
differences wrt. CT18 are most 
significant in s-quark and gluon/sea-
quarks    
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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FIG. 11: A comparison of 90% C.L. uncertainties on the ratios d̄(x,Q)/ū(x,Q) and
(s(x,Q) + s̄(x,Q)) /
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ū(x,Q) + d̄(x,Q)

�
, for CT18 (solid blue), CT18Z (magenta long-dashed), and

CT14HERAII NNLO (gray short-dashed) ensembles at Q = 1.4 or 100 GeV.

• The ATLAS 7 TeV data on W and Z rapidity distributions (Exp. ID=248), included only in CT18A and Z, have
the largest influence on the PDFs, as discussed in App. A. The directions of their pulls are similar to LHCb.

• The LHC data on tt̄ double di↵erential cross sections also appears to favor a softer gluon at large x, but the pull
is not statistically significant, i.e., much weaker than that of the inclusive jet data with its much larger number
of data points.

These constraints are further explored in depth in Sec. VA using a combination of statistical techniques.

B. The global fits for ↵s and mc

Determination of the QCD coupling. Following the long-established practice [28], in the canonical PDF sets
such as CT18, the value of ↵s(MZ) is set to the world average of ↵s(MZ)=0.118 [27]; alternate PDFs are produced for
a range of fixed ↵s(MZ) above and below that central value (i.e., an “↵s series”) to evaluate the combined PDF+↵s

uncertainty. In Ref. [28], we show how to evaluate the combined PDF + ↵s uncertainty in the global fit. As shown,
variations in ↵s generally induce compensating adjustments in the preferred PDF parameters (correlation) to preserve
agreement with those experimental data sets that simultaneously constrain ↵s and the PDFs. At the same time, it
is possible to define an “↵s uncertainty” that quantifies all correlation e↵ects. As the global QCD data set grows in
size, more experiments introduce sensitivity to ↵s(MZ) either through radiative contributions to hard cross sections
or through scaling violations, especially over a broad range of physical scales, Q.

Perhaps the best way to examine the sensitivity of each experiment, and of the global ensemble of experiments, is
to examine the variations of their �2 as the value of ↵s(MZ) is varied. Such scans over ↵s(MZ) for CT18 NNLO and
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.

d-quark
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MSHT PDFs
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✦ MSHT20 (Mass Scheme Hessian Tolerance) PDFs adopt an extended parametrization form, as comparing 
to MMHT14, to accomodate for newly included LHC precision data

❖ central of gluon PDF remains mostly 
unchanged except for a suppression 
at x>0.2; moderate reduction on 
gluon uncertainty 

❖ enhancement of s-quark at 
intermediate x region and large 
reduction on uncertainty, due to 
LHC 7 TeV W/Z data and update of 
dimuon theory calculations   

❖ new parametrization allows a 
change of d-valence shape to better 
fit LHC W/Z data, and also large 
uncertainties of isospin asymmetry 
in small-x region

[MSHT20, 2012.04684]
Figure 2.4. The MSHT20 gluon (top left), strange quark sum (top right), down valence (bottom left) and d̄ � ū

(bottom right) compared to MMHT14.

advocated for 8 TeV ATLAS inclusive jet data [116], is used.
MSHT20 goes from 25 eigenvector pairs to 32 - there is one extra parameter for each PDF and two for

s + s̄. The mean tolerance is T ⇠ 3 � 4. About half the constraints are primarily provided by precision
electroweak collider data, largely D0 W asymmetry, 7 TeV and 8 TeV ATLAS W, Z and CMS W data. 8-10
eigenvectors are mainly constrained by the E866 Drell-Yan ratio which is vital for the d̄/ū constraint, ⇠ 10
eigenvectors are constrained by fixed target DIS data (i.e. BCDMS, NMC, NuTeV, CCFR) and these data
sets still mainly constrain high-x quarks, ⇠ 10 eigenvectors are constrained by CCFR, NuTeV dimuon data,
i.e. this is still the main constraint on the strange quark and its asymmetry. Hence, a fully global fit is found
to be necessary for a full constraint on all PDFs without use of assumptions and/or models. HERA data
provides good constraints on the widest variety of PDF parameters, mainly the gluon and light sea, but now
it is very rarely the best. However the HERA data are a very strong constraint on the best fit PDFs, and
central values and uncertainties at small x are still strongly constrained by HERA data.

We compare the new MSHT20 PDFs compared to those of MMHT14. First we show the gluon distribu-
tion, Fig. 2.4 (top left), where there is no significant change in the central value, though the uncertainty is
reduced. The details in shape at high x depend on the LHC jet, Z pT and differential tt̄ data. The Z pT data
pull the gluon up and differential tt̄ data pulls the gluon down, each also affecting the lower x normalisation
via the momentum sum rule. Not all jet data pull in the same direction though the total effect is slightly
downwards. More significant changes in the PDFs include an increase in the strange quark below x = 0.1,
Fig. 2.4 (top right), due to ATLAS 7, 8 TeV W and Z data which influence PDFs similarly. There is also
a significant change in the shape in valence quarks, most notably dV , due to LHC data on W, Z and the
improved parameterisation flexibility, Fig. 2.4 (bottom left). The strange asymmetry is similar to MMHT14,
but now is non-zero outside uncertainties. There is also a change in the details of light antiquarks at high-x
where constraints are weak, and a slight decrease at low x due to compensation for the increase in the strange
quark. The details of the ū, d̄ difference, shown in Fig. 2.4 (bottom right) are completely changed due to
the new type of parameterisation. There is a huge increase in uncertainty at small x, and a slight tendency
for negative d̄ � ū. However, a different impression is formed by considering d̄/ū which has small low-x
uncertainty and notably the ratio ! 1 as x ! 0 to a good accuracy even without this being a constraint.

11
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NNPDFs
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✦ NNPDF4.0 PDFs improves previous NNPDF3.1 with a major update on methodologies and a dedicated 
global survey and selection of available LHC data

❖ changes on parametrization and NN 
architecture, optimization algorithm; 
additional positivity and integrability 
constraints and  post-fit selections 

❖ central PDF of NNPDF4.0 is generally 
consistent with NNPDF3.1 except for 
a notable decrease of gluon PDF at 
x~0.1 and moderate increase of 
strangeness 

❖ NNPDF4.0 shows PDF uncertainty of 
~1-2% at data constrained region, 
largely reduced comparing to 
NNPDF3.1 

[NNPDF4.0, 2109.02653]

Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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ATLAS PDFs

8

✦ ATLAS releases the most recent 2021 PDFs based on a NNLO analysis of HERA combined data and a 
variety of ATLAS data from 7, 8 to 13 TeV and with several new features explored

Table 4: j2 contributions for the all data sets entering the PDF fit. The partial j2 for the individual data sets are
given with respect to the number of data points (NDP). They represent the addition of terms 1 and 2 in Eq. (1). The
correlated terms (term 3) are shown separated into groups with common systematic correlations. The total value of
the correlated term for these groups is also split into the additon of the separate contributions in the order in which
they are given in the table.

Total j2/NDF 2010/1620

HERA j
2/NDP 1112/1016

HERA correlated term 50
ATLAS , , / 7 TeVj

2/NDP 68/55
ATLAS //W⇤ 8 TeVj

2/NDP 208/184
ATLAS , 8 TeVj

2/NDP 31/22
ATLAS , and //W⇤ 7 and 8 TeV
correlated term 71 = (38 + 33)
ATLAS direct W 13/8 TeVj

2/NDP 27/47
ATLAS direct W 13/8 TeV
correlated term 6
ATLAS ++ jets 8 TeVj

2/NDP 105/93
ATLAS CC̄ 8 TeVj

2/NDP 13/20
ATLAS CC̄ 13 TeVj

2/NDP 25/29
ATLAS inclusive jets 8 TeVj

2/NDF 207/171
ATLAS ++ jets 8 TeV and
CC̄ + jets 8,13 TeV and
' = 0.6 inclusive jets 8 TeV correlated term 87 = (16 + 9 + 21 + 41)

5 Results

In this section the ATLASpdf21 PDF set is presented. The impact of variations of the central choice of fit
settings and parameterisation is discussed in Section 5.3. Table 4 gives the total j2 per degree of freedom,
j

2/NDF, of the fit using all data sets and the j
2 per data point, partial j2/NDP for NDP data points, of

each data set. The correlated terms (term 3) are shown separated into groups with common systematic
correlations. In order to evaluate the separate contributions of the data sets to this correlated term, the fit is
run with its final parameters fixed for each data set separately. These values follow the total correlated
terms in brackets, in order of their appearance in the table. The quality of the fit to the HERA data is
j

2/NDP = 1.14, comparable to that of HERAPDF2.0, so that there is no tension between the ATLAS data
and HERA data. The quality of the fit to the ATLAS , , / data is j

2/NDP = 1.44, and to the ATLAS
++ jets, CC̄ and inclusive jet data it is j

2/NDP = 1.40. The quality of fit to the ATLAS direct photon data
is j

2/NDP = 0.7. These j
2 values are comparable to those obtained by the global PDF fits for similar

data sets, but indicate a need to consider the appropriate j
2 tolerance of the fit. Both of these points are

discussed further in Section 6.
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[ATLAS,2112.11266]Data sets included and χ2

full uncertainty consists of experimental, 
theoretical, model, and parametrization 
uncertainties; evaluated either using Δχ2=1 or 
Δχ2=9 (a global tolerance of T=3)   
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✦ Many ongoing efforts on comparisons and understanding of differences of up-to-date PDFs, in order to 
have a faithful determination of PDFs and its uncertainties      7
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FIG. 2. Comparison of the PDFs at Q = 100 GeV. The PDFs shown are the N2LO sets of NNPDF4.0, CT18, MSHT20,
ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central value and the relative 1� uncertainty
are shown for the gluon g, singlet ⌃, total strangeness s+ = s+ s̄, total charm c

+ = c+ c̄, up valence u
V and down valence d

V

PDFs.

In Fig. 4 we compare, as a function of the invariant mass mX , the parton luminosities at
p
s = 14 TeV. All sets are

N2LO PDF sets. The parton luminosities are defined as [37]:
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FIG. 2. Comparison of the PDFs at Q = 100 GeV. The PDFs shown are the N2LO sets of NNPDF4.0, CT18, MSHT20,
ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central value and the relative 1� uncertainty
are shown for the gluon g, singlet ⌃, total strangeness s+ = s+ s̄, total charm c

+ = c+ c̄, up valence u
V and down valence d

V

PDFs.

In Fig. 4 we compare, as a function of the invariant mass mX , the parton luminosities at
p
s = 14 TeV. All sets are

N2LO PDF sets. The parton luminosities are defined as [37]:
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FIG. 3. Comparison of the symmetrized PDF uncertainties at Q = 100 GeV for the gluon g, singlet ⌃, total strangeness
s
+ = s + s̄, total charm c

+ = c + c̄, up valence u
V and down valence d

V PDFs. The PDF sets shown are the N2LO sets of
NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118 and ATLASpdf21.

where ⌧ = m2

X/s and a conventional choice µ2

F = m2

X . We have summed over flavors in combinations

Lqq̄ =
X

i

Lqiq̄i , Lqq =
X

i

(Lqiqi + Lq̄iq̄i), Lgq =
X

i

(Lgqi + Lgq̄i). (2)

The ratio to the NNPDF4.0 central value and the relative 1� uncertainty are shown for each parton combination.
All luminosities agree within uncertainties in the region around mX ⇠ 100 GeV, relevant e.g. for Higgs and gauge
boson production. The ATLASpdf21 luminosities di↵er at low scale, mX . 40 GeV, because of the cut on low-x,Q2

HERA data as already remarked. The quark-quark and quark-antiquark luminosities are otherwise in reasonable
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FIG. 3. Comparison of the symmetrized PDF uncertainties at Q = 100 GeV for the gluon g, singlet ⌃, total strangeness
s
+ = s + s̄, total charm c

+ = c + c̄, up valence u
V and down valence d

V PDFs. The PDF sets shown are the N2LO sets of
NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118 and ATLASpdf21.

where ⌧ = m2

X/s and a conventional choice µ2

F = m2

X . We have summed over flavors in combinations

Lqq̄ =
X

i

Lqiq̄i , Lqq =
X

i

(Lqiqi + Lq̄iq̄i), Lgq =
X

i

(Lgqi + Lgq̄i). (2)

The ratio to the NNPDF4.0 central value and the relative 1� uncertainty are shown for each parton combination.
All luminosities agree within uncertainties in the region around mX ⇠ 100 GeV, relevant e.g. for Higgs and gauge
boson production. The ATLASpdf21 luminosities di↵er at low scale, mX . 40 GeV, because of the cut on low-x,Q2

HERA data as already remarked. The quark-quark and quark-antiquark luminosities are otherwise in reasonable

gluon

singlet

❖ general agreement between different 
groups (NN4.0, CT18, MSHT20, 
ABMP16, ATLAS21) over the range of 
x in 10-4  to ︎ 10-1 within uncertainties  

❖ gluon: notable differences at x~0.2, 
with 2σ for NN vs. CT&MSHT; 
singlet: ATLASpdf deviate at x<10-4 

due to Q2>10 GeV2 applied on HERA 
data, and at x>0.2 due to lack of 
fixed-target data   

❖ NN and ABMP show uncertainty of 
~1-2% in constrained region mostly 
due to methodologies; CT18 being 
conservative among all fits; ATLAS 
unc. blow up in unconstrained region   

[Snowmass 2021, 2203.13923]
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✦ Spread of PDFs from different groups propagates into the parton-parton luminosity or cross sections at the 
LHC 14 TeV and some cases enlarged due to (anti-)correlations between different x-regions/flavors
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FIG. 4. Comparison, as a function of the invariant mass mX , of the parton luminosities at
p
s = 14 TeV, computed using

N2LO NNPDF4.0, CT18, MSHT20, ABMP16 with ↵s(MZ) = 0.118, and ATLASpdf21. The ratio to the NNPDF4.0 central
value and the relative 1� uncertainty are shown for each parton combination.

agreement within 2� over the full mass range. For the gluon sector luminosities (gluon-gluon and gluon-quark),
however, further di↵erences are seen at large mass. Specifically, in the high-mass region, mX ⇠ 1 TeV the gluon-
gluon and gluon-quark luminosities for NNPDF4.0 are rather smaller than MSHT20, CT18 and ATLASpdf21 while
larger than ABMP16. These di↵erences are possibly a consequence of both methodology and di↵erences in data
included, for example NNPDF4.0 include some data which are sensitive to the high-x gluon that are not used by
other groups, such as the di-jet cross-sections at 7 TeV and the tt̄ di↵erential distributions from the LHC Run II.
Nonetheless there are additional di↵erences in this region in data inclusion and treatment, discussed in Sect. X. As
for the luminosity uncertainties, NNPDF4.0 generally displays the smallest uncertainty in the luminosities, although
there are exceptions, with ABMP16 smaller in some regions (such as the gluon-gluon luminosity for low invariant
mass). These reflect the uncertainties seen in Fig. 3 where this general pattern also exists, nonetheless all groups,
bar ATLASpdf21, show the smallest uncertainties for at least a portion of the x range across at least one PDF. The
di↵erences observed reflect methodological and other di↵erences in approach and are the subject of further studies.

To conclude this section, we assess how the di↵erences at the level of PDFs and parton luminosities displayed in
Figs. 2-4 translate into di↵erences in theoretical predictions for LHC cross-sections. These are displayed in Fig. 5, where
we present a comparison of the 2� ellipses for pairs of inclusive cross sections among W±, Z, tt̄, H, tt̄H production
at the LHC at

p
s = 14 TeV. The W±/Z cross sections are defined in the ATLAS 13 TeV fiducial volume [38], while

others correspond to the full phase space. The recent PDF4LHC21 combined PDF set [24], described in Section X, and
the previous PDF4LHC15 combination [16] are also included in the plots and compared to the 2� ellipses obtained
from the PDF sets displayed in Figs. 2-4, with the PDF uncertainties rescaled to the 2� prescription. There is a
general agreement between the correlated predictions, with ATLASpdf21 predictions displaying larger uncertainties
compared to the other sets and touching the PDF4LHC21 2� boundaries for the tt̄ and Z ellipses and ABMP16 giving
lower predictions for H and tt̄H cross sections. Generally, NNPDF4.0 predictions are at the boundary of the MSHT20
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agreement within 2� over the full mass range. For the gluon sector luminosities (gluon-gluon and gluon-quark),
however, further di↵erences are seen at large mass. Specifically, in the high-mass region, mX ⇠ 1 TeV the gluon-
gluon and gluon-quark luminosities for NNPDF4.0 are rather smaller than MSHT20, CT18 and ATLASpdf21 while
larger than ABMP16. These di↵erences are possibly a consequence of both methodology and di↵erences in data
included, for example NNPDF4.0 include some data which are sensitive to the high-x gluon that are not used by
other groups, such as the di-jet cross-sections at 7 TeV and the tt̄ di↵erential distributions from the LHC Run II.
Nonetheless there are additional di↵erences in this region in data inclusion and treatment, discussed in Sect. X. As
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mass). These reflect the uncertainties seen in Fig. 3 where this general pattern also exists, nonetheless all groups,
bar ATLASpdf21, show the smallest uncertainties for at least a portion of the x range across at least one PDF. The
di↵erences observed reflect methodological and other di↵erences in approach and are the subject of further studies.

To conclude this section, we assess how the di↵erences at the level of PDFs and parton luminosities displayed in
Figs. 2-4 translate into di↵erences in theoretical predictions for LHC cross-sections. These are displayed in Fig. 5, where
we present a comparison of the 2� ellipses for pairs of inclusive cross sections among W±, Z, tt̄, H, tt̄H production
at the LHC at

p
s = 14 TeV. The W±/Z cross sections are defined in the ATLAS 13 TeV fiducial volume [38], while

others correspond to the full phase space. The recent PDF4LHC21 combined PDF set [24], described in Section X, and
the previous PDF4LHC15 combination [16] are also included in the plots and compared to the 2� ellipses obtained
from the PDF sets displayed in Figs. 2-4, with the PDF uncertainties rescaled to the 2� prescription. There is a
general agreement between the correlated predictions, with ATLASpdf21 predictions displaying larger uncertainties
compared to the other sets and touching the PDF4LHC21 2� boundaries for the tt̄ and Z ellipses and ABMP16 giving
lower predictions for H and tt̄H cross sections. Generally, NNPDF4.0 predictions are at the boundary of the MSHT20
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ellipses, with smaller error bands. MSHT20 are also generally in agreement with CT18, albeit with the latter having
notably larger error ellipses.

B. Applications of PDFs to Higgs physics, BSM searches, SMEFT tests

PDFs are a crucial input at the LHC. Their uncertainty is a key component of theory uncertainties in Higgs
physics, a limiting factor in the mass reach of experimental searches for heavy BSM particles and the treatment of
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PDFs are a crucial input at the LHC. Their uncertainty is a key component of theory uncertainties in Higgs
physics, a limiting factor in the mass reach of experimental searches for heavy BSM particles and the treatment of
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CT18 2σ ellipse seems to cover most 
groups 

❖ NNPDF4.0 and 3.1 show no overlaps 
on cross sections even at 2σ 
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Figure 4.1. Comparison of the PDF4LHC21 combination (composed of Nrep = 900 replicas) with the three constitu-
ent sets at Q = 100 GeV, normalised to the central value of the former and with their respective 68%CL uncertainty
bands. In the case of the Hessian sets (CT180 and MSHT20) we display their Monte Carlo representation composed of
Nrep = 300 replicas generated according to Eq. (4.3). The NNPDF3.10 band is also constituted by Nrep = 300 (native)
replicas.

between the three input sets presented in Sect. 2.4, and the generic properties of the PDF4LHC combination
prescription. The PDF4LHC21 combination overlaps with the three constituent sets at the 68% CL, implying
that there is no region where the PDF error bands of the combination and of the individual sets do not touch.
In terms of the relative PDF uncertainties, one does observe how the relation between those of PDF4LHC21
and those of the input sets depends on both the flavour and on the range of x. We recall that, by construction,
the uncertainties of the PDF4LHC21 set are expected to be bracketed by those of the constituents sets in
the cases where there is good overall consistency (since then one is applying effectively an average of the
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Figure 5.2. The 1� ellipses for pairs of inclusive cross sections among W
±

, Z, tt̄, H, tt̄H production at the LHC
at

p
s = 14 TeV. The W

±
/Z cross sections are defined in the ATLAS 13 TeV fiducial volume [174], while others

correspond to the full phase space. See text for details of the theory calculations.

5.2 Differential distributions

Following this discussion focused on predictions at the inclusive cross-section level, we move now to consider
the case of differential distributions. Fig. 5.4 displays a similar comparison as in Fig. 5.1 now at the level of
differential distributions, where the calculational settings and selection cuts adopted are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces the fiducial cross-sections
reported there. For each process in Fig. 5.4, the top panels display the relative percentage PDF uncertainty
(normalised to the corresponding central value), while the bottom panels show the pull of the central values
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for

50

�5
�4
�3
�2
�1

0
1
2
3
4
5

PD
F

un
ce

rta
int

y
[%

] pp� Z� ��̄ + X

102 103

M��̄ [GeV]

�0.5

0.0

0.5

Pu
ll

[�
]

PDF4LHC21 PDF4LHC21 40 PDF4LHC21 mc
�3
�2
�1

0
1
2
3

PD
F

un
ce

rta
int

y
[%

] pp� H + X

0.0 0.5 1.0 1.5 2.0 2.5
yH

�0.2

0.0

0.2

Pu
ll

[�
]

PDF4LHC21 PDF4LHC21 40 PDF4LHC21 mc

�3
�2
�1

0
1
2
3

PD
F

un
ce

rta
int

y
[%

] pp� HW+ � H�̄�� + X

0.0 0.5 1.0 1.5 2.0 2.5
yH

�0.1

0.0

0.1

Pu
ll

[�
]

PDF4LHC21 PDF4LHC21 40 PDF4LHC21 mc
�6
�4
�2

0
2
4
6

PD
F

un
ce

rta
int

y
[%

] pp� tt̄ + X

103

Mtt̄ [GeV]

�0.5

0.0

0.5

Pu
ll

[�
]

PDF4LHC21 PDF4LHC21 40 PDF4LHC21 mc

�2

�1

0

1

2

PD
F

un
ce

rta
int

y
[%

] pp�W+ � �̄�� + X

0.0 0.5 1.0 1.5 2.0 2.5
��̄

�0.1

0.0

0.1

Pu
ll

[�
]

PDF4LHC21 PDF4LHC21 40 PDF4LHC21 mc
�2

�1

0

1

2

PD
F

un
ce

rta
int

y
[%

] pp � ZW+ � ��̄�̄���� + X

102 103

pT,��̄ [GeV]

�0.2

0.0

0.2

Pu
ll

[�
]

PDF4LHC21 PDF4LHC21 40 PDF4LHC21 mc

Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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Figure 5.4. Same as Fig. 5.1 now with the comparison presented at the level of differential distributions. For each
process, the top panels display the relative percentage PDF uncertainty (normalised to the corresponding central
value), while the bottom panels show the pull of the central values with respect to the PDF4LHC21 set in units
of the PDF uncertainty, as defined in Eq. (5.1). The calculational settings and selection cuts are the same as those
adopted in Fig. 5.1 and the integral over the differential measurements reproduces those fiducial cross-sections.

Hessian sets. Consistent with the results reported at the cross-section level in Sect. 5.1, the pull is very
small, always below P  0.1 for the compressed MC set. The pulls P can be larger and positive for the
Neig = 40 Hessian set, a consequence of the difference in the central value of the sets that are compared,
and is illustrated in Fig. A.6. A non-zero pull is then actually expected for processes sensitive to the gluon
PDF as well as to the quark PDFs at large invariant masses and/or forward rapidities. Since positivity of
central PDFs is implemented at the initial combination scale of Q = 2 GeV, these shifts are not necessarily
restricted to the extrapolation region at higher scales and can be present (though reasonably small), e.g. for
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11

✦ The PDF4LHC group performs extensive benchmarks on methodologies of several groups, and presents 
the PDF4LHC21 PDFs, an effective combination of CT18’, MSHT20 and NNPDF3.1’, for LHC Run3 usage   

[PDF4LHC21, 2203.05506]

gluon PDFs

distributions

Z vs. W cross sections

❖ CT18’ differs slightly from CT18 by 
using mc=1.4 GeV; NNPDF3.1’ 
differs from 3.1 by including 
additional jet and top-quark data   

❖ PDF4LHC21 PDFs are presented 
in the form of either a MC set of 
100 replica PDFs or a Hessian set 
of 40 PDFs  

❖ PDF unc. at the level of 2~3% for 
the inclusive cross section and 
5~10% for distribution at multi-
TeVs region  



Figure 4.1. The gluon (left) and antidown (right) PDFs at Q = 1.65 GeV at large x, for the unweighted fit and the
weighted fits in which the ATLAS W, Z 7 TeV (L=4.6 fb�1) (central) and the ATLAS tt̄ `+jets 8 TeV datasets are
assigned large weight.

Figure 4.2. The gluon PDF, at Q = 100 GeV, for some of the fits of Table 4.7: the baseline variant with no jets,
and the fits with each of the the single-inclusive jet data (left) or each of the dijet data (right). Results are shown
normalized to the central value of the no jets variant.

We therefore select the optimal set of jet observables by repeating the analysis carried out in [8]. Specif-
ically, we start from a fit based on the baseline dataset identified above from which we remove all jet
measurements. We then compare it to a series of NNLO fits that include, one at a time, the single-inclusive
jet or dijet datasets discussed in Sect. 2.2.7, with the theory settings discussed there. The decorrelation
model recommended in [86] is used in the case of the ATLAS 8 TeV single-inclusive jet measurement, while
systematic uncertainties are decorrelated across rapidity bins in the case of the ATLAS 7 TeV single-inclusive
jet measurement.

In Table 4.7 we report the values of the �
2 for all of these fits. Values are shown for all the data grouped

by process type and for all single-inclusive jet and dijet data, for both those that are and those that are not
included in each fit. The values corresponding to the datasets that are not included in each fit are indicated
in square brackets. In Fig. 4.2 we compare the gluon PDF from all the fits, separately for those that include
single-inclusive jet or dijet data, at a scale Q = 100 GeV. The gluon PDF is normalized to the fit that does
not include any jet data. We have explicitly checked that all other PDFs are una↵ected by the inclusion of
jet data.

Inspection of Table 4.7 and of Fig. 4.2 leads to the following conclusions.

• All of the 7 TeV data have a rather moderate impact and the global fit quality is essentially unchanged
in comparison to the baseline. There is a moderate pull on the large x gluon, consistent between
ATLAS and CMS and between single-inclusive jets and dijets, and also consistent with the baseline
within uncertainties.
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Fig. 13 (Left) Ratio of gluon PDFs to MSHT20 baseline, with αS
free, at NNLO at Q2 = 104 GeV2. The result of simultaneous fits to
four absolute distributions within the ATLAS 8 TeV single differential
top quark data set are shown: with no systematic error decorrelation

(no decor), the parton shower error decorrelated across, but not within,
the four distributions, and with the parton shower, ISR/FSR and hard-
scattering decorrelated across and within all distributions (max decor).
(Right) Fraction symmetrised error with respect to the baseline fit

Table 5 χ2/Npts for the ATLAS 8 TeV differential top data, with αS
free, in the lepton+jet channel. Results using different choices of theory
for the matrix element calculation are shown

Baseline NNLO QCD, LO EW NLO QCD, LO EW

1.04 0.92 1.66

normalisation, with no control over what is being removed.3

In effect, one is allowing the various systematic shifts asso-
ciated with the different sources of systematic error (which
are the same in the absolute and normalized cases) to take
values, which if translated to a prediction for the absolute
distributions, would certainly give a poor fit quality. Thus
one is effectively decorrelating the experimental systematic
errors, but such that control over how this is done is lost.
Clearly further analysis is needed to determine the extent to
which this procedure and the one we outline above agree,
or do not, in terms of the extracted gluon PDF, but this is
certainly not guaranteed. We leave a detailed analysis of this
to future studies.

Finally, for the ATLAS dilepton data, we find the fit quality
to the ytt distribution is very good, although as no statisti-
cal correlations are provided we cannot investigate how this
might change if a combined fit to the ytt and mtt distribution
were performed. We fit the CMS ytt distribution (only given
as normalized) in the lepton+jet channel, taking the system-
atic errors as completely uncorrelated; as discussed in [19],
it is unclear how one should treat the systematic errors in this
case, but the quoted values, being all positive, certainly can-

3 In [139] the total cross section is included in the fit, but not the cross
correlations between this and the normalized distributions, which if
included correctly would by construction simply correspond to a fit to
the absolute cross section.

Fig. 14 As in Fig. 13 (left), but for fits with baseline systematic error
treatment, but LO EW and NLO QCD + LO EW theory used in the
theory matrix elements

not be consistently interpreted as correlated errors for such a
normalized distribution. We in addition remove the final bin
from the fit so that the covariance matrix corresponding to
this normalised distribution is non-singular.

4.8 Data on t t̄ double differential pair production

We include CMS data for top quark pair production in the
dilepton channel, presented double differentially in a variety
of variables [104]: including the transverse momentum and
rapidity of the top, pT (t), y(t); the invariant mass, rapid-
ity and transverse momentum of the top pair, M(t t̄), y(t t̄)
and pT (t t̄); as well as the rapidity and angular separations
of the top and antitop, #η(t, t̄) and #φ(t, t̄). Six pairs of
these variables are formed and normalized distributions are
presented double differentially: [pT (t), y(t)], [y(t),M(t t̄)],
[y(t t̄),M(t t̄)], [#η(t, t̄),M(t t̄)], [pT (t t̄),M(t t̄)] and [#φ

(t, t̄),M(t t̄)]. Following the analysis of CT [140] which
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Impact of LHC data

12

✦ LHC provides measurements on a variety of PDF-sensitive standard candle processes with precision 
reaching a few percents; Their impact is subjected to possible tensions among different data and 
complications of the experimental systematic errors

χ2  of LHC data in MSHT20Eur. Phys. J. C (2021) 81 :341 Page 23 of 88 341

Table 7 The values of
χ2/Npts. for the LHC data sets
included in the global fit and the
overall global fit χ2/N at NLO
and NNLO. The corresponding
values for the non-LHC data
sets are shown in Table 6, and
the total value corresponds to
the sum over both tables

Data set NLO NNLO

ATLAS W+, W−, Z [118] 34.7/30 29.9/30

CMS W asym. pT > 35 GeV [153] 11.8/11 7.8/11

CMS asym. pT > 25, 30 GeV [154] 11.8/24 7.4/24

LHCb Z → e+e− [155] 14.1/9 22.7/9

LHCb W asym. pT > 20 GeV [156] 10.5/10 12.5/10

CMS Z → e+e− [157] 18.9/35 17.9/35

ATLAS High-mass Drell–Yan [158] 20.7/13 18.9/13

CMS double diff. Drell–Yan [71] 222.2/132 144.5/132

Tevatron, ATLAS, CMS σt t̄ [92,93] 22.8/17 14.5/17

LHCb 2015 W , Z [94,95] 114.4/67 99.4/67

LHCb 8 TeV Z → ee [96] 39.0/17 26.2/17

CMS 8 TeV W [97] 23.2/22 12.7/22

ATLAS 7 TeV jets [18] 226.2/140 221.6/140

CMS 7 TeV W + c [98] 8.2/10 8.6/10

ATLAS 7 TeV high precision W , Z [20] 304.7/61 116.6/61

CMS 7 TeV jets [99] 200.6/158 175.8/158

CMS 8 TeV jets [100] 285.7/174 261.3/174

CMS 2.76 TeV jet [106] 124.2/81 102.9/81

ATLAS 8 TeV Z pT [74] 235.0/104 188.5/104

ATLAS 8 TeV single diff t t̄ [101] 39.1/25 25.6/25

ATLAS 8 TeV single diff t t̄ dilepton [102] 4.7/5 3.4/5

CMS 8 TeV double differential t t̄ [104] 32.8/15 22.5/15

CMS 8 TeV single differential t t̄ [107] 12.9/9 13.2/9

ATLAS 8 TeV High-mass Drell–Yan [72] 85.8/48 56.7/48

ATLAS 8 TeV W [105] 84.6/22 57.4/22

ATLAS 8 TeV W + jets [103] 33.9/30 18.1/30

ATLAS 8 TeV double differential Z [73] 157.4/59 85.6/59

Total 5822.0/4363 5121.9/4363

completely clear. Indeed, we note that overall there is little
to choose between the NLO and NNLO quality in Table 6
(non-LHC data sets in the fit), with some data sets preferring
NLO and some NNLO, but never that strongly, whereas in
Table 7 (LHC data sets in the fit) most data sets are fit better
at NNLO, and many of them very significantly so. This is
particularly clear for the precision electroweak boson data,
as highlighted earlier, but also quite clearly true for LHC jet
data and the top quark data, both inclusive and differential.

5.3 Central PDF sets and uncertainties

The parameters for the central PDF sets at NLO and NNLO
are shown in Table 8. In order to describe the uncertainties
on the PDFs we apply the same general procedure as in [9]
(originally presented in a similar, but not identical form in
[159]), i.e. we use the Hessian approach with a dynamical
tolerance, and hence obtain a set of PDF eigenvector sets,
each corresponding to 68% confidence level uncertainty and
being orthogonal to each other.

5.3.1 Procedure to determine PDF uncertainties

If we have input parameters {a0
i } = {a0

1 , . . . , a
0
n}, then we

write

#χ2
global ≡ χ2

global − χ2
min =

n∑

i, j=1

Hi j (ai − a0
i )(a j − a0

j ),

(24)

where the Hessian matrix H has components

Hi j =
1
2

∂2 χ2
global

∂ai∂a j

∣∣∣∣∣
min

. (25)

The uncertainty on a quantity F({ai }) is then obtained from
standard linear error propagation:

#F = T

√√√√
n∑

i, j=1

∂F
∂ai

Ci j
∂F
∂a j

, (26)
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❖ fit quality to LHC data is 
moderate in general or very 
poor for specific data sets       

❖ decorrelation/regularization 
of experimental systematics 
or theoretical errors are 
added to reach a reasonable 
χ2  

❖ appraisal and selection of 
LHC data become a major 
task 



Figure 8.1. Same as Fig. 7.3 but now presenting the complementary comparison of the baseline of PDFs to a set
based on the same NNPDF4.0 dataset, but using the old NNPDF3.1 methodology.
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Figure 8.1. Same as Fig. 7.3 but now presenting the complementary comparison of the baseline of PDFs to a set
based on the same NNPDF4.0 dataset, but using the old NNPDF3.1 methodology.
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Methodology and uncertainties

13

✦ Textbook criterion “Δχ2=1” on estimation of uncertainties is not reliable in global fit, involving large data 
samples and degrees of freedoms; PDF unc. depends very much on methodologies including “tolerance”

[NNPDF4.0, 2021]

❖ CT uses tier1+tier2 tolerance, 
MSHT uses a pure dynamic 
tolerance, both close to a 
hypothesis test criterion 

❖  NNPDF3.1 uses ML algorithm 
with effective tolerance that is 
smaller than CT and MSHT as 
checked explicitly from reduced 
fits    

❖ substantial changes on 
methodologies for NN4.0 vs. 
NN3.1 further affect the 
uncertainty 

Figure 3.5. Comparison of the partonic luminosities between the CT18, MSHT20, and NNPDF3.1 reduced fits at
p

s = 14 TeV as a function of the invariant mass of the produced final state mX . From left to right we show the gluon-
gluon, quark-antiquark, quark-quark and quark-gluon luminosities, normalised to the central value of the MSHT20
prediction, together with the associated 1� relative PDF uncertainties. The upper panels display the luminosities
evaluated without any restriction on the final-state rapidity yX , while the bottom panels instead account for a rapidity
cut of |yX | < 2.5 which restricts the produced final state to lie within the ATLAS/CMS central acceptance region.

mass. The increase (albeit only very slight in MSHT) therefore implies some anti-correlation between the
contributions with one high and one low x parton (which are now cut) and those with reasonably similar x

which remain.
In summary, the comparisons of the partonic luminosities in Fig. 3.5 are consistent with the corresponding

ones at the PDF level and confirm the satisfactory consistency between the three reduced PDF fits. This
said, the fact that residual differences remain, such as in the magnitude of the PDF uncertainties, indicates
that the methodological choices adopted by each group remain significant even when fitting to the same
dataset (albeit a reduced one in these benchmark fits) with very similar theory settings, indicating that
methodological uncertainties, such as those associated to the functional form or fitting methodology, can be,
in some cases, as large or even larger than the PDF uncertainties associated with the fitted data.

4 The PDF4LHC21 combination

In this section we present the outcome of the PDF4LHC21 combination, based on the variants of the CT18,
MSHT20, and NNPDF3.1 global PDF analyses - CT180, MSHT20 and NNPDF3.10- described in Sect. 2. First
of all, we describe the generation of the Monte Carlo replicas and the main features of the resulting combined
distribution, including a comparison with the three constituent PDF fits. Second, we present the results of
the Monte Carlo compression and of the Hessian reduction of PDF4LHC21, which lead to the LHAPDF

grids released and recommended for phenomenological applications. Third, we compare PDF4LHC21 with
its predecessor PDF4LHC15 both at the level of PDFs and of partonic luminosities. Finally, we assess the
behaviour of the PDF4LHC21 combination at large-x, and provide a prescription to deal with cross-sections
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g-g luminosity

d-quark

s-quark
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Summary on PDFs
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✦ Global analyses of parton distributions demonstrate great success of QCD and on understanding internal 
structures of proton, and phenomenologically become more and more prominent for electroweak 
precision test and searches for new physics at the (HL-)LHC 

✦ With the global efforts from many groups, we are gradually approaching PDFs precision of a few percents; 
while LHC-independent inputs on PDFs, for instance from future DIS experiments or lattice QCD 
simulation with improved precisions will be highly valuable  

✦ LHC delivers plenty of PDF sensitive data with high statistics and with theory evaluated almost all at 
NNLO; some of the N3LO calculations are already available; however, an advance on the treatment of 
the LHC experimental systematics and methodologies of PDF determinations can be crucial 

3

PDF-related topics in Snowmass’13 [arXiv:1310.5189] and ‘21 studies
Topic Status, 2013 Status, 2022

Achieved accuracy of PDFs N2LO for evolution, DIS and vector 
boson produciton

N2LO for all key processes; N3LO for some 
processes

PDFs with NLO EW 
contributions

MSTW’04 QED, NNPDF2.3 QED LuXQED and other photon PDFs from 
several groups; PDFs with leptons and 
massive bosons

PDFs with resummations Small x (in progress) Small-x and threshold resummations 
implemented in several PDF sets

Available LHC processes to 
determine nucleon PDFs

ܹ/ܼ, single-incl. jet, high-்݌ ܼ, ݐ ҧݐ, ܹ +
ܿ production at 7 and 8 TeV

+ ݐ ҧݐ, single-top, dijet, ߛ/ܹ/ܼ +jet, low-Q 
Drell Yan pairs, … at 7, 8, 13 TeV

Near-future experiments to
probe PDFs

LHC Run-2
DIS: LHeC

LHC Run-3
DIS: EIC, LHeC, …

Benchmarking of PDFs for 
the LHC

PDF4LHC’2015 recommendation in
preparation

PDF4LHC’21 recommendation issued

Precision analysis of 
specialized PDFs

Nuclear, meson, transverse-momentum 
dependent PDFs

NEW TASKS in the HL-LHC ERA:
Obtain complete N2LO and 
N3LO predictions for PDF-
sensitive processes

Improve models for correlated 
systematic errors

Find ways to constrain large-x PDFs 
without relying on nuclear targets

Develop and benchmark fast 
N2LO interfaces 

Estimate N2LO theory 
uncertainties

New methods to combine PDF 
ensembles, estimate PDF uncertainties, 
deliver PDFs for applications

TABLE I. Top part: Some of the PDF-focused topics explored in Snowmass’2013 [22] and ’2021 studies. Bottom part: a
selection of new critical tasks for the development of a new generation of PDFs that achieve the objectives of the physics
program at the high-luminosity LHC.

physics or theoretical simulations. However, comparisons to individual PDF ensembles from the groups, rather than
combined ones, remain necessary in the most precise measurements, such as tests of electroweak precision symmetry
breaking and Higgs boson physics.

The rest of the whitepaper discusses all these critical tasks of the precision PDF era in more detail. We wish to
highlight some of the pertinent issues here.

Recent PDF analyses indicate that the LHC data is increasingly crucial in pinning down the parton densities, and
its constraining power will become even more crucial in the HL-LHC run [26]. At the same time, new experiments
on the deeply-inelastic scattering (DIS), in particular, at the Electron-Ion Collider planned at BNL in the USA,
may be at least as instrumental as the LHC, and in some important cases more instrumental, in constraining the
relevant PDF combinations [27]. Even more precise measurements of the PDFs in DIS may be obtained at the Large
Hadron-Electron Collider (LHeC [28]) and Muon-Ion Collider (MuIC [29]).

To elevate the accuracy of PDFs in the next decade, it is critical that new experiments and theory calculations
implement consistent error control at all stages, from experimental measurements to the distribution of final PDFs.
In particular, while there is a reasonable overall agreement between the various experiments in the recent PDF
fits [6, 7, 9, 10] in terms of their preferences for the PDFs, detailed testing with several methods reveals some
disagreements (tensions) among the most precise experiments. The strength of these disagreements is about the
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✦ PDFs are key inputs for precision programs at hadron colliders, e.g., precision electroweak measurements, 
searches for new physics beyond the SM, especially non-resonance signatures hiding in high mass tails 
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W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9

PDF  
[JHEP 2022, 36 (2022)]  
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Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

PDF unc. of CDF / ATLAS / LHCb: 3.9 / 8 / 9 MeV

W boson rapidity distribution W boson mass from different experiments[1203.1290]
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✦ PDFs are key inputs for precision programs at hadron colliders, e.g., precision electroweak measurements, 
searches for new physics beyond the SM, especially non-resonance signatures hiding in high mass tails 

Analyzing of W mass data with most UP-TO-DATE PDFs will be highly desirable 

spread of predictions from different PDFs could be much larger than the PDF unc. of a specific set 
even for the same group the PDF unc. not necessarily decrease with time

[CT, 2022]

W/Z fiducial cross sections at Tevatron (95% C.L.)PDF unc. at LHCb, NNPDF3.1, CT18, MSHT20
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Figure 13. Measured value of mW compared to those from the ALEPH [62], DELPHI [63], L3 [64],
OPAL [65], CDF [10], D0 [11] and ATLAS [12] experiments. The current prediction of mW from
the global electroweak fit is also included.

W boson decays. A simultaneous fit of the q/pT distribution of W boson decay candidates
and of the φ∗ distribution of Z boson decay candidates is verified to reliably determine
mW . This method has reduced sensitivity to the uncertainties in modelling the W boson
transverse momentum distribution compared to previous determinations of mW at hadron
colliders. The following results are obtained

mW = 80362± 23stat ± 10exp ± 17theory ± 9PDFMeV,

mW = 80350± 23stat ± 10exp ± 17theory ± 12PDFMeV,

mW = 80351± 23stat ± 10exp ± 17theory ± 7PDFMeV,

with the NNPDF3.1, CT18 and MSHT20 PDF sets, respectively. The first uncertainty is
statistical, the second is due to experimental systematic uncertainties, and the third and
fourth are due to uncertainties in the theoretical modelling and the description of the PDFs,
respectively. Treating the three PDF sets equally results in the following arithmetic average

mW = 80354± 23stat ± 10exp ± 17theory ± 9PDFMeV.

This result agrees with the current PDG average of direct measurements [7] and the
indirect prediction from the global EW fit [6], and is compared to previous measurements
in figure 13. This measurement also serves as a first proof-of-principle of a measurement

– 26 –

ATLAS, CT10 + 3.8 MeV (MMHT14-CT14)

CDF, NNPDF3.1 only (3.9 MeV)

(other tested, CT18, MMHT14, +-2.1 MeV)

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only

18
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✦ Kinematics of the decayed leptons are usually factorized into several components in experimental 
analyses that are modeled separately; PDFs alter several of them especially rapidity and pT of W boson

k

AX ALh_P.l*hAPL
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❖ PDF unc. on invariant mass or angular coefficients are small; on 
rapidity is dominant  

❖ in principle only theoretical unc. on ratio pT(W)/pT(Z) should be 
considered due to data-driven method in exp. analyses

❖ CDF imposes pT,l>30 GeV and |yl|<1; mean pT depends on rapidity of the W 
boson; while distribution of yW is sensitive to PDFs 
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mbBM; p�`BQmb mT@iQ@/�i2 S.6bX AM T�`iB+mH�`- r2 +QKT�`2 i?2 K2�M i`�Mbp2`b2 K�bb �/�Ti2/
iQ 2�+? Q7 i?2 K2�bm`2K2Mi r?B+? Bb bi`QM;Hv �MiB@+Q``2H�i2/ rBi? i?2 2ti`�+i2/ W #QbQM
K�bbX q2 }M/ i?�i bT`2�/ Q7 T`2/B+iBQMb 7`QK /Bz2`2Mi S.6 b2ib +�M #2 Km+? H�`;2`
i?�M i?2 S.6 mM+2`i�BMiv T`2/B+i2/ #v � bT2+B}+ S.6 b2iX h?mb r2 bm;;2bi �M�HvbBM; i?2
2tT2`BK2Mi�H /�i� mbBM; mT@iQ@/�i2 S.6b +QmH/ #2 ?B;?Hv /2bB`�#H2- 2bT2+B�HHv +QMbB/2`BM;
i2MbBQMb #2ir22M /Bz2`2Mi W #QbQM K�bb K2�bm`2K2MibX q2 7m`i?2` +�``v Qmi � b2`B2b Q7
G�;`�M;2 KmHiBTHB2` b+�Mb iQ B/2MiB7v i?2 +QMbi`�BMib QM i?2 i`�Mbp2`b2 K�bb /Bbi`B#miBQM
BKTQb2/ #v BM/BpB/m�H /�i� b2ib BM i?2 *hR3 ;HQ#�H �M�HvbBb Q7 S.6bX AM i?2 +�b2 Q7 i?2
*.6 K2�bm`2K2Mi i?2 /Bbi`B#miBQM Bb KQbiHv b2MbBiBp2 iQ i?2 d@[m�`F S.6b �i BMi2`K2/B�i2
x `2;BQM i?�i �`2 H�`;2Hv +QMbi`�BM2/ #v i?2 .Aa �M/ .`2HH@u�M /�i� QM /2mi2`QM i�`;2i- �b
r2HH �b i?2 h2p�i`QM H2TiQM +?�`;2 �bvKK2i`v /�i�X 6Q` i?2 �hG�a K2�bm`2K2Mi- bi`QM;2bi
+QMbi`�BMib �`Bb2 7`QK i?2 >1_� BM+HmbBp2 .Aa /�i�- i?2 13ee .`2HH@u�M `�iBQ /�i� �M/ i?2
*Ja H2TiQM +?�`;2 �bvKK2i`v /�i�X

positron rapidity dis. in 
COM frame

mean pT (red) or acceptance 
(blue) of positron vs. yW
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6A:X NX G27i, `�TB/Biv /Bbi`B#miBQM Q7 i?2 TQbBi`QM BM i?2 `2bi 7`�K2 Q7 i?2 W+ #QbQM 7Q` i?2
b+2M�`BQ Q7 i?2 *.6 K2�bm`2K2Mi +�H+mH�i2/ �i GP 7Q` i?2 ud̄ T�`iQMB+ +?�MM2Hc `B;?i, K2�M
i`�Mbp2`b2 KQK2MimK U`2/ +QHQ` rBi? b+�H2 QM i?2 H27iV �M/ �++2Ti�M+2 U#Hm2 +QHQ` rBi? b+�H2
QM i?2 `B;?iV Q7 i?2 TQbBi`QM �7i2` b2H2+iBQMb �b � 7mM+iBQM Q7 i?2 `�TB/Biv Q7 i?2 W #QbQMX h?2
BM2[m�HBiB2b BM/B+�i2 i?2 y∗ `2;BQM i?�i +QMi`B#mi2 iQ i?2 +`Qbb b2+iBQMb �7i2` b2H2+iBQMb 7Q` � }t2/
ybX

+QKT�`BM; iQ LLGPX

AoX alJJ�_u

AM bmKK�`v r2 bim/B2/ /2T2M/2M+2 Q7 i?2 i`�Mbp2`b2 K�bb /Bbi`B#miBQM Q7 i?2 +?�`;2/
H2TiQM �M/ i?2 KBbbBM; 2M2`;B2b QM S.6b 7Q+mbBM; QM i?2 W #QbQM K�bb K2�bm`2K2Mib #v i?2
*.6 �M/ �hG�a +QHH�#Q`�iBQMbX q2 +QKT�`2 i?2 b?�T2 Q7 i?2 /Bbi`B#miBQM 7Q` T`2/B+iBQMb
mbBM; p�`BQmb mT@iQ@/�i2 S.6bX AM T�`iB+mH�`- r2 +QKT�`2 i?2 K2�M i`�Mbp2`b2 K�bb �/�Ti2/
iQ 2�+? Q7 i?2 K2�bm`2K2Mi r?B+? Bb bi`QM;Hv �MiB@+Q``2H�i2/ rBi? i?2 2ti`�+i2/ W #QbQM
K�bbX q2 }M/ i?�i bT`2�/ Q7 T`2/B+iBQMb 7`QK /Bz2`2Mi S.6 b2ib +�M #2 Km+? H�`;2`
i?�M i?2 S.6 mM+2`i�BMiv T`2/B+i2/ #v � bT2+B}+ S.6 b2iX h?mb r2 bm;;2bi �M�HvbBM; i?2
2tT2`BK2Mi�H /�i� mbBM; mT@iQ@/�i2 S.6b +QmH/ #2 ?B;?Hv /2bB`�#H2- 2bT2+B�HHv +QMbB/2`BM;
i2MbBQMb #2ir22M /Bz2`2Mi W #QbQM K�bb K2�bm`2K2MibX q2 7m`i?2` +�``v Qmi � b2`B2b Q7
G�;`�M;2 KmHiBTHB2` b+�Mb iQ B/2MiB7v i?2 +QMbi`�BMib QM i?2 i`�Mbp2`b2 K�bb /Bbi`B#miBQM
BKTQb2/ #v BM/BpB/m�H /�i� b2ib BM i?2 *hR3 ;HQ#�H �M�HvbBb Q7 S.6bX AM i?2 +�b2 Q7 i?2
*.6 K2�bm`2K2Mi i?2 /Bbi`B#miBQM Bb KQbiHv b2MbBiBp2 iQ i?2 d@[m�`F S.6b �i BMi2`K2/B�i2
x `2;BQM i?�i �`2 H�`;2Hv +QMbi`�BM2/ #v i?2 .Aa �M/ .`2HH@u�M /�i� QM /2mi2`QM i�`;2i- �b
r2HH �b i?2 h2p�i`QM H2TiQM +?�`;2 �bvKK2i`v /�i�X 6Q` i?2 �hG�a K2�bm`2K2Mi- bi`QM;2bi
+QMbi`�BMib �`Bb2 7`QK i?2 >1_� BM+HmbBp2 .Aa /�i�- i?2 13ee .`2HH@u�M `�iBQ /�i� �M/ i?2
*Ja H2TiQM +?�`;2 �bvKK2i`v /�i�X

Re

6A:X RyX _�TB/Biv /Bbi`B#miBQM Q7 i?2 W+ #QbQM �i h2p�i`QM _mM AA +�H+mH�i2/ �i i?2 GP �M/
rBi? H2TiQM �++2Ti�M+2 �TTHB2/- 7Q` ud̄ �MMB?BH�iBQM +?�MM2H mbBM; � p�`B2iv Q7 LGP �M/ LLGP
S.6bX

�*ELPqG1.:J1Lha

q2 rQmH/ HBF2 iQ i?�MF S�p2H L�/QHbFv �M/ *X@SX um�M- �b r2HH �b Qi?2` *h1Z@h1�
+QHH2�;m2b 7Q` ?2HT7mH /Bb+mbbBQMb �M/ +QKK2MibX h?2 rQ`F Q7 C: �M/ .G Bb bmTTQ`i2/
#v L�iBQM�H L�im`�H a+B2M+2 6QmM/�iBQM Q7 *?BM� mM/2` :`�Mib LQX RR3d8R3N �M/ LQX
RR3j8yy8X h?2 rQ`F Q7 Es Bb bmTTQ`i2/ #v lXaX .2T�`iK2Mi Q7 1M2`;v mM/2` ;`�Mi LQX
.1@a*yyydNR9- lXaX L�iBQM�H a+B2M+2 6QmM/�iBQM mM/2` :`�Mi LQX S>u@kRRk3kN- �M/ BM
T�`i #v i?2 SAhh S�**X

(R) *.6 *QHH�#Q`�iBQM- hX ��HiQM2M 2i �HX- ǳ>B;?@T`2+BbBQM K2�bm`2K2Mi Q7 i?2 q #QbQM K�bb
rBi? i?2 *.6 AA /2i2+iQ`-Ǵ a+B2M+2 jde MQX e83N- UkykkV RdyĜRdeX

(k) CX /2 "H�b- JX *Bm+?BMB- 1X 6`�M+Q- �X :QM+�Hp2b- aX JBb?BK�- JX SB2`BMB- GX _2BM�- �M/
GX aBHp2bi`BMB- ǳ:HQ#�H �M�HvbBb Q7 2H2+i`Qr2�F /�i� BM i?2 ai�M/�`/ JQ/2H-Ǵ
�`sBp,kRRkXydkd9 (?2T@T?)X

(j) CX >�HH2`- �X >Q2+F2`- _X EQ;H2`- EX JƺMB;- hX S2Bz2`- �M/ CX ai2Hx2`- ǳlT/�i2 Q7 i?2 ;HQ#�H
2H2+i`Qr2�F }i �M/ +QMbi`�BMib QM irQ@>B;;b@/Qm#H2i KQ/2Hb-Ǵ 1m`X S?vbX CX * d3 MQX 3-
UkyR3V ed8- �`sBp,R3yjXyR38j (?2T@T?)X

(9) S�`iB+H2 .�i� :`QmT *QHH�#Q`�iBQM- SX �X wvH� 2i �HX- ǳ_2pB2r Q7 S�`iB+H2 S?vbB+b-Ǵ
Sh1S kyky MQX 3- UkykyV y3j*yRX

(8) aX@SX >2- ǳ� H2TiQ[m�`F �M/ p2+iQ`@HBF2 [m�`F 2ti2M/2/ KQ/2H 7Q` i?2 bBKmHi�M2Qmb
2tTH�M�iBQM Q7 i?2 W #QbQM K�bb �M/ KmQM g − 2 �MQK�HB2b-Ǵ �`sBp,kky8Xyky33
(?2T@T?)X

[in collaboration with K. Xie and D. Liu to appear soon; PDF unc. also 
studied in 2205.02788 by C.-P. Yuan+]
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✦ We estimate shift of extracted W boson mass induced by variation of PDFs, and the associated PDF 
uncertainty  for a variety of PDFs, focusing on the kinematic variable of transverse mass at CDF

d

δMW BM J2o bi�X LLS.6jXR *hR3 JJ>hkyR9 LLS.69Xy Ja>hkyky *h1ZeJ
〈MT 〉UGPV Ĝ y+8.3

−8.3 @RXy+8.3
−11.4 @jXj+7.4

−4.2 YdX3+5.1
−5.1 @jXR+6.7

−5.7 @dXj+8.4
−12.0

χ2 }i UGPV 3Xy y+7.6
−7.6 @RXy+5.4

−8.6 @jXj+6.1
−3.0 Y3Xy+3.7

−3.7 @jXy+5.0
−4.0 @dXj+5.6

−9.3

〈MT 〉ULGPV Ĝ y+5.9
−5.9 @9Xk+8.8

−13.3 @8Xy+6.7
−5.3 YeXN+6.2

−6.2 @dXe+7.9
−6.7 @R9Xy+9.0

−11.9

χ2 }i ULGPV 3Xy y+4.2
−4.2 @9Xj+5.4

−10.1 @8XR+4.8
−3.4 YdXR+4.5

−4.5 @dX3+5.7
−4.5 @R9Xe+5.8

−5.4

*.6 NXk y+3.9
−3.9 Ĝ Ĝ Ĝ Ĝ @jXj

h�"G1 AX 1biBK�i2/ b?B7ib �M/ S.6 mM+2`i�BMiB2b �i e3W *XGX QM i?2 2ti`�+i2/ W #QbQM K�bb
7Q` i?2 *.6 b+2M�`BQ 7Q` p�`BQmb S.6 b2ib rBi? `2bT2+i iQ � +QKKQM `272`2M+2 Q7 mbBM; LLS.6jXR
LLGP +2Mi`�H S.6X q2 b?Qr `2bmHib mbBM; i?2 bBKTHB}2/ T`2b+`BTiBQM- +QKT�`BM; iQ i?Qb2 7`QK
� χ2 }i �b r2HH �b `2bmHib `2TQ`i2/ BM i?2 *.6 �M�HvbBbX AM +�b2 Q7 i?2 χ2 }i r2 �HbQ b?Qr i?2
2tT2+i2/ 2tT2`BK2Mi�H bi�iBbiB+�H 2``Q` Q7 i?2 2ti`�+i2/ W #QbQM K�bb +QKT�`BM; iQ i?2 �+im�H QM2
BM i?2 *.6 �M�HvbBbX

"X h?2 �hG�a K2�bm`2K2Mi

q2 `2T2�i � bBKBH�` 2t2`+Bb2 7Q` i?2 �hG�a d h2o K2�bm`2K2MiX h?2 2p2Mi b2H2+iBQM
+`Bi2`BQM 7QHHQrb (d)

p!,νT > 30 :2o, uT < 30 :2o, MT > 60 :2o. U8V

h?2 Tb2m/Q@`�TB/Biv Q7 i?2 +?�`;2/ H2TiQM Bb `2[mB`2/ iQ b�iBb7v

|η| < 2.4. UeV

q2 mb2 i?2 b�K2 i?2Q`2iB+�H b2imTb �b BM i?2 +�H+mH�iBQMb 7Q` i?2 *.6 b+2M�`BQ 2t+2Ti i?�i
r2 M22/ iQ +�H+mH�i2 b2T�`�i2Hv 7Q` i?2 W+ �M/ W− T`Q/m+iBQMX q2 �bbmK2 � /2i2+iQ`
`2bQHmiBQM Q7 RyW QM mT BM Q`/2` iQ `2T`Q/m+2 r2HH i?2 b?�T2 Q7 i?2 K2�bm`2/ /Bbi`B#miBQMX

AM 6B;X j r2 b?Qr i?2 T`2/B+iBQMb QM i?2 MQ`K�HBx2/ MT /Bbi`B#miBQM �i LGP 7Q` b2p2`�H
+?QB+2b Q7 i?2 S.6b �M/ rBi? /Bz2`2Mi +?QB+2b Q7 i?2 W #QbQM K�bb- 7Q` #Qi? i?2 W+ �M/
W− T`Q/m+iBQMX q2 }M/ i?2 S.6 p�`B�iBQMb �`2 �#Qmi irB+2 Q7 i?Qb2 b?QrM BM 6B;X R 7Q` i?2
*.6 b+2M�`BQ r?BH2 i?2 /2T2M/2M+2 QM i?2 W #QbQM K�bb Bb bBKBH�` BM bBx2X h?2 S.6b +H2�`Hv
�Hi2` i?2 W+ �M/ W− T`Q/m+iBQM BM /Bz2`2Mi r�vb �b 2pB/2Mi i?�i i?2 LLS.69Xy +2Mi`�H
T`2/B+iBQMb HB2 QM QTTQbBi2 bB/2b Q7 *hRy 7Q` W+ �M/ W−X h?2 S.6 mM+2`i�BMiB2b Q7 *hRy
�`2 H�`;2` 7Q` W− T`Q/m+iBQM i?�M W+ T`Q/m+iBQM TQbbB#Hv /m2 iQ i?2 `2H�iBp2Hv H�`;2`
+QMi`B#miBQMb 7`QK i?2 bi`�M;2 [m�`F BM i?2 7Q`K2` +�b2X h?2 bB;MB}+�M+2 BM i?2 HQr2bi
T�M2H �`2 +�H+mH�i2/ �bbmKBM; � iQi�H MmK#2` Q7 2p2Mib 2[m�Hb iQ i?�i 7`QK i?2 �hG�a
K2�bm`2K2Mi Q7 i?2 KmQM +?�MM2H �M/ rBi? � #BM rB/i? Q7 yX8 :2oX

aBKBH�` iQ i?2 *.6 +�b2 r2 MQr THQi BM 6B;X 9 i?2 K2�M i`�Mbp2`b2 K�bb rBi?BM � rBM/Qr
Q7 (e8- Ryy) :2o 7Q` i?2 W+ �M/ W− T`Q/m+iBQM `2bT2+iBp2Hv- 7Q` p�`BQmb +?QB+2 Q7 S.6bX �HH
T`2/B+iBQMb �`2 MQ`K�HBx2/ iQ i?2 +2Mi`�H T`2/B+iBQM 7`QK *hRy LLGP S.6b BM+Hm/BM; i?Qb2
rBi? � W #QbQM K�bb +?�M;2 Q7 ±5 J2oX q2 }M/ � rB/2` bT`2�/ QM T`2/B+iBQMb 7`QK /Bz2`2Mi
S.6b �M/ H�`;2` S.6 mM+2`i�BMiB2b +QKT�`BM; iQ 6B;X k- +QMbBbi2Mi rBi? Q#b2`p�iBQMb BM
i?2 MQ`K�HBx2/ /Bbi`B#miBQMbX q2 +�M �;�BM mb2 i?2 bBKTHB}2/ T`2b+`BTiBQM iQ 2biBK�i2 i?2
2tT2+i2/ b?B7i QM i?2 2ti`�+i2/ W #QbQM K�bb �M/ i?2 �bbQ+B�i2/ S.6 mM+2`i�BMiB2b- r?B+?
�`2 bmKK�`Bx2/ BM h�#H2X AAX 6Q` 2t�KTH2- r2 2biBK�i2 � S.6 mM+2`i�BMiv Q7 �#Qmi Rj �M/
R9 J2o rBi? *hRy LLGP S.6b 7Q` W+ �M/ W− `2bT2+iBp2Hv- r?BH2 i?2 �hG�a `2TQ`i

normalized mT distribution  
      PDF var. vs. MW var.  

9

6A:X RX h`�Mbp2`b2 K�bb /Bbi`B#miBQM Q7 i?2 +?�`;2/ H2TiQM �M/ KBbbBM; 2M2`;B2b 7Q` i?2 b+2M�`BQ
Q7 *.6 K2�bm`2K2Mi +�H+mH�i2/ �i GP �M/ LGP rBi? p�`BQmb S.6b �M/ /Bz2`2Mi +?QB+2 Q7 i?2 W
#QbQM K�bb UBM+`2�b2/ #v Ry J2oVX 6`QK iQT iQ #QiiQK �`2 i?2 MQ`K�HBx2/ /Bbi`B#miBQM- �#bQHmi2
�M/ `2H�iBp2 +?�M;2b rBi? `2bT2+i iQ � +QKKQM `272`2M+2 Q7 i?2 T`2/B+iBQM Q#i�BM2/ rBi? LLS.6jXR
LLGP S.6b �M/ MQKBM�H W #QbQM K�bbX h?2 HQr2bi T�M2H b?Qrb i?2 +?�M;2b MQ`K�HBx2/ iQ i?2
2tT2`BK2Mi�H bi�iBbiB+�H mM+2`i�BMiB2bX

UGPV Q` M2ti@iQ@H2�/BM; Q`/2` ULGPV BM Z*.- �M/ rBi? �SSG;`B/ BMi2`7�+2 (Rky) 7Q` 7�bi
BMi2`TQH�iBQMb rBi? �`#Bi`�`v S.6bX q2 ?�p2 MQi +QMbB/2`2/ i?2 Z*. `2bmKK�iBQM 2z2+ib
QM i?2 i`�Mbp2`b2 KQK2MimK Q7 i?2 W #QbQM �b i?2v �`2 bmTTQb2/ iQ #2 H2bb T`QMQmM+2/
7Q` i?2 MT /Bbi`B#miBQM �M/ �HbQ #2+�mb2 +QMbi`�BMib Q7 `2T2�iBM; i?2 +�H+mH�iBQMb 7Q` � H�`;2
MmK#2` Q7 S.6 b2ib rBi? bm{+B2Mi MmK2`B+�H �++m`�+vX h?2 7�+iQ`Bx�iBQM �M/ `2MQ`K�HBx�@
iBQM b+�H2b �`2 +?Qb2M iQ #2 BMp�`B�Mi K�bb Q7 i?2 +?�`;2/ H2TiQM �M/ i?2 M2mi`BMQX q2 �TTHv
� :�mbbB�M bK2�`BM; QM /Bbi`B#miBQMb 7`QK i?2Q`2iB+�H +�H+mH�iBQMb �bbmKBM; � /2i2+iQ` `2b@
QHmiBQM Q7 dW 7Q` MT - r?B+? Bb BM +QMbBbi2Mi rBi? i?2 `2bQHmiBQM QM ?�/`QMB+ `2+QBHb i?�i
`2TQ`i2/ BM i?2 *.6 T�T2`X q2 +?2+F i?�i i?2 T`2b+`B#2/ bK2�`BM; 2z2+ib +�M `2T`Q/m+2
r2HH i?2 b?�T2 Q7 i?2 2tT2`BK2Mi�H /Bbi`B#miBQM 2bT2+B�HHv 7Q` +HQb2 iQ i?2 T2�F `2;BQMX

AM 6B;X R r2 b?Qr i?2 T`2/B+iBQMb QM i?2 MQ`K�HBx2/ MT /Bbi`B#miBQM �i GP �M/ LGP
7Q` b2p2`�H +?QB+2b Q7 i?2 S.6b �M/ rBi? /Bz2`2Mi +?QB+2b Q7 i?2 W #QbQM K�bbX 6`QK
iQT iQ #QiiQK Bi b?Qrb i?2 MQ`K�HBx2/ /Bbi`B#miBQM- i?2 �#bQHmi2 �M/ `2H�iBp2 p�`B�iBQMb
+QKT�`BM; iQ � +QKKQM `272`2M+2 +�H+mH�i2/ rBi? i?2 +2Mi`�H b2i Q7 LLS.6jXR LLGP
S.6bX h?2 `2/ +m`p2 `2T`2b2Mib i?2 p�`B�iBQM /m2 iQ � W #QbQM K�bb +?�M;2 Q7 YRy J2o-
�M/ i?2 ;`�v #�M/ BM/B+�i2b i?2 S.6 mM+2`i�BMiB2b �i e3W *XGX 7Q` LLS.6jXRX .Bz2`2Mi
S.6b +QMbB/2`2/ BM+Hm/2 *h1ZeJ (RkR) LGP S.6b- �M/ *hR3 (RRR)- JJ>hR9 (Rkk) �M/
LLS.69Xy (Rkj) LLGP S.6bX AM i?2 HQr2` T�M2H Q7 2�+? };m`2 i?2 p�`B�iBQMb �`2 /BpB/2/
#v i?2 bi�iBbiB+�H mM+2`i�BMiv BM 2�+? #BM iQ b?Qr i?2 bB;MB}+�M+2X q2 +?QQb2 � #BM rB/i?
Q7 yX8 :2o �M/ MQ`K�HBx2 i?2 iQi�H MmK#2` Q7 2p2Mib iQ i?2 MmK#2` Q7 KmQM 2p2Mib BM
i?2 *.6 K2�bm`2K2Mi 7Q` i?2 +�H+mH�iBQM Q7 i?2 bi�iBbiB+�H mM+2`i�BMivX h?2`2 �`2 b2p2`�H
BMi2`2biBM; Q#b2`p�iBQMbX 6B`bi r2 7QmM/ i?2`2 +�M #2 � bB;MB}+�Mi /Bz2`2M+2 QM i?2 S.6
/2T2M/2M+2 r?2M ;QBM; 7`QK GP iQ LGP- r?BH2 i?2 p�`B�iBQM /m2 iQ W #QbQM K�bb Bb Km+?
bi�#H2X h?�i +�M #2 mM/2`biQQ/ �b /m2 iQ i?2 ;HmQM +QMi`B#miBQMb �i LGP r?B+? #QQbi

mean value of mT

estimate shift and PDF unc. of W mass

8

6A:X kX J2�M i`�Mbp2`b2 K�bb Q7 i?2 +?�`;2/ H2TiQM �M/ KBbbBM; 2M2`;B2b 7Q` i?2 b+2M�`BQ Q7 *.6
K2�bm`2K2Mi +�H+mH�i2/ �i LGP Q` GP rBi? p�`BQmb S.6b- MQ`K�HBx2/ iQ i?2 +2Mi`�H T`2/B+iBQM
Q7 LLS.6jXR LLGP S.6bX h?2 2``Q` #�`b `2T`2b2Mi S.6 mM+2`i�BMiB2b �i e3W *XGX �M/ i?2
?Q`BxQMi�H HBM2b BM/B+�i2 p�`B�iBQMb BM/m+2/ #v � W #QbQM K�bb +?�M;2 Q7 ±5 J2oX

i?2 W #QbQM BM i?2 i`�Mbp2`b2 /B`2+iBQMX 1bT2+B�HHv- i?2 ;HmQM S.6 Bb [mBi2 /Bz2`2Mi BM
*h1ZeJ +QKT�`BM; iQ i?2 `2+2Mi LLGP S.6b r?B+? H2�/b iQ i?2 H�`;2 /Bz2`2M+2b b22M BM
i?2 LGP THQiX h?�i +�M #2 i`�+2/ #�+F iQ i?2 7�+i i?�i BM i?2 *h1ZeJ �M�HvbBb Bi mb2b
� x2`Q@K�bb b+?2K2 7Q` i?2 ?2�pv@[m�`F 2z2+ib BM .Aa `�i?2` i?�M p�`B�#H2 ~�pQ` MmK#2`
b+?2K2bX >Qr2p2`- r2 bi`2bb i?�i BM i?2 2tT2`BK2Mi�H �M�Hvb2b bBM+2 i?2v mb2 /�i� QM Z
#QbQM pT bT2+i`mK iQ KQ/2H i?2 W #QbQM pT bT2+i`mK- QMHv S.6 mM+2`i�BMiB2b QM i?2
`�iBQ Q7 i?2 W �M/ Z #QbQM pT bT2+i`mK b?QmH/ #2 +QMbB/2`2/ +QM+2`MBM; i?2 pT KQ/2HBM;-
mMHBF2 i?2 `�TB/Biv /Bbi`B#miBQM Q7 i?2 W #QbQMX q2 rBHH 7Q+mb QM i?2 T`2/B+iBQMb +�H+mH�i2/
�i LGP mMH2bb bT2+B}2/X q2 }M/ i?2 S.6 mM+2`i�BMiv Q7 LLS.6jXR i2M/b iQ #2 bBKBH�`
BM bBx2 +QKT�`BM; iQ i?2 BKT�+i Q7 p�`vBM; MW #v 8 J2o- �M/ *hR3 �M/ JJ>hR9 T`272`
� ?�`/2` bT2+i`mK r?B+? �`2 rBi?BM i?2 mM+2`i�BMiv Q7 LLS.6jXRX h?�i Bb BM [m�HBi�iBp2
�;`22K2Mi rBi? i?2 *.6 `2bmHib +QM+2`MBM; S.6 mM+2`i�BMiv �M/ /2T2M/2M+2X h?2 S.6
p�`B�iBQMb Q7 LLS.69Xy �`2 QM i?2 QTTQbBi2 bB/2 iQ *hR3 �M/ JJ>hR9- �M/ �`2 +HQb2 iQ
i?2 #QmM/�`B2b Q7 i?2 mM+2`i�BMiv Q7 LLS.6jXRX



Transverse mass at ATLAS

19

✦ We estimate shift of extracted W boson mass induced by variation of PDFs, and the associated PDF 
uncertainty  for a variety of PDFs, focusing on the kinematic variable of transverse mass at ATLAS

normalized mT distribution  
      PDF var. vs. MW var.  

mean value of mT 3

6A:X jX h`�Mbp2`b2 K�bb /Bbi`B#miBQM Q7 i?2 +?�`;2/ H2TiQM �M/ KBbbBM; 2M2`;B2b 7Q` i?2 b+2M�`BQ
Q7 i?2 �hG�a K2�bm`2K2Mi 7Q` W+ �M/ W− rBi? p�`BQmb S.6b �M/ /Bz2`2Mi +?QB+2 Q7 i?2 W
#QbQM K�bb UBM+`2�b2/ #v Ry J2oV +�H+mH�i2/ �i LGPX 6`QK iQT iQ #QiiQK �`2 i?2 MQ`K�HBx2/
/Bbi`B#miBQM- �#bQHmi2 �M/ `2H�iBp2 +?�M;2b rBi? `2bT2+i iQ � +QKKQM `272`2M+2 Q7 i?2 T`2/B+iBQM
Q#i�BM2/ rBi? *hRy LLGP S.6b �M/ MQKBM�H W #QbQM K�bbX h?2 HQr2bi T�M2H b?Qrb i?2 +?�M;2b
MQ`K�HBx2/ iQ i?2 2tT2`BK2Mi�H bi�iBbiB+�H mM+2`i�BMiB2bX

R8 �M/ R9 J2oX q2 �HbQ MQi2 i?�i #Qi? i?2 +2Mi`�H b2ib Q7 LLS.69Xy �M/ Ja>hky T`272`
� /QrMr�`/ b?B7i Q7 MW Q7 �HKQbi ky J2o 7Q` i?2 W+ T`Q/m+iBQM +QKT�`BM; iQ *hRyX
h?2 b?B7ib �`2 ;2M2`�HHv bK�HH2` 7Q` i?2 W− T`Q/m+iBQMX q2 i�F2 �M mMr2B;?i2/ �p2`�;2
Q7 i?2 W+ �M/ W− `2bmHib QM 〈MT 〉 �M/ b?Qr i?2 b?B7i Q7 i?2 2ti`�+i2/ W #QbQM K�bb
BM h�#H2X AA /2MQi2/ �b W±X h?2 +QK#BM�iBQMb b?Qr H2bb bT`2�/ QM 2tT2+i2/ b?B7i Q7 MW -
�M/ i?2 S.6 mM+2`i�BMiB2b �`2 BM ;2M2`�H `2/m+2/X h?2 S.6 mM+2`i�BMiv QM i?2 W #QbQM
K�bb 7Q` W± ;Q2b /QrM bHB;?iiQ RR J2o 7Q` *hRy LLGP S.6bX q2 MQiB+2 BM i?2 �hG�a
�M�HvbBb i?2 +QK#BM2/ W± `2bmHib b?Qr � S.6 mM+2`i�BMiv Q7 �#Qmi d J2o- H�`;2Hv `2/m+2/
+QKT�`BM; iQ i?Qb2 Q7 W+ �M/ W− �HQM2 �b #22M 2tTH�BM2/ /m2 iQ i?2 �MiB@+Q``2H�iBQMb Q7
S.6 /2T2M/2M+2 BM i?2 irQX q2 /Q Q#b2`p2 bBKBH�` T�ii2`M 7Q` *hRy B7 mbBM; GP +�H+mH�iBQMb
BMbi2�/ Q7 LGP- M�K2Hv 2t+Hm/BM; S.6 mM+2`i�BMiB2b /m2 iQ i?2 KQ/2HHBM; Q7 i?2 W #QbQM
pT X h?2 +Q``2bTQM/BM; `2bmHib �`2 �HbQ bmKK�`Bx2/ BM h�#H2X AAX

AAAX G�:_�L:1 JlGhASGA1_ a*�L

AM i?Bb b2+iBQM r2 �`2 /2/B+�i2/ iQ bim/v S.6 mM+2`i�BMiB2b Q7 i?2 W #QbQM K�bb K2�@
bm`2K2Mib BM i?2 +QMi2ti Q7 i?2 *hR3 ;HQ#�H �M�HvbBbX q2 7Q+mb QM i?2 Q#b2`p�#H2 Q7 i?2
K2�M i`�Mbp2`b2 K�bb i?�i Bb bi`QM;Hv �MiB@+Q``2H�i2/ rBi? i?2 2ti`�+i2/ W #QbQM K�bb �b
#22M b?QrMX q2 }`bi b?Qr +Q``2H�iBQMb #2ir22M 〈MT 〉 �M/ S.6b Q7 /Bz2`2Mi ~�pQ`b �M/ �i
/Bz2`2Mi x p�Hm2b- �M/ Q7 〈MT 〉 BM /Bz2`2Mi K2�bm`2K2MibX h?�i Bb 7QHHQr2/ #v � b2`B2b Q7
G�;`�M;2 KmHiBTHB2` b+�Mb QM mM/2`bi�M/BM; +QMbi`�BMib �b BKTQb2/ #v BM/BpB/m�H /�i� b2i
BM i?2 *hR3 ;HQ#�H �M�HvbBbX

estimate shift and PDF unc. of W mass

Ry

δMW BM J2o *hRy *hR3 JJ>hR9 LLS.69Xy *hR9 Ja>hky
W+ 〈MT 〉 ULGPV y+12.1

−12.9 +RX9+21.8
−20.0 −RyXj+11.6

−11.1 −RdXR+7.4
−7.4 −ReXk+23.5

−19.1 −k9X3+16.8
−11.9

W− 〈MT 〉 ULGPV y+13.5
−15.2 −8Xd+14.0

−19.5 +RXR+8.6
−10.3 +dX8+4.9

−4.9 −NXe+12.8
−15.3 −9X8+8.3

−7.5

W± 〈MT 〉 ULGPV y+9.8
−11.4 −kXj+14.4

−16.8 −9X8+8.2
−8.5 −9X9+4.6

−4.6 −RkX3+16.6
−15.1 −R9Xj+10.9

−8.0

W+ 〈MT 〉 UGPV y+10.8
−11.4 −eX8+14.1

−10.0 −8Xd+8.1
−7.1 −R9XR+5.8

−5.8 −9XR+15.0
−12.9 −R9X9+10.2

−7.3

W− 〈MT 〉 UGPV y+8.9
−11.4 −dXk+10.1

−12.5 +jXR+8.3
−9.9 +jX8+4.5

−4.5 −dXy+6.2
−8.9 +kXR+6.3

−4.9

W± 〈MT 〉 UGPV y+5.2
−7.0 −yXe+7.6

−7.4 −RXk+5.3
−5.9 −8Xy+3.0

−3.0 −8Xe+8.0
−8.4 −8XN+5.9

−4.2

W+ �hG�a y+14.9
−14.9 Ĝ Ĝ Ĝ Ĝ Ĝ

W− �hG�a y+14.2
−14.2 Ĝ Ĝ Ĝ Ĝ Ĝ

W± �hG�a y+7.4
−7.4 Ĝ Ĝ Ĝ Ĝ Ĝ

h�"G1 AAX 1biBK�i2/ b?B7ib �M/ S.6 mM+2`i�BMiB2b �i e3W *XGX Q7 i?2 2ti`�+i2/ W #QbQM K�bb
7Q` i?2 �hG�a b+2M�`BQ 7Q` p�`BQmb S.6 b2ib rBi? `2bT2+i iQ � +QKKQM `272`2M+2 Q7 mbBM; *hRy
LLGP +2Mi`�H S.6X q2 b?Qr `2bmHib mbBM; i?2 bBKTHB}2/ T`2b+`BTiBQM �M/ +�H+mH�iBQMb �i LGP
�M/ GP- �M/ +QKT�`2 iQ i?2 MmK#2`b BM i?2 �hG�a �M�HvbBbX

W− T`Q/m+iBQM �i �hG�a- i?2 +Q``2H�iBQMb b?Qr �M �p2`�;2 T�ii2`M Q7 i?2 irQX
q2 THQi i?2 e3W *XGX `2H�iBp2 2``Q` 2HHBTb2 7Q` 2�+? T�B` Q7 i?2 Q#b2`p�#H2b BM 6B;X e �i

#Qi? LGP �M/ GPX PM2 +�M b22 i?2 S.6 mM+2`i�BMiv Q7 〈MT 〉 �i �hG�a Bb �#Qmi irB+2 Q7
i?�i �i *.6 i?�i Bb +QMbBbi2Mi rBi? `2bmHib b?QrM BM 2�`HB2` b2+iBQM- �M/ �HbQ i?2 irQ �`2
H�`;2Hv mM+Q``2H�i2/X h?�i K2�Mb i?2 S.6 mM+2`i�BMiv QM i?2 2ti`�+i2/ MW +�M #2 7m`i?2`
`2/m+2/ r?2M +QK#BMBM; i?2 *.6 �M/ i?2 �hG�a K2�bm`2K2MibX PM �MQi?2` ?�M/- i?2
S.6 mM+2`i�BMiB2b Q7 〈MT 〉 7Q` W+ �M/ W− T`Q/m+iBQM �i i?2 �hG�a �`2 QMHv T�`iB�HHv
+Q``2H�i2/ �i i?2 LGP Q` �MiB@+Q``2H�i2/ �i i?2 GPX "v +QK#BMBM; 〈MT 〉 Q7 W+ �M/ W−

i?�i rBHH `2/m+2 i?2 S.6 mM+2`i�BMiv 2bT2+B�HHv �i i?2 GP �b Bi Bb 2pB/2Mi 7`QK h�#H2X AAX

"X *QMbi`�BMib BM *hR3

GJ b+�M Bb � `Q#mbi K2i?Q/ iQ 2biBK�i2 S.6 mM+2`i�BMiB2b- r?B+? r�b Q`B;BM�HHv /2@
p2HQT2/ BM _27bX (RjR- Rjk)X AM i?Bb K2i?Q/- S.6 mM+2`i�BMiB2b Q7 �M Q#b2`p�#H2 +�M #2
/2i2`KBM2/ 7`QK i?2 T`Q}H2/ χ2 �b � 7mM+iBQM Q7 i?2 Q#b2`p�#H2- rBi?Qmi `2HvBM; QM �Mv
�bbmKTiBQMb �#Qmi i?2 bT2+B}+ #2?�pBQm` Q7 i?2 χ2 �`QmM/ i?2 ;HQ#�H KBMBKmKX >Qr2p2`-
i?2 GJ K2i?Q/ `2[mB`2b � /2i�BH2/ b+�M Q7 i?2 S.6 T�`�K2i2` bT�+2 7Q` 2p2`v Q#b2`p�#H2
bim/B2/- r?B+? Bb mbm�HHv iBK2 +QMbmKBM;X hQ Qp2`+QK2 i?Bb /`�r#�+F- r2 i�F2 �/p�Mi�;2
Q7 L2m`�H L2irQ`Fb ULLbV �M/ K�+?BM2 H2�`MBM; i2+?MB[m2b iQ KQ/2H T`Q}H2 Q7 i?2 χ2 �M/
〈MT 〉 7Q` KmHiB@/BK2MbBQM�H T�`�K2i2` bT�+2- r?B+? rQ`Fb #2vQM/ i?2 [m�/`�iB+ �TT`QtB@
K�iBQMb �M/ K2�Mr?BH2 2Mbm`2b 2{+B2Mi b+�Mb Q7 i?2 7mHH T�`�K2i2` bT�+2X h?2 b2imT Q7 i?2
LLb �M/ 7m`i?2` /2i�BHb +�M #2 7QmM/ BM _27X (Rjj)X

AM 6B;X d r2 b?Qr i?2 `2bmHib Q7 GJ b+�Mb QM 〈MT 〉 #�b2/ QM i?2 �7Q`2K2MiBQM2/ LLbX
h?2 #H�+F �M/ i?2 `2/ bQHB/ HBM2 BM/B+�i2 ∆χ2 �M/ ∆χ2 + P `2bT2+iBp2Hv- r?2`2 P - +�HH2/
hB2`@k T2M�Hiv (Rk9- Rj9)- Bb BMi`Q/m+2/ iQ 2Mbm`2 i?2 iQH2`�M+2 rBHH #2 `2�+?2/ �b bQQM �b �Mv
/�i� b2i b?Qrb /Bb�;`22K2Mi �i NyW *XGX h?2 S.6 mM+2`i�BMiv Q7 〈MT 〉 �i NyW *XGX +�M
#2 /2i2`KBM2/ #v `2[mB`BM; ∆χ2 + P = 100 7QHHQrBM; i?2 *hR3 �M�HvbBbX h?2 /Qi �M/ i?2
/�b? HBM2b `2T`2b2Mi i?2 +QMi`B#miBQMb iQ ∆χ2 7`QK BM/BpB/m�H /�i� b2ibX h?2 #Hm2 �M/ i?2
;`22M p2`iB+�H /Qi@/�b? HBM2b BM/B+�i2 i?2 mM+2`i�BMiB2b �i NyW *XGX /2i2`KBM2/ rBi? i?2 GJ
K2i?Q/ �M/ rBi? i?2 >2bbB�M K2i?Q/ 7`QK i?2 Tm#HBb?2/ *hR3 LLGP S.6b- `2bT2+iBp2HvX
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✦ We carry out a series of Lagrange multiplier scans to identify the constraints on the transverse mass 
distribution (using mean MT) imposed by individual data sets in the CT18 global analysis

RR

6A:X 8X *Q``2H�iBQMb #2ir22M 〈MT 〉 +�H+mH�i2/ �i LGP �M/ S.6b Q7 /Bz2`2Mi ~�pQ`b �b � 7mM+iBQM
Q7 x 7Q` i?2 b+2M�`BQ Q7 i?2 *.6 K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/
+QK#BM2/- mbBM; *hR3 LLGP S.6bX

6A:X eX _2H�iBp2 2``Q` 2HHBTb2 �i e3W *XGX 7Q` 2�+? T�B` Q7 〈MT 〉 7Q` i?2 b+2M�`BQ Q7 i?2 *.6
K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/ +QK#BM2/- +�H+mH�i2/ �i LGP �M/
GP mbBM; *hR3 LLGP S.6bX

PDF induced correlations
RR

6A:X 8X *Q``2H�iBQMb #2ir22M 〈MT 〉 +�H+mH�i2/ �i LGP �M/ S.6b Q7 /Bz2`2Mi ~�pQ`b �b � 7mM+iBQM
Q7 x 7Q` i?2 b+2M�`BQ Q7 i?2 *.6 K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/
+QK#BM2/- mbBM; *hR3 LLGP S.6bX

6A:X eX _2H�iBp2 2``Q` 2HHBTb2 �i e3W *XGX 7Q` 2�+? T�B` Q7 〈MT 〉 7Q` i?2 b+2M�`BQ Q7 i?2 *.6
K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/ +QK#BM2/- +�H+mH�i2/ �i LGP �M/
GP mbBM; *hR3 LLGP S.6bX

RR

6A:X 8X *Q``2H�iBQMb #2ir22M 〈MT 〉 +�H+mH�i2/ �i LGP �M/ S.6b Q7 /Bz2`2Mi ~�pQ`b �b � 7mM+iBQM
Q7 x 7Q` i?2 b+2M�`BQ Q7 i?2 *.6 K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/
+QK#BM2/- mbBM; *hR3 LLGP S.6bX

6A:X eX _2H�iBp2 2``Q` 2HHBTb2 �i e3W *XGX 7Q` 2�+? T�B` Q7 〈MT 〉 7Q` i?2 b+2M�`BQ Q7 i?2 *.6
K2�bm`2K2Mi �M/ i?2 �hG�a K2�bm`2K2Mib Q7 W+- W− �M/ +QK#BM2/- +�H+mH�i2/ �i LGP �M/
GP mbBM; *hR3 LLGP S.6bX

❖ mT at CDF (ATLAS) is mostly 
sensitive to the d-quark (dbar-
quark) at x~0.01(0.001); CDF 
and ATLAS are uncorrelated

Rk

6A:X dX GJ b+�Mb QM i?2 〈MT 〉X h?2 #H�+F �M/ i?2 `2/ bQHB/ HBM2 `2T`2b2Mi ∆χ2 �M/ ∆χ2 + P
`2bT2+iBp2HvX h?2 /Qi �M/ i?2 /�b? HBM2b BM/B+�i2 i?2 +QMi`B#miBQMb iQ ∆χ2 7`QK BM/BpB/m�H /�i�
b2ibX h?2 #Hm2 �M/ i?2 ;`22M p2`iB+�H /Qi@/�b? HBM2b `2T`2b2Mi i?2 mM+2`i�BMiB2b �i NyW *XGX
/2i2`KBM2/ rBi? i?2 GJ K2i?Q/ �M/ rBi? i?2 >2bbB�M K2i?Q/ 7`QK i?2 Tm#HBb?2/ *hR3 LLGP
S.6b- `2bT2+iBp2HvX

Ai +�M #2 b22M i?�i i?2 T`Q}H2 Q7 i?2 iQi�H ∆χ2 �M/ BM/BpB/m�H ∆χ2 b?Qr �HKQbi � [m�/`�iB+
/2T2M/2M+2 QM i?2 p�`B�#H2 �i i?2 M2B;?#Q`?QQ/ Q7 i?2 ;HQ#�H KBMBKmKX 6Q` i?2 +�b2 Q7 i?2
*.6 K2�bm`2K2Mi- BM i?2 H27i T�M2H- i?2 LJ* /2mi2`QM iQ T`QiQM `�iBQ /�i� iQ;2i?2` rBi?
i?2 .y _mM AA +?�`;2 �bvKK2i`v /�i� �M/ i?2 13ee .`2HH@u�M /2mi2`QM iQ T`QiQM `�iBQ /�i�
;Bp2 i?2 /QKBM�Mi +QMbi`�BMibX h?2 T2M�Hiv i2`K +QMi`B#mi2b H�`;2Hv iQ i?2 iQi�H +QMbi`�BMib
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constraints in CT18

❖ mT at CDF is largely constrained by the DIS 
and Drell-Yan data on deuteron target, the 
Tevatron lepton charge asymmetry data; at 
ATLAS also the CMS charge asymmetry data
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Fig. 42: Measurement uncertainty for combined fits to the p`T and mT distributions (a) in differ-
ent lepton acceptance regions and for different centre-of-mass energies, using the CT10 PDF set and
for 200 pb�1collected at each energy and (b) for different PDF sets in |⌘`| < 4, for 200 pb�1and
1 fb�1collected at

p
s = 14 TeV. The numbers quoted for 0 < |⌘`| < 2.4 correspond to the combination

of the four pseudorapidity bins in this range.

Table 25: Measurement uncertainty for different lepton acceptance regions, centre-of-mass energies and
PDF sets, combined fits to the p`T and mT distributions, and for 200 pb�1collected at each energy. The
numbers quoted for 0 < |⌘`| < 2.4 correspond to the combination of the four pseudorapidity bins in this
range. In each case, the first number corresponds to the sum of statistical and PDF uncertainties, and the
numbers between parentheses are the statistical and PDF components, respectively.

p
s [TeV] Lepton acceptance Uncertainty in mW [MeV]

CT10 CT14 MMHT2014
14 |⌘`| < 2.4 16.0 (10.6 � 12.0) 17.3 (11.4 � 13.0) 15.4 (10.7 � 11.1)
14 |⌘`| < 4 11.9 (8.8 � 8.0) 12.4 (9.2 � 8.4) 10.3 (9.0 � 5.1)
27 |⌘`| < 2.4 18.3 (10.2 � 15.1) 18.8 (10.5 � 15.5) 16.5 (9.4 � 13.5)
27 |⌘`| < 4 12.3 (7.5 � 9.8) 12.7 (8.2 � 9.7) 11.4 (7.9 � 8.3)

14+27 |⌘`| < 4 10.1 (6.3 � 7.9) 10.1 (6.9 � 7.4) 8.6 (6.5 � 5.5)

p
s [TeV] Lepton acceptance Uncertainty in mW [MeV]

HL-LHC LHeC
14 |⌘`| < 2.4 11.5 (10.0 � 5.8 ) 10.2 (9.9 � 2.2)
14 |⌘`| < 4 9.3 (8.6 � 3.7) 8.7 (8.5 � 1.6)

4.4.5 Prospects for the measurement of the effective weak mixing angle

At leading order dilepton pairs are produced through the annihilation of a quark and antiquark via the
exchange of a Z boson or a virtual photon: qq̄ ! Z/�⇤ ! `+`�. The definition of the forward-
backward asymmetry, AFB, is based on the angle ✓⇤ of the lepton (`�) in the Collins-Soper [464, 465]
frame of the dilepton system:

AFB =
�F � �B
�F + �B

, (24)
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Fig. 42: Measurement uncertainty for combined fits to the p`T and mT distributions (a) in differ-
ent lepton acceptance regions and for different centre-of-mass energies, using the CT10 PDF set and
for 200 pb�1collected at each energy and (b) for different PDF sets in |⌘`| < 4, for 200 pb�1and
1 fb�1collected at

p
s = 14 TeV. The numbers quoted for 0 < |⌘`| < 2.4 correspond to the combination

of the four pseudorapidity bins in this range.

Table 25: Measurement uncertainty for different lepton acceptance regions, centre-of-mass energies and
PDF sets, combined fits to the p`T and mT distributions, and for 200 pb�1collected at each energy. The
numbers quoted for 0 < |⌘`| < 2.4 correspond to the combination of the four pseudorapidity bins in this
range. In each case, the first number corresponds to the sum of statistical and PDF uncertainties, and the
numbers between parentheses are the statistical and PDF components, respectively.

p
s [TeV] Lepton acceptance Uncertainty in mW [MeV]

CT10 CT14 MMHT2014
14 |⌘`| < 2.4 16.0 (10.6 � 12.0) 17.3 (11.4 � 13.0) 15.4 (10.7 � 11.1)
14 |⌘`| < 4 11.9 (8.8 � 8.0) 12.4 (9.2 � 8.4) 10.3 (9.0 � 5.1)
27 |⌘`| < 2.4 18.3 (10.2 � 15.1) 18.8 (10.5 � 15.5) 16.5 (9.4 � 13.5)
27 |⌘`| < 4 12.3 (7.5 � 9.8) 12.7 (8.2 � 9.7) 11.4 (7.9 � 8.3)

14+27 |⌘`| < 4 10.1 (6.3 � 7.9) 10.1 (6.9 � 7.4) 8.6 (6.5 � 5.5)

p
s [TeV] Lepton acceptance Uncertainty in mW [MeV]

HL-LHC LHeC
14 |⌘`| < 2.4 11.5 (10.0 � 5.8 ) 10.2 (9.9 � 2.2)
14 |⌘`| < 4 9.3 (8.6 � 3.7) 8.7 (8.5 � 1.6)

4.4.5 Prospects for the measurement of the effective weak mixing angle

At leading order dilepton pairs are produced through the annihilation of a quark and antiquark via the
exchange of a Z boson or a virtual photon: qq̄ ! Z/�⇤ ! `+`�. The definition of the forward-
backward asymmetry, AFB, is based on the angle ✓⇤ of the lepton (`�) in the Collins-Soper [464, 465]
frame of the dilepton system:

AFB =
�F � �B
�F + �B

, (24)

80

Future prospect on PDF unc.

21

✦ Precision on PDFs can be further improved with upcoming data from EIC(c), HL-LHC, or ultimately if 
LHeC is possible; projections on MW  have been made with PDFs fitted to pseudo-data
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Fig. 17 Comparison of the PDF4LHC15 set with the HL–LHC pro-
filed set in scenarios A and C, defined in Table 2. We show the gluon,
down quark, up anti–quark, and total strangeness at Q = 10 GeV, nor-

malized to the central value of the PDF4LHC15 baseline. The bands
correspond to the one–sigma PDF uncertainties

tive and optimistic scenarios. This is not so surprising, as
we have explicitly chosen those datasets which will bene-
fit from a significant improvement in statistics, and these
tend to lie in kinematic regions where the PDFs them-
selves are generally less well determined, see the discus-
sion in Sect. 2. Therefore, the dominant reason for the
observed reduction of PDF uncertainties is the increased
statistics and the corresponding extended kinematic reach
that becomes available at the HL–LHC, rather than the
specific assumptions about the systematic uncertainties.
This demonstrates that our results are robust against the
details of the projections of how the experimental sys-
tematic uncertainties will be reduced in the HL–LHC
era.

From Fig. 17 we observe a marked reduction of the
PDF uncertainties in all cases. This is particularly sig-
nificant for the gluon and the sea quarks, for the rea-
son that these are currently affected by larger uncertain-
ties than in the case of the valence quarks. In the case

of the gluon PDF, there is an improvement of uncertain-
ties across a very broad range of x . This is a direct con-
sequence of the fact that we have included several HL–
LHC processes that have direct sensitivity to the gluon con-
tent of the proton, namely jet, direct photon, and top quark
pair production, as well as the transverse momentum of Z
bosons.

Another striking feature of Fig. 17 concerns the strange
PDF. In this case, the PDF uncertainties are reduced by almost
a factor 4, from around 15% to a few percent, in a wide
region of x . This result highlights the importance of the
W+charm measurements at the HL–LHC, specially those
in the forward region by LHCb, see Fig. 12, which repre-
sent a unique handle on the poorly known strange content of
the proton. In turn, such an improved understanding of the
strange PDF will feed into a reduction of theory uncertainties
in crucial HL–LHC measurements such as those of MW or
sin2 θW .

123

gluon PDFs

ubar PDFs

[JG+, 2018] [SM Report, 1902.04070]
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✦ There are ongoing efforts from both CMS and ATLAS of using the same kinematic distributions for W mass 
measurement to profile or to constrain the PDFs, namely a spontaneous fit of MW and PDFs

Future prospect on PDF unc.

[CERN-THESIS-2021-100; Phys. Rev. D 102, 092012]

Chapter 8. Fit to the W boson mass

the included uncertainties is shown in Fig. 8.1. The bias induced by the fit on the nominal mW

value is much smaller than 0.1 MeV.
The result of Eq. 8.1 demonstrates the capability of the template fit to extract simultaneously mW

and the production properties. This approach automatically takes into account of the W boson
production-related systematic uncertainties, via the combined covariance matrix. The results
of Eq. 8.1 is not claiming that the current analysis is capable of performing a measurement
of mW with a precision below 10 MeV. Also excluding the limited MC size, several central
ingredients have been neglected and they are included in the factor �m

±
W

. In particular a
complete description of momentum scale uncertainty and the systematic uncertainty related to
FSR will likely produce a relevant impact on mW .
The current result demonstrates that it is already possible to reduce the impact of the W produc-
tion model below 10 MeV level, with a simultaneous fit to mW . In this approach the systematic
uncertainty related to the W production model is converted into statistical uncertainty on mW .
Given the aforementioned prescriptions, Fig. 8.1 shows how the residual PDF and q

W

T
uncer-

tainties are below the MeV level. The uncertainty of q
V

T
is due to the background processes.

The higher events yield in the low-acceptance background in the W
+ sample produces the larger

observed impact compared to W
�. The q

W

T
uncertainty related to the signal is instead included

in the statistical component, since the q
W

T
is fitted simultaneously to the mass and no dedicated

nuisance parameters are needed. The source of PDF uncertainty is partially the low-acceptance
background process and partially the residual dependence of signal processes on the PDFs. Fi-
nally, the efficiency SFs are the leading systematic uncertainty in this condition, highlighting
again the relevance to improve the precision in the scale factor measurement.
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Figure 8.1. Breakdown of the uncertainties on mW , for W
+ (left) and W

� (right) fit to the Asimov
dataset. The values have been estimated for each group of uncertainties as described in Sec. 7.4.3. The
fit has been performed on the Asimov dataset, fitting mW simultaneously to A0, . . . A4 and �

U+L double-
differential cross sections. The group "other" includes the lepton veto, the electroweak background cross
sections, the QCD normalization, the MET-related systematics, the p

µ

T
scale, the systematic uncertainty

on the SF, the L1 Trigger prefire. The BBB uncertainty has not been considered.
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8.2 Constraint on PDF uncertainty

In the Chapter 7 has been outlined how the template fit without regularization is capable to
predict the d�U+L

/dq
W

T
with 4%-8% precision. In Sec 4.4.1 has been discussed how this precision

is not sufficient to constraint the related systematic uncertainty on mW below 10 MeV. The result
of Eq. 8.1 seems to contradict this statement. However, the d�

U+L
/dq

W

T
precision is inflated by

the correlation pattern of the fit. The simultaneous prediction of mW is robust against this effect
because mW is only mildly affected by the correlation pattern. To support this statement two
tests have been performed.
First, the post-fit regularization fit has been run on the result of the simultaneous fit to mW and
W production properties. The predicted mW uncertainty is 8.8 MeV, with a bias of �0.02 MeV.
As expected the improvement compared to Eq. 8.1 is small, because the latter is not strongly
affected by the correlation pattern.
Second, the template fit to the W production properties has been repeated fixing A0(qWT , YW ) to
the nominal value from MC. A0 is the coefficients which higher (anti)correlation with �

U+L, in
particular in the low q

W

T
region, from Fig. 7.14. The uncertainly on d�

U+L
/dq

W

T
is reduced of a

factor 2. On the other hand, the mW uncertainty is almost unchanged (9.5 MeV, to be compared
to Eq. 8.1). This shows the correlation effect on the �

U+L uncertainty and demonstrates the low
dependence of mW uncertainty on this effect.

8.2 Constraint on PDF uncertainty

Instead of fitting mW simultaneously to the W boson production properties, the same fitting
framework allows to propagate the PDF uncertainty, constrained by the fit of Chapter 7, on mW ,
mimicking a standard template fit to mW using the ⌘

µ
⇥ p

µ

T
distribution. A fit to mW fixing all

the POIs has been performed on the Asimov dataset. This fit, fixing the µp to the nominal value,
is assuming an external knowledge of the angular coefficients, YW and q

W

T
distributions. The

nuisance parameters are treated as usual. The numerical results are reported for W
+ sample.

The W
� sample shows similar results.

The template fit to mW , fixing all the POIs and the PDF nuisance parameters to their pre-fit
values and uncertainties predicts a systematic uncertainty due to the PDF on mW of 12.7 MeV.
This is compatible to the expectations [3].
The template fit to mW , fixing all the POIs and allowing the PDF nuisance parameters to be
constrained, predicts a PDF uncertainty of 3.0 MeV on mW . This is equivalent to the procedure
performed in Ref. [11] to assess the PDF constraint, but in this framework it is possible to
propagate the constrained uncertainty directly to mW .
The template fit to mW , fixing all the POIs predicts a statistical uncertainty of 2.0 MeV on mW .
This is in good agreement with a scaling of the 10.1 MeV of statistical uncertainty estimated
by ATLAS mW measurement [3] to the number of W boson candidate exploited in this work
(132.7 · 106 muons, to be compared to 7.8 · 106 muons exploited by ATLAS). This is an additional
cross check of the predicted uncertainties.
The fit does not have the nuisance parameters to describe the q

W

T
uncertainty on the signal

templates, because in the main analysis the q
W

T
is fitted. Therefore the method described in

this section cannot be used to estimate the constraint on q
W

T
uncertainty for a traditional mW

measurement.
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from the former fit. These parameters correspond to the 60
orthogonalized Hessian PDF variations corresponding to
the NNPDF3.0 replicas, plus αS. All of the variants, i.e.,
prefit, postfit expected, and postfit observed, are shown.
Postfit constraints of ≃70% of the prefit values are
observed in some of the PDF nuisance parameters,
Whereas the mean constraint is closer to ≃90%. The postfit
nuisance parameter values, with respect to the prefit values
and uncertainties, give a χ2 value of 117 for 61 degrees of
freedom. This suggests that the PDF set used here at NLO
QCD plus parton shower accuracy may not be sufficient to
describe the data. It is possible that NNLO QCD accuracy
combined with additional developments in fitting method-
ology incorporated in more recent PDF fits may improve
the situation, and this can be studied in detail on the basis of
the unfolded cross sections measured here.

C. Additional plots

Additional plots on the helicity and rapidity analysis
are presented in the Appendix A 1, and additional plots
on the two-dimensional cross sections are presented in
Appendix A 2.

IX. SUMMARY

The differential W boson cross sections as functions of
the W boson rapidity, jyW j, and for the two charges
separately, Wþ → lþν and W− → l−ν̄, are measured in
the W boson helicity states. Double-differential cross
sections of the W boson are measured as a function of
the charged-lepton transverse momentum pl

T and absolute

pseudorapidity jηlj. For both Wþ and W− bosons, the
differential charge asymmetry is also extracted.
The measurement is based on data taken in proton-

proton collisions at the LHC at a center-of-mass energy offfiffiffi
s

p
¼ 13 TeV, corresponding to an integrated luminosity

of 35.9 fb−1. Differential cross sections are presented, both
absolute and normalized to the total production cross
section within a given acceptance. For the helicity meas-
urement, the range jyW j < 2.5 is presented, whereas for the
double-differential cross section the range jηlj < 2.4 and
26 < pl

T < 56 GeV is used. The measurement is per-
formed using both the muon and electron channels,
combined together considering all sources of correlated
and uncorrelated uncertainties.
The precision in the measurement as a function of jyW j,

using a combination of the two channels, is about 2% in
central jyW j bins and 5 to 20%, depending on the charge-
polarization combination, in the outermost acceptance bins.
The precision of the double-differential cross section,
relative to the total, is about 1% in the central part of
the detector jηlj < 1 and better than 2.5% up to jηlj < 2 for
each of the two W boson charges.
Charge asymmetries are also measured, differentially in

jyW j and polarization, as well as in pl
T and jηlj. The

uncertainties in these asymmetries range from 0.1% in
high-acceptance bins to roughly 2.5% in regions of phase
space with lower detector acceptance. Furthermore, fiducial
cross sections are presented by integrating the two-
dimensional differential cross sections over the full accep-
tance of the analysis.
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FIG. 20. Pulls and constraints of the 60 Hessian variations of the NNPDF3.0 PDF set, and of the αS parameter, from the combined fit of
muon and electron channels. The underlying fit is performed by fixing theW boson cross sections to their expectation in all helicity and
charge processes. The cyan band represents the input values (which all have zero mean and width one), the orange bands show the postfit
expected values, and black points represent the observed pulls and constraint values.

A. M. SIRUNYAN et al. PHYS. REV. D 102, 092012 (2020)

092012-24



我和我的
弟弟

蚂蚁⽤绿叶当
遮阳伞。

⼀只苍蝇停在
绿叶上。

Thank you for your attention!

蜘蛛在
哪？

这⾥是⾍⼦王国。
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