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Motivation

• Heterogeneous computing
• Hardware: CPU, GPU, FPGA…
• Software: OpenCL, CUDA, ROCm …

• Intel oneAPI DPC++/SYCL
• “oneAPI is an open, cross-industry, 

standards-based unified programming 
model that delivers a common 
developer experience across accelerator 
architectures”
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Applications of SYCL to HEP software
• ACTS and traccc (https://github.com/acts-project/traccc)

• [1] Angéla Czirkos, https://indico.cern.ch/event/955133/contributions/4021301/
• [2] Beomki Yeo, https://indico.cern.ch/event/1073640/#3-parallelisation-in-acts

Question: How to make PODIO/EDM4hep work with SYCL?

https://github.com/acts-project/traccc


ACTS Parallelization (1)

3

From Beomki Yeo



ACTS Parallelization (2)
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From Beomki Yeo



ACTS Parallelization (3)
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From Beomki Yeo



ACTS Parallelization (4)
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From Beomki Yeo



Building traccc + SYCL

• As part of traccc is already implemented with SYCL, it will be a good 
starting point for us. 
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Config Hardware OS Compiler SYCL backend Bulid traccc Run traccc

1 Intel CPU 
(IHEP login node)

CentOS 7.8 LCG 101 (GCC 10.3 + 
clang 12) + oneAPI DPC++

CPU OK OK

2 Intel CPU
(IHEP login node)

CentOS 7.8 LCG 101 (GCC 11.1) +
intel/llvm (2021-12)

CPU OK ?

3 Intel CPU
(IHEP login node)

CentOS 7.8 LCG 101 (GCC 11.1) +
intel/llvm (2021-12)

CUDA 11.0

4 Intel CPU + NVIDIA 
RTX 8000 (workstation)

CentOS 7.9 LCG 101 (GCC 11.1) +
intel/llvm (2021-12)

CUDA 11.2 OK OK

Note: 
• Need to set envvar CXX to the compiler with SYCL support before building traccc. 

• cmake -B build_sycl -S . -DTRACCC_BUILD_SYCL=ON

• oneAPI DPC++ only provides CPU backend. No CUDA backend. 
• In order to use the CUDA backend, need to build intel/llvm with customizations. 
• When building intel/llvm, need to specify the GCC toolchain and CUDA. 

• python $DPCPP_HOME/llvm-2021-12/buildbot/configure.py --cuda --cmake-opt="-
DGCC_INSTALL_PREFIX=/cvmfs/sft.cern.ch/lcg/releases/gcc/11.1.0-e80bf/x86_64-centos7"

• Building intel/llvm + CUDA at IHEP login node is fine, but there is runtime error in GPU nodes. 



Intel DPC++ at IHEP login node 
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Intel oneapi
provides CPU 
and FPGA 
backends



Intel/llvm at IHEP login node
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But see errors “invalid expression”. 

Before setting runtime, only SYCL host. 

After setting runtime, OpenCL could be found. 

↑ Intel low level runtime
↓ Intel oneAPI



Intel/llvm + CUDA at workstation
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Other issues and notes

• Running traccc with intel DPC++ is crashed when ROOT is linking. 
• Maybe some conflicts between ROOT’s internal TBB and oneAPI’s internal TBB.
• The code is modified a bit and ROOT related parts are removed. 
• My Git repo: git@github.com:mirguest/traccc.git

• The OpenCL runtime should be installed when using intel/llvm + CPU at 
IHEP login node. 

• Intel oneAPI or Intel low level Runtime (oclcpuexp and tbb) is setup when using 
intel/llvm. 

• Need to set envvar OPENCL_VENDOR_PATH to specify the OpenCL ICD file. 
• https://github.com/intel/llvm/blob/sycl/sycl/doc/GetStartedGuide.md#install-low-level-

runtime

• The sycl-ls is failed when using intel/llvm + CUDA at IHEP login node. 
• This problem is not understood yet. Maybe some runtimes are missing. 
• As no administrator permission, can’t upgrade any CUDA drivers or CUDA toolkits. 

• At the workstation, I installed the intel DPC++ before building intel/llvm
with CUDA, so some runtimes of DPC++ are already installed. 
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https://github.com/intel/llvm/blob/sycl/sycl/doc/GetStartedGuide.md#install-low-level-runtime


The next plans

• Learn basics of SYCL
• James Reinders et al., Data Parallel C++: Mastering DPC++ for Programming 

of Heterogeneous Systems using C++ and SYCL
• https://link.springer.com/book/10.1007/978-1-4842-5574-2

• Understand the code in traccc
• SYCL related parts
• How to convert the input data and 

• Integrate EDM4hep with traccc
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https://link.springer.com/book/10.1007/978-1-4842-5574-2
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