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S. Parker et. al. NIMA 395 (1997) 328  

Introduction: 3D Sensors

High radiation hardness at 
relatively low voltage (power)

D L

Electrode distance (L) and 
active substrate thickness (D)  
are decoupled à L<<D by layout

support wafer oxide

p n
p

n

C. Kenney et. al. IEEE TNS 48(6) (2001) 2405  

DISADVANTAGES:
• Non uniform spatial response
(electrodes and low field regions)
• Higher capacitance with respect 
to planar (~3-5x for ~ 200 µm thickness) 
• Complicated technology (cost, yield) 

Active edge
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L~35 µm

L~ 56 - 71 µm

Signal Efficiency = Ratio of max. signal 
after irradiation and before irradiation
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Tech 1: Full-3D with active edges

C. Kenney et al., IEEE TNS, vol. 46, n. 4 (1999) 1224

1) wafer bonding

support wafer

detector wafer

2) n+ hole definition & etching

resist

oxide

3) n+hole doping & filling

n+ polysilicon

4) p+ hole definition & etching

resist

5) p+ hole doping & filling

p+ polysilicon

6) Metal deposition & definition

metal
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Tech 2: Double-sided 3D sensors
FBK (Trento, Italy) CNM (Barcelona, Spain)

G. Pellegrini et. al. NIMA 592(2008), 38  
G. Pellegrini et. al. NIMA 699(2013), 27  

A. Zoboli et. al.,  IEEE TNS 55(5) (2008), 2775
G. Giacomini, et al., IEEE TNS 60(3) (2013) 2357  
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Key technology: DRIE by the Bosch process

• Alternating etch cycles (SF6) and passivation cycles (C4F8)
• High aspect ratio (>20:1 or better for trenches) and good uniformity
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• Double-sided 3D’s by CNM and FBK
• First demonstration of small volume production 
• Excellent performance up to > 5x1015 neq cm-2

Main milestone: ATLAS IBL 3D pixels 

ATLAS IBL,  JINST 7 (2012) P11010
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FBK13 - un-irradiated
FBK09 - p-irrad - 2x1015 neq/cm2

FBK87 - p-irrad - 5x1015 neq/cm2

CNM101 - un-irradiated
CNM100 - p-irrad - 2x1015 neq/cm2

CNM36 - p-irrad - 6x1015 neq/cm2

S. Grinstein, Sh. Tsiskaridze, 
A. Micelli, C. Gemme

• Also used in ATLAS AFP 
and CT-PPS
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Pixel Roadmap: LHC ® HL-LHC

• Luminosity of 5x1034 cm-2s-1
• Higher hit-rate capability
(up to 200 events per bunch-crossing)
• Radiation fluence up to ~2x1016 neq/cm2

for the innermost pixel layers

8

Modified technology/design for: 
• smaller pixels with reduced inter-

electrode spacing (~30 um)
• narrower electrodes  (~5 um)
• thinner active region (~150 um)

Challenges at HL-LHC Implications for small-pitch 3D’s

• To maintain occupancy at ~% level and increase 
the spatial resolution à Reduce pixel size

• 50x50 or 25x100 µm2, compatible with next ROC 
generation (CMOS 65 nm) from CERN RD53 
Collaboration

Intense R&D programs with 3 processing facilities since 2014 
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CNM small-pitch 3D pixels with double-sided process

J. Lange et al., JINST 13 (2018) P09009

2018 JINST 13 P09009

For non-uniformly irradiated devices, such a systematic study has not been performed since in
any case the conclusions would be limited due to the non-linearity and strong voltage dependence
of the leakage current at high fluences. However for reference, to appreciate the general leakage
current behaviour, figure 4 right shows their leakage currents during the beam test. In general,
during the beam test measurements, the temperature was not well controlled and also the FE-I4
chip heats up the sensor substantially when switched on, which also depends on the data rate, the
thermal contact of the sensor and other external factors. The temperature of the cooling box was
typically set to -40 or -50�C during measurements. For dedicated tests on few devices, the currents
were remeasured at di�erent set temperatures with chip o�. From comparison to the current during
operation, the on-sensor operation temperature could be estimated as between -10 to -30�C for
these cases. Deviations from the expected fluence dependence can originate from temperature
fluctuations (including self-heating at high leakage currents) or di�erent annealing states.

7 Time-over-threshold

The collected charge is another important sensor parameter for the device performance, since it
directly impacts the signal height and hence the fraction of events that are above the detection
threshold, i.e. hit e�ciency. The FE-I4 chip measures the time-over-threshold (ToT), which is
related to the charge, however with limited resolution (4 bits) and including non-linear e�ects
that become stronger further away from the target charge value of the tuning point (here typically
10ToT@20 ke�). More precise measurements of the charge collected in small-pitch 3D sensors are
carried out on neutron and proton irradiated 3D strip test structures from the same wafers with the
ALIBAVA readout system [33, 34].
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Figure 5. Left: cluster ToT distribution for di�erent fluences. Right: cluster ToT MPV as a function of
voltage. Statistical uncertainties are typically smaller than the marker size, systematic uncertainties (not
shown for clarity) are estimated as 0.5 ToT units. All measurements performed at perpendicular beam
incidence.

Figure 5 left shows the cluster ToT distributions in the central ROI before irradiation at 20 V
and after irradiation at 100 V. The data are fitted with a Landau-Gauss distribution, and its most
probable value (MPV) is shown in figure 5 right as a function of voltage. Only the devices that
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Figure 9. Left: hit e�ciency as a function of voltage for di�erent fluences at 0� and 1.0 ke�. Right: V97%
as a function of fluence at 0� tilt for di�erent devices. The small-pitch 50⇥50 µm2 1E devices (red/orange)
are compared to the IBL 50⇥250 µm2 2E generation (blue/magenta). Open markers refer to a threshold of
1.5 ke�, full ones to 1.0 ke�. The uncertainties shown are statistical and systematic combined. The fluence
uncertainty from figure 3 is not displayed for visibility.
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Figure 10. Left: edge e�ciency around the last pixel before irradiation at 0 and 20 V and at a fluence of
1.0⇥1016 neq/cm2 at 110 V, at 0� tilt and 1.0 ke� threshold. Right: the sensitivity extension of the e�ciency
beyond the edge of the last pixel as a function of voltage. Uncertainties shown are statistical.

that the sensitive region extends beyond the border of the edge pixel. This sensitivity extension,
evaluated at an e�ciency of 0.5 using Gaussian error function fits, is shown in figure 10 right as
a function of the bias voltage for the di�erent devices at the bottom and left or right edges. The
di�erent edges of the same device (bottom vs. left/right) agree well with each other as expected due
to the symmetry. For the unirradiated device, the sensitivity extension amounts to 30 µm already
at 0 V, increasing up to about 60 µm at 20 V. After 1.0⇥1016 neq/cm2, it is reduced to about 20 µm
independent of voltage in the range studied between 70 and 110 V. This means that the insensitive
edge region of these devices is less than 200 µm, which is important for abutting the sensors close
to each other with small insensitive area between them in the final pixel detector. For devices with
guard ring (“C”), the edge e�ciency was not studied here, but from previous results it is expected that
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• CNM 3D pixel detector, 50x50 µm2 cells
• (Partial) readout with FEI4 ROC
• Proton irradiation up to ~3x1016 neq/cm2

• Beam tests at CERN SPS  
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• Thin sensors on handle wafer: SiSi DBW
• Ohmic column depth > active layer depth 

(for backside bias)
• Junction columns depth < active layer depth 

(for high Vbd)
• Reduction of hole diameters to ~5 um
• Holes (at least partially) filled with poly-Si
• Post-processing: handle wafer thinning and 

metal deposition 

New single-side approach to 3D pixels
Double-sided process not favoured for thin sensors, especially on 6” wafers

G.-F. Dalla Betta et al., 
NIMA 824 (2016) 386 and 388contact hole bump padmetal

oxide

p++Si
handle wafer

p- Si
sensor wafer

Metal
(after thinning)

n+ junction 
columnp+ ohmic

column

passivation

150 
µm

30 - 50 
µm
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Small-pitch 3D pixels layouts
M

ask Aligner
Stepper

G.-F. Dalla Betta et al., Frontiers in Physics 8:625275
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Almost completely 
filled with poly-Si

Fabrication details @ FBK
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3D diodes: leakage current and capacitance

~1 pA per pixel

• Very low leakage current and high breakdown voltage
• Capacitance: ~ 20, 50, 85 fF per pixel, depending on geometry

S. Terzo et al., Frontiers in Physics 9:624668
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Electrical tests on pixels by temporary metal
• It’s important to check the device quality at wafer level before bump bonding
• Multiple rows of pixels (strips) are shorted by temporary metal for electrical tests
• Detailed monitoring of process defects
• Sum of I-V’s provides total currents
• Temporary metal removed after testing

Micrograph All strips in one sensor Total currents

G.-F. Dalla Betta et al., 
Frontiers in Physics 8:625275
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Results obtained with FBK Pixel Sensor prototypes
 for the HL-LHC Tracker Upgrade of the CMS experiment

●HL-LHC Scenario:
  Instantaneous luminosity up to 7.5⇢1034 cm2/s 
  Collected data up to 4100 fb-1 over 10 years
  Up to 200 collisions per bunch crossing with )s =14 TeV

●  CMS Tracker must be replaced to cope with higher luminosity. Main requests are: 
  Higher granularity 0 2500 µm2 area of single pixel to maintain occupancy at per mil level
  High radiation tolerant sensors to withstand fluences ~ 1.9⇢1016n

eq
/cm2 in the innermost layer.

●  Two silicon pixels layouts to equip CMS inner tracker during HL-LHC:
 Thin Planar pixel
 3D pixel

Detailed presentation of CMS inner tracker by 
Antonio Cassese:
 “The CMS Pixel Detector for the High 
Luminosity LHC” 

HL-LHC scenario for CMS Tracker

Giulio Bardelli (Univ. Firenze and INFN Firenze) giulio.bardelli@uni⌫.it – on behalf of CMS tracker group
iWoRiD 2022 – 23rd international workshop on Radiation Imaging Detectors  

Pixel sensor protoypes

Planar Pixel 3D Pixel

Baseline choice for 
Barrel-Layer 1

●  Pros and Cons of 3D pixels:
 Reduced depletion voltage and power consumption
 Shorter signal collection path for ionization 

charges
  reduced trapping probability after irradiation

 Small inefficiency due to passive material 
(columns) with orthogonal tracks.

●  CMS baseline design for pixel sensors: 
  Sensor type n-in-p
  Pitch 25⇢100 µm2 and active thickness 150 µm 

●  During R&D, sensor prototypes with prototype chip      
 RD53A via bump-bonding:
  65 nm CMOS technology
  Three front-ends for development purpose

  CMS 0 linear FE

●  Two 3D FBK “Step and Repeat” batches,                 
 Stepper-1 and Stepper-2:
 Reduced gap between n+ columns and sensor    

backside  in Stepper-2 batch
●  Both n+ and p+ columns are etched only from the      

 front-side (single face process)

●  Advantages of planar pixels:
 Well-known technology widely used     

in HEP experiments
 Easy to fabricate 

●  Large Power dissipation due to large    
 bias voltage and leakage current (after 
 irradiation)

●  FBK planar “Mask Aligner”  
 batches:
 Bitten design
 No Punch Through option

Results for highly irradiated samples

1

1

1 
Courtesy from Rudy Ceccarelli (INFN) 

●  97% hit efficiency for all 
the sensors with orthogonal 
tracks
 Hit efficiency plateau 

from 110 V up to 140 V 
●  99% hit efficiency with      

 tilted DUT
●  Quick increase in the          

 number of noisy channels   
 for Stepper-1 modules at    
 high Voltage
 Better with Stepper-2 

sensors

●  Spatial resolution             
 measured with the first     
 three planes of DESY      
 telescope
 Second triplet unusable 

due to multiple 
scattering with cooling 
box material

●  Minimum spatial              
 resolution below digital   
 resolution 25/)12 µm 

●  Angle scan with respect 
 to 25 µm side  

●  Minimum of spatial       
 resolution around 9°      
 turn angle 
 Reached 5 µm for 

Stepper-2 module
●  Minimum of spatial       

 resolution below than    
 digital resolution            
 25/)12 µm 

CMS baseline layout

●Sensors developed by FBK Trento in collaboration with 
INFN Firenze

●  Sensors irradiated at KIT with low energy protons (23 
MeV) up to 2.4⇢1016 neq/cm2 

●  Sensors measured with 6 GeV/c electrons beam at DESY  
 telescope

●  98% hit efficiency for all    
 the sensors 
 200 V for sensor 

irradiated @7.5⇢1015 
neq/cm2

 500 V for sensor 
irradiated @24⇢1015 
neq/cm2

●  Planar pixel modules can   
 withstand the high fluence 
 foreseen in HL-LHC

Digital resolu
on 
25 µm/)12

97% Hit e�ciency98% Hit e�ciency

1300

1400

1450

1300

Digital resolu
on 
25 µm/)12

●  Further investigation for irradiated 3D      
 pixel
 Irradiation at CERN-IRRAD with 24 

GeV/c protons
 Lower TID with respect to low energy 

protons
 Expected fluence from 1.5⇢1016 neq/cm2 

up to 1.8⇢1016 neq/cm2

●  First 3D and Planar sensors        
 assembled with CROC-v1          
 (CMS-ReadOut Chip prototype 
version 1)
  Final Chip prototype
  Only linear Front-End
  145142 Channels

Outlook and future perspec ves

Planar  Pixel 3D PixelG. Bardelli et al., IWORID 2022

the 50 × 50−1E diodes of the CNM productions and with the
RD53A sensors.

7.2 Beam Test Measurements
Pixel modules have been measured before and after irradiation in
two different beam test facilities: at the Super Proton Synchrotron
(SPS) of CERN using pions of 120 GeV and at the Deutches
Electronen-Synchrotronen (DESY) in Hamburg with electrons of
about 5 GeV [18]. In both cases a EUDET-type telescope [19] has
been used to reconstruct the trajectories of the particles in the
beam and determine the impact point on the studied devices
(Detectors Under Test or DUT). The telescope has two arms, each
one consisting of three planes made of MIMOSA26 [20]
monolithic sensors with an active area of 2 × 1 cm2, and can
provide a pointing resolution of up to 2 µm depending on the
beam energy, the amount of material between the telescope
planes and the consequent multiple scattering. The
coincidences of up to four scintillators placed at the two ends
of the telescope and covering the MIMOSA26 sensor area are

used to generate the trigger signal for the readout. The DUTs are
placed between the two arms of the telescope inside a cooling box.
At SPS a custom designed cooling box based on a commercial
chiller allows the DUT to reach temperatures as low as -50°C to
study irradiated modules, as well as to keep a constant
temperature of 20°C for the operation of non-irradiated
modules. The same solution could not be used at DESY due
to the lower particle energy and the large mass of the chiller-based
box which would lead to a significant amount of multiple
scattering. In this facility a lightweight Styrofoam box is used
instead. Here cooling for operations with irradiated modules is
provided by dry ice which allows them to reach temperatures as
low as the chiller-based box, but without the flexibility of a precise
temperature control. Two different data acquisition systems
(DAQ) have been used to equalize the threshold and operate
the RD53A chips: the BDAQ53 [21] developed by the Bonn
Silicon Laboratory and the YARR system developed at LBNL [22].
Due to the large integration time of the MIMOSA26 sensors

FIGURE 9 | Hit efficiency as a function of the bias voltage for RD53A modules with CNM 3D sensors from run 9761 before and after irradiation. On the left (right)
results of sensors with 50 × 50−1E (25 × 100−1E) pixel geometry obtainedwith the Differential (Linear) front-end are shown. The BDAQ readout system has been used for
tuning and data-taking. The modules are tuned to a mean threshold of 1 ke. A systematic uncertainty of 0.3% is associated to all efficiency measurements. Partially
adapted from Reference [25, 26].

FIGURE 10 | Hit efficiency as a function of the bias voltage for RD53A
modules with FBK 3D sensors from second and third batches before and after
irradiation. The modules are tuned to a mean threshold of 1 ke.

FIGURE 11 | Hit efficiency as a function of the bias voltage for RD53A
modules with SINTEF 3D sensors from run four before and after irradiation.
The sensors have a 50 × 50−1E pixel geometry. For better visibility the data of
D61-2 before irradiation (black circles) is shifted by −1 V.

Frontiers in Physics | www.frontiersin.org April 2021 | Volume 9 | Article 62466811

Terzo et al. 3D Pixel Sensors for ITk

S. Terzo et al., Frontiers in Physics 9:624668

Efficiency of irradiated modules at beam test

25x100-1E

• RD53A assemblies with different 3D sensor geometries
• At 1016 neq/cm2 a hit efficiency of 96% at normal beam incidence reached below 100 V
• Larger voltages (~150 V) required at 1.8x1016 neq/cm2
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7.2.1.1 Before Irradiation
Before irradiation sensors with both 50 × 50 and 25 ×
100 µm2 pixel cell geometries show a hit efficiency over
97% for perpendicularly incident tracks even with a bias
of 0 V. Differences of less than 1% efficiency have been
observed for threshold tunings between 1.0 and 1.5 ke and
in results obtained for sensors produced by different
foundries on substrate thicknesses from 100 to 150 µm.
For the 50 µm thick SINTEF sensors similar results are
obtained with a threshold of 500 e which could be
achieved thanks to the lower pixel capacitance.
Inefficiencies mainly correspond to particles crossing the
fully passing p-type columns which are inactive as can be
appreciated looking at the efficiency distribution over one
pixel cell shown in Figure 12. Indeed, the efficiency
increases to over 99% when the sensors are tilted by 15° as
it is possible to see from the results of RD53A modules using
CNM 3D sensors in Figure 9. In this case the efficiency
distribution over the pixel cell is uniform since the particles
are not passing all the way through the p-columns.

7.2.1.2 After Irradiation
Results of RD53Amodules with 50 × 50−1E sensors from all three
production sites have demonstrated the possibility of reaching a
hit efficiency larger than 96% for perpendicularly incident tracks
after irradiation to 5 × 1015 neq/cm

2 with about 40 V and after
irradiation to 1 × 1016 neq/cm

2 in the voltage range of 80–150 V
with thresholds around 1 ke or lower.

The 25 × 100−1E sensor from CNM after irradiation to a
particle fluence of 5 × 1015 neq/cm

2 and operated at a threshold of
1 ke shows compatible results to the 50 × 50−1E design. The
RD53A module with 25 × 100−1E sensor from FBK has been
instead operated with a threshold of 1.5 ke and after irradiation to
a fluence of 5 × 1015 neq/cm

2 reaches the 96% hit efficiency at
80 V. After irradiation to 1 × 1016 neq/cm

2 the 25 × 100-1E design
has been measured only on one CNM sensor both at
perpendicular track incidence and by tilting the device by 15°
around the long pixel side. In the first case a hit efficiency over
98% is obtained with a bias voltage of 140 V or larger, while tilting
the devices an efficiency of more than 97% with just 100 V is
achieved. In both cases the device has been tuned to a threshold
of 1 ke.

These results are also compatible with FBK modules coming
from the second batch production and measured by the CMS
Collaboration [24], where an efficiency close to 97% was obtained
for both 50 × 50−1E and 25 × 100−1E modules operated at 150
and 120 V, respectively.

The hit efficiency results of the different modules and
productions can be considered to be consistent within the
tuning uncertainties (∼ 200 e), taking into account the
different active thicknesses of the prototypes and therefore
meeting the requirements for the innermost pixel layer of the
ATLAS ITk.

7.3 Charge Sharing and Cross-Talk
Cross-talk and in general larger charge sharing has been
observed in 25 × 100−1E sensor prototypes before
irradiation. The cross-talk threshold, defined as the
average charge injected in a pixel for which a hit is
observed in a neighboring pixel, has been measured on

FIGURE 13 | Cross-talk threshold as a function of the bias voltage for
RD53A modules with 25 × 100−1E FBK sensors with different thickness
(second and third batches).

FIGURE 14 | Power dissipation as a function if the bias voltage for FBK diodes (left) and CNM diodes (right)with different pixel geometries after neutron irradiation
at JSI, Ljubljana.

Frontiers in Physics | www.frontiersin.org April 2021 | Volume 9 | Article 62466813

Terzo et al. 3D Pixel Sensors for ITk

S. Terzo et al., Frontiers in Physics 9:624668

Power dissipation
• At the voltages of interest for a high hit efficiency, the power dissipation is still low 

FBK CNM
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Pre-production phase for ATLAS ITk

• FBK delivered pre-production in 2021

• CMS also opted for using 3D sensors in the 

innermost layer, and is finalizing the R&D

• Layer 0 of ATLAS ITk will use 3D sensors: 

• Barrel (25 x 100 µm2 - 1E)

- CNM, 4-inch wafers (~500 sensors)

• Endcap (50 x 50 µm2): 

- FBK and SINTEF, 6-inch wafers 

(800 sensors each)

17
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First beam test results of ITkPixV1 modules

ITkPixV1.1
50x50 µm2
Residuals 
~17 µm Efficiency @ 10 V 

99.91 ±0.02 %

A. Lapertosa et al., IWORID 2022

Sensor wafer: pre-production
• FBK pre-production wafers

• 24 sensors per wafer + several test structures
• 7  wafers delivered to CERN (5 + 2 with temp. metal)

• 20 sensor tiles bonded at IZM to ITkPixV1.1 chips
• 10 received in Genova
• 6 assembled on Bonn Single Chip Card (SCC) →
• https://twiki.cern.ch/twiki/bin/viewauth/RD53/RD53BTesting#RD53B_Bonn_Single_Chip_Card_SCC

30/06/2022 A. Lapertosa 5

3D sensor thickness
(after backside thinning):
• Total: 250 µm
• Active: 150 µm
• Support: 100 µm

Pixel cell

Bump pad

Column

50 µm
p+

n+

Contact

• Sensors from FBK pre-production
• Bump bonded to ROC at IZM
• Assembled on Bonn single chip cards 

at INFN Genova
• Tested at CERN PS/SPS in spring 2022

18
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A B S T R A C T

Highly irradiated silicon sensors are currently being investigated within the scenario of the most powerful
particle accelerator proposed for the post-LHC era, i.e the Future Circular Collider (FCC), for which radiation
tolerance up to a level of 8 ù 1017 neq/cm2 is required. In this paper, 3D strip and pad detectors irradiated
with neutrons up to a fluence of 3 ù 1017 neq/cm2 (1 MeV neutron equivalent) are characterised for the first
time: the charge collection measurements with Transient Current Technique (TCT) are carried out at several
voltages and the results are reported.

1. Introduction

During the last decade at the Large Hadron Collider, the 3D silicon
sensors [1] have been widely used in particle tracking detectors in
the ATLAS [2,3] and CMS experiments [4]. 3D detectors have shown
excellent radiation hardness [5] and same technology is envisaged for
the inner pixel layers of the ATLAS ITk upgrade [6]. For the most
powerful particle accelerator, the Future Circular Collider (FCC) [7],
it is foreseen that tracking detectors will have to withstand a 1 MeV-
equivalent neutron fluence of up to 8 ù 1017 neq/cm2 [8]. This paper
aims to provide results on the first characterisation of 3D pad and
strip detectors irradiated with neutrons at fluences of 1 ù 1017 and
3 ù 1017 neq/cm2 respectively. The pad diodes, fabricated by single
sided processes, have a pixel size of 50 ù 50 �m2 and an active thickness
of 150 �m. The strips detectors, fabricated by double sided processes,
have a pixel size of 50 ù 50 �m2 and thickness of 230 �m. Charge
collection measurements were performed using the Transient Current
Technique (TCT).

2. Device description

The characterisation was performed with two types of detector
technologies developed at the Centro Nacional de Microelectrónica
(CNM-IMB, CSIC) [9].

The 3D pad diodes were fabricated by single sided processes [10]
on Silicon-On-Insulator (SOI) wafers with a total thickness of 450 �m;
the schematic cross section is shown in Fig. 1. The active thickness of
the detectors is defined by a 150 �m thick p-type wafer with a nominal
resistivity (%) in the range 10–50 k⌦ cm; it is separated from a low

< Corresponding author.
E-mail address: maria.manna@imb-cnm.csic.es (M. Manna).

Fig. 1. Schematic cross section of the 3D single sided detector. The sketch is not to
scale.

resistivity handle wafer by a 1 �m layer of Buried OXide (BOX). Both
cylindrical electrodes that form a p–n junction are etched from the front
side. The p-type columns have a diameter of 8 �m and depth of 150 �m
in order to reach the Al metal contact; in this way the detectors can
be biased from the backside after the handle wafer thinning by wet
etching process. The n-type columns have a diameter of 5 �m and a
depth of 120 �m. If the n-type columns were to reach the BOX, an early
breakdown, at low voltages, would take place due to surface currents
through the silicon dioxide positive charge [10].

https://doi.org/10.1016/j.nima.2020.164458
Received 28 February 2020; Received in revised form 5 May 2020; Accepted 21 July 2020
Available online 23 July 2020
0168-9002/© 2020 Elsevier B.V. All rights reserved.
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Fig. 4. On the left: image of the area under investigation. The two lighter bands are
the Al strips. On the right: corresponding charge collection efficiency map of the 3D pad
diode irradiated at 1 ù 1017 neq/cm2 at 250 V (T = *16 ˝C) with top IR illumination.
The colour is normalised to the maximum charge collected. The positions of the p-type
columns (blue solid-line circles), the n-type columns (grey dashed circles) and the metal
strips (straight line pairs) are highlighted.

Fig. 5. On the left, image of the area under investigation. On the right, corresponding
charge collection efficiency map of the strip detector irradiated at 1 ù 1017 neq/cm2 at
150 V (T = *11 ˝C) with top IR illumination.

Fig. 6. On the left, image of the area under investigation. On the right, corresponding
charge collection efficiency map of the strip detector irradiated at 3 ù 1017 neq/cm2 at
150 V (T = *11 ˝C) with top IR illumination.

(grey dashed circles) corresponds to the points of maximum collected
charge. In the area covered by the metal, the collected charge decreases
around 50% because the Al strips, used to connect the columns, reflect
the laser light. The positions of the p-type columns (blue solid-line
circles) correspond to the areas of low collected charge.

The maps of the irradiated strip devices are shown in Fig. 5 and in
Fig. 6. The positions of both types of electrodes are indicated, as well as
the locations of the metal strips. The charge is collected mainly around
the n-type columns even though it seems elongated in the y direction.
This effect is likely brought on by a combination of an unstable y-stage
and a certain amount of tilt of the detector with respect to the laser
beam axis. The points of maximum collected charge are used to perform
the measurements for the CCE curves.

CCE is shown in Fig. 7 where identical strip detectors from [15] are
compared to the measurements of this work. At very high irradiation

Fig. 7. (a) Charge collection efficiency as a function of reverse bias of irradiated strip
detectors, the data points are connected to guide the eye. The data represented by
circular markers belongs to previous measurements [15]. The uncertainty of 10% is
assumed for CCE of the measurements of this work.

Fig. 8. Charge collection efficiency versus fluence at 150 V for strip devices; the data
at fluence lower than 1.5 ù 1016 neq/cm2 belongs to previous investigation [15]. The
uncertainty of 10% is assumed for each irradiation dose and of 10% for CCE.

fluences, the CCE increases linearly with the voltage, while the slope
of the curves decreases as the fluence increases. Fig. 8 shows the CCE
as a function of the fluences at 150 V.

5. Conclusion

3D single sided pad diodes and double sided strip detectors fabri-
cated at CNM-IMB, irradiated at very high fluences were investigated.
Irradiation campaigns were performed with neutrons at JSI up to a
fluence of 3 ù 1017 neq/cm2; TCT measurements were carried out at
several voltages. Charge collection shows the full depletion at 5 V of
the unirradiated pad diode and at 8 V for unirradiated strip device. The
irradiated detectors do not deplete but the charge increases linearly as
the voltage increases. 2D charge collection efficiency maps of irradiated
detectors were measured at 250 V for the pad diode irradiated at
1 ù 1017 neq/cm2 and at 150 V for the strip detectors irradiated at
1 ù 1017 neq/cm2 and at 3 ù 1017 neq/cm2. The CCE of the irradiated
diode was found to be in the order of 42% at 250 V. For the same
irradiation dose (1 ù 1017 neq/cm2) and bias voltage (150 V), the pad
diode and the strip detector showed a reduction in the CCE of 20%.
Further studies are necessary to better determine the performance of
the 3D silicon detectors irradiated at extreme fluences. Nevertheless,
this first investigation shows that the sensors maintain function despite
the unprecedented levels of irradiation similar to those expected in
the FCC.
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Fig. 6. On the left, image of the area under investigation. On the right, corresponding
charge collection efficiency map of the strip detector irradiated at 3 ù 1017 neq/cm2 at
150 V (T = *11 ˝C) with top IR illumination.
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charge. In the area covered by the metal, the collected charge decreases
around 50% because the Al strips, used to connect the columns, reflect
the laser light. The positions of the p-type columns (blue solid-line
circles) correspond to the areas of low collected charge.

The maps of the irradiated strip devices are shown in Fig. 5 and in
Fig. 6. The positions of both types of electrodes are indicated, as well as
the locations of the metal strips. The charge is collected mainly around
the n-type columns even though it seems elongated in the y direction.
This effect is likely brought on by a combination of an unstable y-stage
and a certain amount of tilt of the detector with respect to the laser
beam axis. The points of maximum collected charge are used to perform
the measurements for the CCE curves.

CCE is shown in Fig. 7 where identical strip detectors from [15] are
compared to the measurements of this work. At very high irradiation

Fig. 7. (a) Charge collection efficiency as a function of reverse bias of irradiated strip
detectors, the data points are connected to guide the eye. The data represented by
circular markers belongs to previous measurements [15]. The uncertainty of 10% is
assumed for CCE of the measurements of this work.

Fig. 8. Charge collection efficiency versus fluence at 150 V for strip devices; the data
at fluence lower than 1.5 ù 1016 neq/cm2 belongs to previous investigation [15]. The
uncertainty of 10% is assumed for each irradiation dose and of 10% for CCE.

fluences, the CCE increases linearly with the voltage, while the slope
of the curves decreases as the fluence increases. Fig. 8 shows the CCE
as a function of the fluences at 150 V.

5. Conclusion

3D single sided pad diodes and double sided strip detectors fabri-
cated at CNM-IMB, irradiated at very high fluences were investigated.
Irradiation campaigns were performed with neutrons at JSI up to a
fluence of 3 ù 1017 neq/cm2; TCT measurements were carried out at
several voltages. Charge collection shows the full depletion at 5 V of
the unirradiated pad diode and at 8 V for unirradiated strip device. The
irradiated detectors do not deplete but the charge increases linearly as
the voltage increases. 2D charge collection efficiency maps of irradiated
detectors were measured at 250 V for the pad diode irradiated at
1 ù 1017 neq/cm2 and at 150 V for the strip detectors irradiated at
1 ù 1017 neq/cm2 and at 3 ù 1017 neq/cm2. The CCE of the irradiated
diode was found to be in the order of 42% at 250 V. For the same
irradiation dose (1 ù 1017 neq/cm2) and bias voltage (150 V), the pad
diode and the strip detector showed a reduction in the CCE of 20%.
Further studies are necessary to better determine the performance of
the 3D silicon detectors irradiated at extreme fluences. Nevertheless,
this first investigation shows that the sensors maintain function despite
the unprecedented levels of irradiation similar to those expected in
the FCC.
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Looking at post-LHC applications

@150 V

• CNM 3D diode and strip detectors 
• 50x50 µm2 cells
• Neutron irradiation up to 3x1017 neq/cm2

• IR laser TCT tests
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diode irradiated at 1 ù 1017 neq/cm2 at 250 V (T = *16 ˝C) with top IR illumination.
The colour is normalised to the maximum charge collected. The positions of the p-type
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strips (straight line pairs) are highlighted.

Fig. 5. On the left, image of the area under investigation. On the right, corresponding
charge collection efficiency map of the strip detector irradiated at 1 ù 1017 neq/cm2 at
150 V (T = *11 ˝C) with top IR illumination.

Fig. 6. On the left, image of the area under investigation. On the right, corresponding
charge collection efficiency map of the strip detector irradiated at 3 ù 1017 neq/cm2 at
150 V (T = *11 ˝C) with top IR illumination.

(grey dashed circles) corresponds to the points of maximum collected
charge. In the area covered by the metal, the collected charge decreases
around 50% because the Al strips, used to connect the columns, reflect
the laser light. The positions of the p-type columns (blue solid-line
circles) correspond to the areas of low collected charge.

The maps of the irradiated strip devices are shown in Fig. 5 and in
Fig. 6. The positions of both types of electrodes are indicated, as well as
the locations of the metal strips. The charge is collected mainly around
the n-type columns even though it seems elongated in the y direction.
This effect is likely brought on by a combination of an unstable y-stage
and a certain amount of tilt of the detector with respect to the laser
beam axis. The points of maximum collected charge are used to perform
the measurements for the CCE curves.

CCE is shown in Fig. 7 where identical strip detectors from [15] are
compared to the measurements of this work. At very high irradiation

Fig. 7. (a) Charge collection efficiency as a function of reverse bias of irradiated strip
detectors, the data points are connected to guide the eye. The data represented by
circular markers belongs to previous measurements [15]. The uncertainty of 10% is
assumed for CCE of the measurements of this work.

Fig. 8. Charge collection efficiency versus fluence at 150 V for strip devices; the data
at fluence lower than 1.5 ù 1016 neq/cm2 belongs to previous investigation [15]. The
uncertainty of 10% is assumed for each irradiation dose and of 10% for CCE.

fluences, the CCE increases linearly with the voltage, while the slope
of the curves decreases as the fluence increases. Fig. 8 shows the CCE
as a function of the fluences at 150 V.

5. Conclusion

3D single sided pad diodes and double sided strip detectors fabri-
cated at CNM-IMB, irradiated at very high fluences were investigated.
Irradiation campaigns were performed with neutrons at JSI up to a
fluence of 3 ù 1017 neq/cm2; TCT measurements were carried out at
several voltages. Charge collection shows the full depletion at 5 V of
the unirradiated pad diode and at 8 V for unirradiated strip device. The
irradiated detectors do not deplete but the charge increases linearly as
the voltage increases. 2D charge collection efficiency maps of irradiated
detectors were measured at 250 V for the pad diode irradiated at
1 ù 1017 neq/cm2 and at 150 V for the strip detectors irradiated at
1 ù 1017 neq/cm2 and at 3 ù 1017 neq/cm2. The CCE of the irradiated
diode was found to be in the order of 42% at 250 V. For the same
irradiation dose (1 ù 1017 neq/cm2) and bias voltage (150 V), the pad
diode and the strip detector showed a reduction in the CCE of 20%.
Further studies are necessary to better determine the performance of
the 3D silicon detectors irradiated at extreme fluences. Nevertheless,
this first investigation shows that the sensors maintain function despite
the unprecedented levels of irradiation similar to those expected in
the FCC.
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diode irradiated at 1 ù 1017 neq/cm2 at 250 V (T = *16 ˝C) with top IR illumination.
The colour is normalised to the maximum charge collected. The positions of the p-type
columns (blue solid-line circles), the n-type columns (grey dashed circles) and the metal
strips (straight line pairs) are highlighted.

Fig. 5. On the left, image of the area under investigation. On the right, corresponding
charge collection efficiency map of the strip detector irradiated at 1 ù 1017 neq/cm2 at
150 V (T = *11 ˝C) with top IR illumination.

Fig. 6. On the left, image of the area under investigation. On the right, corresponding
charge collection efficiency map of the strip detector irradiated at 3 ù 1017 neq/cm2 at
150 V (T = *11 ˝C) with top IR illumination.

(grey dashed circles) corresponds to the points of maximum collected
charge. In the area covered by the metal, the collected charge decreases
around 50% because the Al strips, used to connect the columns, reflect
the laser light. The positions of the p-type columns (blue solid-line
circles) correspond to the areas of low collected charge.

The maps of the irradiated strip devices are shown in Fig. 5 and in
Fig. 6. The positions of both types of electrodes are indicated, as well as
the locations of the metal strips. The charge is collected mainly around
the n-type columns even though it seems elongated in the y direction.
This effect is likely brought on by a combination of an unstable y-stage
and a certain amount of tilt of the detector with respect to the laser
beam axis. The points of maximum collected charge are used to perform
the measurements for the CCE curves.

CCE is shown in Fig. 7 where identical strip detectors from [15] are
compared to the measurements of this work. At very high irradiation

Fig. 7. (a) Charge collection efficiency as a function of reverse bias of irradiated strip
detectors, the data points are connected to guide the eye. The data represented by
circular markers belongs to previous measurements [15]. The uncertainty of 10% is
assumed for CCE of the measurements of this work.

Fig. 8. Charge collection efficiency versus fluence at 150 V for strip devices; the data
at fluence lower than 1.5 ù 1016 neq/cm2 belongs to previous investigation [15]. The
uncertainty of 10% is assumed for each irradiation dose and of 10% for CCE.

fluences, the CCE increases linearly with the voltage, while the slope
of the curves decreases as the fluence increases. Fig. 8 shows the CCE
as a function of the fluences at 150 V.

5. Conclusion

3D single sided pad diodes and double sided strip detectors fabri-
cated at CNM-IMB, irradiated at very high fluences were investigated.
Irradiation campaigns were performed with neutrons at JSI up to a
fluence of 3 ù 1017 neq/cm2; TCT measurements were carried out at
several voltages. Charge collection shows the full depletion at 5 V of
the unirradiated pad diode and at 8 V for unirradiated strip device. The
irradiated detectors do not deplete but the charge increases linearly as
the voltage increases. 2D charge collection efficiency maps of irradiated
detectors were measured at 250 V for the pad diode irradiated at
1 ù 1017 neq/cm2 and at 150 V for the strip detectors irradiated at
1 ù 1017 neq/cm2 and at 3 ù 1017 neq/cm2. The CCE of the irradiated
diode was found to be in the order of 42% at 250 V. For the same
irradiation dose (1 ù 1017 neq/cm2) and bias voltage (150 V), the pad
diode and the strip detector showed a reduction in the CCE of 20%.
Further studies are necessary to better determine the performance of
the 3D silicon detectors irradiated at extreme fluences. Nevertheless,
this first investigation shows that the sensors maintain function despite
the unprecedented levels of irradiation similar to those expected in
the FCC.
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Very small-pitch 3D sensors

G.-F. Dalla Betta et al.,  IEEE NSS 2019 N30-02

• Feasibility proved on 3D diodes with standard process
• Good electrical characteristics
• Beta source test at UNM (room temperature)
• Moderate gain is observed above 40 V, up to ~2.3 at 70 V
• Requires dedicated effort for technology optimization
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3D pixels for timing
21

G. Kramberger et al., NIMA 934(2019) 26
C. Betancourt et al., MDPI Instruments 6 (2022) 
P. Fernandez Martinez et al.  Pisa Meeting 2022

G. Kramberger, V. Cindro, D. Flores et al. Nuclear Inst. and Methods in Physics Research, A 934 (2019) 26–32

Fig. 1. Illustration of the time walk contribution for different detectors types: (a) planar
detector with thickness ~ cell size (b) finely segmented detector and (c) 3D detector.

review of contributions affecting the time resolution, simulation of 3D
detectors’ timing performance will follow. The experimental setup and
the first measurements of time resolution with 90Sr electrons will be
discussed. Finally, measurements will be compared to the simulation.

2. Time resolution

The time resolution (�t) of a detector is to a large extent given by

�2t = �2j + �2tw (1)

�j = N_(dV _dt) Ì tp_(S_N) , (2)

where �j is the jitter contribution determined by the rise of the signal
at the output of the amplifier dV _dt and noise level N (tp is peaking
time of electronics and S_N signal to noise ratio) and �tw is the time
walk contribution. The latter is usually minimized by using Constant
Fraction Discrimination or determining time of the signal crossing fixed
threshold and its duration over that threshold. These two techniques
minimize the effect of the difference in signal height arising from
the amount of deposited charge in the sensor, but not the differences
in signal shapes. The shape of the signal is mainly affected by the
differences in drift paths (depending on the hit position inside the pixel
cell) of generated carriers, which drift with different drift velocities
in different weighting fields. Fluctuations in ionization rates along the
track path (Landau fluctuations) add to the differences in pulse shapes.
These two contributions usually dominate the time walk.

For planar detectors with thickness ~ cell size the weighting field
is constant over the entire cell and cannot cause any differences in
signal shape (see Fig. 1). Hence, the time walk is dominated by Landau
fluctuations (�tw ˘ �Lf ), particularly for LGADs where electrons need
to reach the gain layer to multiply. For fine segmentations, careful test
beam studies can be used to separate both contributions, such as for
the NA62 pixel detectors [20]. In 3D detectors Landau fluctuations are
less important as charges generated at different depths have the same
drift distance to the collection electrode. The time walk contribution is
therefore dominated by the location of impact within the cell (�tw ˘

�wf ). This is not entirely true for inclined tracks, but the absence of
gain and short drift distances render �Lf to be negligible. A more
comprehensive discussion can be found in [18].

3. Simulation of detectors

A special structure produced by CNM was used in these studies and
is shown in Fig. 2(a). A single 50 ù 50 �m2 cell with an n+ readout
electrode (1E) was surrounded by eight neighboring cells connected
together. The thickness was 300 �m with a p type bulk resistivity of Ì5
k⌦cm. The diameter of the holes was 8–10 �m. The junction columns
were etched from the top while the four ohmic columns at each corner
of the cell were etched from the bottom. Both column types penetrate
some 20 �m short of the full thickness as shown in Fig. 2(b).

The software package KDetSim [21] was used to simulate the charge
collection in such a 3D detector. The package solves the three di-
mensional Poisson equation for a given effective doping concentration
Neff to obtain the electric field and the Laplace equation for the
weighting field. The induced current is calculated according to the
Ramo’s theorem [22], where the charge drift is simulated in steps with
diffusion and trapping also taken into account. The minimum ionizing
particle track was split into ‘‘buckets’’ of charge 1 �m apart. The drift
of each bucket was then simulated and the resulting induced current
is the sum of all such contributions. The details of the simulation can
be found in several references [23,24]. The simulated induced current
is then processed with a transfer function of a fast charge integrating
preamplifier followed by a CR-RC3 shaping circuit with a peaking time
of 1 ns.

An example of a minimum ionizing particle hitting the cell is shown
in Fig. 3(a). The drift paths of electrons (blue) to junction n+ column
and holes (red) to ohmic p+ columns are shown. The obtained induced
currents for three different hit positions indicated in the picture (solid
lines) and the signal after electronics processing (dashed lines) are
shown in Fig. 3(b). In the simulation the constant fraction discrimina-
tion with 25% fraction was used to determine the time of arrival (ToA).
A charge of at least 1000 e0 was required to actually calculate the
time stamp of the hit (the hits with less have ToA=0). Several different
amplification circuit models (CR-RCn) were used with different peaking
times which all yield similar results.

ToA for perpendicular tracks with impact positions distributed
across the cell are shown in Fig. 4(a). As expected the signal for tracks
hitting the regions with a saddle in the electric field (between ohmic
and junction electrodes) showed a delayed ToA. An example of ToA
map for ionizing particles under 5˝ angle is shown in Fig. 4(b).

The histogram of ToA over the cell surface for both cases is shown in
Fig. 4(c). The width of the Gaussian fit to the peak of the distribution is
an estimate of the hit-position contribution to the time resolution (�wf ).
The distribution is not symmetrical and has a tail which is larger for a
larger angle, although the Gaussian width is smaller. The hit position
contribution is �wf Ì 54 ps for perpendicular tracks and 51 ps for
tracks under an angle of 5˝ at 50 V and room temperature. Decrease of
the temperature improves the time resolution substantially as shown in
Fig. 4(d), due to a faster drift.

Fig. 2. (a) The design/photo of a single cell structure used in measurements and simulations. (b) The cross-section of the investigated 3D detector.
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• 3D sensors are also expected to be fast …

• Increasing interest in the past few years

• CNM 50x50 µm2 single cells DS-3D (230 and 285 

µm thick) tested by several groups

• Beta source setups, LGADs as reference

• Best result ~25 ps timing resolution

Time Resolution: 3D Pixel Sensors

2/07/2022 Leena Diehl - Comparison of the time resolution of unirradiated 
and irradiated LGADs and 3D sensors 7

• Before irradiation, sensors reach about 30-31 ps time resolution at room temperature

• After irradiation the sensors reach 26.7 ps (1e15) and 24.5 ps (5e15) at -18.5°C 

• Signal decrease for sensor at 1e15, but increase at 5e15 – hints to charge multiplication 
L.-Diehl. et al., Pisa Meeting 2022

S. Parker et al., IEEE TNS 58 (2011) 404
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• Layouts with columnar electrodes have non uniform
electric and weighting field distributions à go for trenches

3D-trenched pixel sensors

L. Anderlini et al., JINST 17 (2020) 
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TIMESPOT: first batch
23

G. Forcolin et al., NIMA 981 (2020) 164437
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Beam test @ PSI (10/2019)
Time resolution of 3D-trench silicon pixels with MIPs (test-beam & lab) at room temperature
(Intrinsic time resolution of 3D-trench silicon pixels for charged particle detection, 2020 JINST 15 P09029)

st ≈ 20 ps
(after correction for MCP contribution) confirmed in 

corresponding laboratory measurements (with 90Sr source)

PSI πM1, π+ beam, 270 MeV/c

24
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Beam test @ CERN SPS (10/2021)

π+ beam, 180 GeV/c

25Irradiated sensors – timing performance

30/06/2022 A. Lampis 18

• Excellent time resolution (𝜎𝜎eff = 11 ps) measured at 150V on single pixel irradiated at 2.5·1016 1MeV 𝐧𝐧𝐞𝐞𝐞𝐞/𝐜𝐜𝐦𝐦𝟐𝟐

• Exceeding a bias of 100 V irradiated pixel has the same time resolution of an unirradiated pixel

Preliminary

1

Inserire confronto TIMING 
PIXEL IRRAGGIATO E NON 
IRRAGGIATO

Preliminary

𝜎𝜎eff = 11 ps
@ 150V
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Conclusions
• 3D pixel sensors have gone through an impressive progress in the past few 
years, aimed at the ATLAS and CMS tracker upgrades at HL-LHC

• Small-pitch 3D pixel modules with RD53A ROC have demonstrated to be 
radiation hard up to a fluence of ~2x1016 neq/cm2

• High signal efficiency was proved to much larger fluences on test structures of 
similar geometries

• 3D sensors also appealing for tracking + timing, ~25 ps timing resolution 
demonstrated on single cell test structure  

• 3D-Trenched Electrode pixel sensors are also being developed, showing 
excellent timing performance (~10 ps ) on test structures, now to be tested on 
the first pixel assemblies (32x32) with TIMESPOT1 ROC


