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The LHCDb experiment

 Forward spectrometer (2 < n < 5) CERN-LHCC-2012-007

e Optimised for b physics -> nowadays a multipurpose experiment

e Run 1+2: 9 fb~! of pp collisions

RICH * Major upgrade of all subtectors:

Muon chambers
new PMTs, readout : o 33 B, |
electronics, optics LGEABL LB 2 g =2 X 10 cm S

readout electronics

40 MHz readout
software trigger

pile-up &~ 5
Calorimeters Run 3+4 aiming to collect 50 fo~!

reduced PMT gain, new
electronics

*100% of the readout electronics

replaced
SciFi Tracker

new pixel detector Upstream Tracker scintillating fibres * New data aCC]UiSition system and
silicon strips data center

Upgraded; Kept
* New pixel-detector VELO

* New mechanics, optics, photodetector
* New silicon strip upstream tracker UT
* New tracker

* New electronics for MUON and CALO
e New luminometer PLUME

Event Builder

Channels Electronics DAQ



The need for an upgraded trigger

L=2x10% cm 2! (ATLAS/CMS) /s =14 TeV
L=2x10% cm?%s~! (LHCb)
H tt ZW bb cc
! — - + L — + 9—©@ i
10~ 10 102 10 10° 108
production rate [Hz]
—~ 3 ;
= LHCb Trigger
S :
o625~ MB -t
* Heavy flavour hadrons decay to final-state particles with < A B (—KTK )y
momenta similar to those of particles from the underlying event D g Ve (=it ) KTKO)
* LHCb has to distinguish between signal and signal-like > o DS_(? KKK
background %1'5_
» Cannot effectively trigger on heavy flavour using hardware =
sighatures
* Trigger for many hadronic channels saturated already at Run 05K P
1-2 luminosity ‘design iRun U/l
Ol

Luminosity (x 10%?cm~2s™1)




The LHCb data flow

REAL-TIME

ALIGNMENT &
CALIBRATION

5 TB/s
30 MHz non-empty pp
y

0.5-1.5
> (PARTIAL DETECTOR <4
ecr TB/S | REcONSTRUCTION | M2
DETECTOR | s> |
READOUT & SELECTIONS
(GPUHLT1) | 70-200
GB/s

All numbers related to the dataflow are
taken from the LHCb

Upgrade Trigger and Online TDR
r mputing M | TDR

Solution: fully software trigger
Detector data @ 30 MHz received by O(500) FPGAs
2-stage software trigger, HLT1 & HLT2

Real-time alignment & calibration

After HLT2, 10 GB/s of data for offline processing

—

FULL DETECTOR
RECONSTRUCTION
& SELECTIONS

(CPU HLT2)

—

10
GB/s

LHCB-FIGURE-2020-016

6%
CALIB
EVENTS

OFFLINE

PROCESSING

26%
FULL
EVENTS

ANALYSIS
s o PRODUCTIONS &
2.5 USER ANALYSIS
GB/s

68%
TURBO
EVENTS




The LHCb data flow

LHCB-FIGURE-2020-016

PARTIAL DETECTOR
RECONSTRUCTION
& SELECTIONS

(GPU HLT1)

The goal of HLT1:
e Be able to intake the entirety of the LHCb raw data (5 TB/s) at 30 MHz

e Perform partial event reconstruction & coarse selection of broad LHCb physics cases
e Reduce the input rate by a factor of 30 (~ 1 MH2)
e Store selected events in intermediate buffer for real-time alignment and calibration

First complete high-throughput GPU trigger for a HEP experiment!



The convenience of GPUs




The convenience of GPUs

200G 1B

 Each server has 3 free PCle slots
can host GPUs
sufficient cooling and power

100GbE

ToGRE advantageous to have GPUs as self-
contained processors
sending data to GPUs is like sending data to
network card

v CPU+RAM1 CPU+RAM2

/

LU

N
Z
%

1033|920V |-

nopeay
nopeay
12U g3 9002
#U ITH 90T
nopeay
39U g3 9002
J0jels|a2dy
J0jels|=a2dy
(32U LTH 901

I ————————

I ———————— /

GPU-equipped event builder PC, with traffig
of all three readout cards.




The convenience of GPUs

* Event builder farm equipped with 173 servers

32 Tols
Each server has 3 free PCle slots
can host GPUs
sufficient cooling and power
advantageous to have GPUs as self-
contained processors
sending data to GPUs is like sending data to
network card

GPUs map well into LHCb DAQ architecture

HLT1 tasks inherently parallelizable

Smaller network between EB & CPU HLT

Cheaper & more scalable than CPU alternative
Implemented with O(200) Nvidia RTX A5000 CPUs

1
L

=

nopeay

J0jels|addy
J0jels|addy
J0jels|a2dy
(o8 LI D0

139U 17H 901

GPU-equipped event builder PC, with traffig
of all three readout cards.




Allen: a GPU HLT1 trigger platform

* Public software project: gitlab repo Allen
* Supports three modes:

e Standalone
Welcome to Allen, a project providing a full HLT1 realization on GPU.

e Compiling within the LHCb framework for data
acquisition Documentation can be found here.

e Compiling within the LHCb framework for

. . . . Mattermost discussion channels
simulation and offline studies

e Allen developers - Channel for any Allen algorithm development discussion.

e Runs on CPU, Nvidia GPU (CUDA, e Allen core - Discussion of Allen core features.
CUDACLANG), AMD GPUs (HIP) e AllenPR throughput - Throughput reports from nightlies and MRs.
e GPU code written in CUDA Performance monitoring
_ o _ e Allen throughput evolution over time in grafana
» Cross-architecture compatibility (HIP, CPU) via e Allen dashboard with physics performance over time
Macros

#& » Welcome to Allen’s documentation! d¢ Edit on GitLab

Welcome to Allen's documentation!

Allen is the LHCb high-level trigger 1 (HLT1) application on graphics processing units (GPUs). It is
responsible for filtering an input rate of 30 million collisions per second down to an output rate of
around 1-2 MHz. It does this by performing fast track reconstruction and selecting pp collision
events based on one- and two-track objects entirely on GPUs.

This site documents various aspects of Allen.


https://gitlab.cern.ch/lhcb/Allen
https://gitlab.cern.ch/lhcb/Allen

Throughput

* 30 MHz benchmark can be achieved with O(200) GPUs (max number EB can host is 500)
* Throughput scales well with theoretical TFLOPs of GPU card
* Additional functionalities are being explored

GeForce RTX 3090 (GPU)
e Quadro RTX 6000

150 - LHCb e GeForce RTX 2080 Ti
®
Tesla V100 32GB

RTX A6000 (GPU)

RTX A5000 (GPU) EEI:IEIHI

GeForce RTX 2080 Ti (GPU)

~]
9)]
1

AMD MI100 (GPU)

2 x AMD EPYC 7502 (CPU)- : i i . _ _
' LHCb 2021

Allen vir7

e GeForce GTX 1080 Ti

o)
o
1

Allen throughput [kHZ]
o
(@]

o GeForce GTX 1060 6GB

N}
9)]
1

2 x Intel Xeon E5-2630 v4 (CPU)

T T T T
0 20 40 60 80 100 120 140 160 180 200 220 240 0 5 10 15 20

Allen throughput (kHz)
Theoretical 32 bit TFLOPS

LHCb-FIGURE-2020-014



HLT1 sequence

Tracking relies on

* VELO: clustering, tracking, vertex reconstruction

Trigger lines Event selection

* UT: tracking, momentum estimate, fake rejection
* SciFi: tracking, momentum measurement
_I_

PID from MUON and CALO systems

[ Raw data ]

v

Global
Event Cut

Muon decoding

Upstream track

l T1 T2 T3
Velo decoding Muon ID
& clustering

l Select events

i1l /
Calo decoding Long track

Velo tracking SciFi decoding & clustering

l l Selected Downstream track
Straight line fit SciFi tracking Electron ID T track
Find primary Parameterised B -

vertices Kalman Filter v

11



Track reconstruction

Journal of Computational Science, vol. 54, 2021 I I I
VELO+UT Track | I I
« 26 silicon pixel modules with 6, , ~ 5 um Extrapolations |
* Local paralleled Clustering algorithm (Search by Triplet) | ’ HHHHHHHH | IHI
» Tracks fitted with simple Kalman filter assuming straight line model i HHHHHHHH " WH
VELO
] IEEE Access, vol. 7, pp. 91612-91626, 2019
UT tracking
e 4 layers of silicon strips U o7
* Velo tracks extrapolated to UT taking into account B field
» Parallelized trackless finding inside search window requiring at least 3 hits
---1-' .............. 1.| _______________________________ » 3 stations with 4 layers of Scintillating Fibres
"""""" ! Iy — * Velo-UT tracks extrapolated using parametrisation
""""""" } TR » Parallelized Forward algorithm to reconstruct long
tracks
RS Il 1111 * Search windows from Velo-UT momentum

\T /' estimate

Max Combinatoric : 32 X 32 X 32 * From triplets and extend to remaining layers


https://www.sciencedirect.com/science/article/abs/pii/S1877750321001071
https://www.sciencedirect.com/science/article/abs/pii/S1877750321001071
https://ieeexplore.ieee.org/document/8756134/
https://ieeexplore.ieee.org/document/8756134/
https://idp.springer.com/authorize?response_type=cookie&client_id=springerlink&redirect_uri=https://link.springer.com/article/10.1007/s41781-020-00039-7
https://idp.springer.com/authorize?response_type=cookie&client_id=springerlink&redirect_uri=https://link.springer.com/article/10.1007/s41781-020-00039-7

Tracking performance

Run 2 performance maintained at x5 instantaneous luminosity

Excellent track reconstruction efficiency (> 99% for VELO, 95% for high-p forward tracks)

Good momentum resolution and fake rejection

Efficiency

dp/p [%]

[a—

O
o0

0.6

04

0.2

1.2

0.8

0.6

04

0.2

T T T T T T T T T
o g e o et e aad

LHCb simulation i
Velo tracks —

- Allen, not electron ]

p distribution, not electron

Long from B, 2<n<5

60000
p [MeV]

) ] .
40000

\_¥

]lllllllll

]]]]

L l Il L 1 L | ! I L L | L 1 ! 1 | R !

T T T T T ]
LHCb simulation _

PUDUIN. o, oo ah iy

—e— Allen

p distribution Allen

——
10 20 30 40 50
p [GeV/c]

> T T T ' y ' T

1 1]

% i ’.I..MM.‘.'M'o‘w’t*Q‘Q{

3 E ‘.cP° LHCb simulation -

= 0.8 - Forward tracks |

N o A ]

0.6 u - e—! Allen, not electron n

N p distribution, not electron
04 —
- Long from B,2 <n< 5

02 -

0 ;Lg A | ! ] ) ANNANN ]
0 20000 40000 60000

p [MeV]
2035 ' ' RE
S % LHCb simulation -
‘g 031 . dtrack -
- orward tracks
£00.25 =
02f =
0.15F =
0.1} =
0.05 :_ '.'-Q‘..._- 4010+0:0+0+8 ° 'MW+M+E
o— vy
1000 2000 3000 4000
p, [MeV]

LHCb-FIGURE-2020-014

13



Tracking without the UT

In 2022, the UT detector is unfortunately not be available for data-taking

Tracking performance and throughput maintained, at the cost of larger fake rate

Commissioning two options, which both maintain the current throughput

. Forward without UT

Extrapolate VELO track as a straight line, make two
windows — assuming positive/negative charge

Assume p > 5 GeV,p; > 1 GeV (low-p tracks
get bent out of the SciFi acceptance anyway)

N N S ;f;:—_ 3
L [ e 1 =
g 0.8 — LHCb Simulation - —:_g
L - Sk events B, = ¢ ¢ 41 =
0.6 Forward Tracks — g
- P>5GeV & P,>1GeV 1 £
0.4 $ withuT - Z

B I no UT ]

0.2 n Py distribution ]

0 I T R S B

1000 2000 3000 4000 5000
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ghost rate
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b

o~
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i
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: I T T L) L] I L] L) L) L) l I i
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- Sk events B, = ¢ ¢, Forward Tracks —
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LHCB-FIGURE-2022-007
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Tracking without the UT

 In 2022, the UT detector is unfortunately not be available for data-taking

e Tracking performance and throughput maintained, at the cost of larger fake rate

« Commissioning two options, which both maintain the current throughput

2. Seeding+matching

« Standalone SciFi reconstruction & matching to VELO seeds

» Highly efficient for low momenta

* Opens the door to additional physics cases in HLT1

(downstream and SciFi tracks)

Efficiency
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Tracking without the UT

In 2022, the UT detector will unfortunately not be available for data-taking
Tracking performance and throughput maintained, at the cost of larger fake rate

Opportunity to commission 2 options, which both maintain the current throughput

NVIDIA GeForce RTX3090(GPU) 7
222.98
/ _

NVIDIA RTX A6000(GPU) SR

NVIDIA RTX AS000(GPU) 5

NVIDIA V100(GPU)

NVIDIA GeForce RTX 2080 Ti ((GPU) 52

.| Forward with UT

2 x AMD EPYC 7502 32-Core(CPU) :
HybridSeeding+Matching without UT

0 20 40 60 80 100 120 140 160 180 200 220 240

Allen throughput (KHz)

LHCB-FIGURE-2022-010
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Vertex reconstruction

* Primary vertices found from clusters in the closest approach of tracks to the beamline
 1-1 mapping between tracks and vertices requires serialization
* Instead, every track assigned to every vertex based on weight

 Efficiency > 90% for vertices with number tracks > 10

Efficiency
T

i s i
0.8 g LHCDb simulation |
B .; —4— CPU based |
N | Alggﬁ‘gk —4— GPU based .
0.6 o 4 | Distribution MC -
i RS 8 s —+ Distribution CPU based
- : ‘ —— Distribution GPU based
0.4 =%'A W -

o
[\|)|||
2
>
f

P

e

N T T S| | [N N NN NN I S S | | N TN T |

40 50 60 70
number of tracks in Primary Vertex

OO
[a—
o
DD |
O
W
o

Comput. Softw. Big Sci. 6 (2022) no.1, 1
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Calorimeter and muon PID

e CALO reconstruction
* Loop over calorimeter cells and look for energetic clusters

* Originally not foreseen within the baseline TDR, but
outcome of ambition and good design (and lots of
optimisation)

* The very first algorithm that was tested with real Run 3
datal

ECAL cluster |

[ | | I I I I [ | | L | |

sm 10m 15m 20m
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Calorimeter reconstruction

LHCB-FIGURE-2021-003
e CALO reconstruction

> T 1 —r 1 11 ]

* Loop over calorimeter cells and look for energetic clusters é 7 — ©  LHCb simulation —
(D) I * .

* Originally not foreseen within the baseline TDR, but ° 6 E electrons from B'—K "e*e” E
outcome of ambition and good design (and lots of = 5F§ charged hadrons =
misati S o :
optimisation) _cés 4F =

* The very first algorithm that was tested with real Run 3 & 3F =
data! E ; =
13

0 0 1.5 2

EcalE /pc of track

e Calo digits attached to long tracks for
i T electrons

e Momentum is corrected if clusters are
found in the Bremsstrahlung recovery area
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Muon PID

Muon particle identification

e Extrapolate tracks from SciFi to Muon stations

e Match hits to tracks in a field of interest

e Excellent muon identification and misID background

rejection

LHCB-FIGURE-2020-014
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HLT1 selection performance

Inclusive rate for the main HLT1 lines ~ 1 MHz

O(30) lines implemented so far:

Cover majority of LHCb physics programme (B, D decays, semileptonic, EW physics)

Special lines for monitoring, alignment and calibration

Trigger Efficiency
=)
o0 p—

<
o)

TwoTrackMVA line for BY — ¢¢

$;¢i#ﬁ##+¢¢+++++$

B” = 00, 1066 events, TwoTrackMVA

0.4+ —o— GPU-based, € = 0.61 + 0.01
—e— CPU-bused, £.=0.62 £ 0.01
0.2 [ "] Generated pT(B.\)
% 5000 10000 15000

p.(B)) [MeV]

Trigger Efficiency
S o o
~ =) o0

o
b

—

SingleHighPtMuon line for Z — p*p~

iHCb Simulation

Z — up, 1197 events, SingleHighPtMuon

—o6— GPU-based, € =0.75 £ 0.01
—e— CPU-based, € =0.74 £ 0.01
- [777] Generated pT(Z)
. / v I,
0 20000 40000 60000 80000

p,(Z) [MeV]

Comput. Softw. Big Sci. 6 (2022) no.1, 1
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Allen commissioning without real data

Challenge of fully commissioning Allen: the real
detectors and EB server are needed!

First integration tests in smaller-size servers with
pre-loaded simulation data done in the past

* Emulate network traffic and memory pressure
with mock-up data from FPGAs

» Stable throughput at 70 kHz

e |/O memory bandwidth stable and within
limits

e Cooling and memory usage requirements met

* Proof of principle!

Allen throughput

CPU %0

TELL4@ data generation =0

CPU #1

TELL4® data generation =1

— T —

TELL4Q data generation #2

4(---"'---—

MEP prefetch 20
MEP prefetch #2

Network MEP data transmission #0

MEP prefetch =1
MEP prefetch #3

—_—

f—

Network MEP data transmission #2

Network ... #1
—>
Network ... #3

e ————

P

Send to GPU 20

Send to GPU #2

---‘-~_-‘"“~h-

Total Host 10 - Stacked

——

Send to GPU =1

Send to GPU #2

P



Allen commissioning with data

System
LHCb

Sub-System State
DCs READY = g
DAI READY =l 3
DAQ RUNNING =
Runinfo RUNNING = /
TFC RUNNING e
EB RUNNING - g
Monitoring RUNNING = g
Alignment & Calibration
Velo racker ichl ich2 uon o
HLT2
RunsIFiles:_
Processing:
0.0% 0% 50% 100%

Disk Usage: 0% ke Farm Node Status: @

Efficiency Y EB Rates

TFC Control = TELLA40s ~ LHCDb Elog

Sub-Detectors: ‘
TET 4| vELoa & vetoc & urc

ERROR ~ RUNNING ~

MUONA <] MUONC 5 PLUME @5
RUNNING ~ RUNNING ~ RUNNING ~
Messages:

01-Jul-2022 10:46:35 - LHCD executing action GO

01-Jul-2022 10:46:36 - LHCD in state RUNNING

RUNNING ~ OT_ALLOCATE~

State
RUNNING =5 &

Run Info

Run Number:
235723

Run Start Time:
01-Jul-2022 10:46:35

Run Duration:
000:04:25

Nr. Events:
5380640838

Step Nr: To Go:
0 0

Input Rate:

21594 .99 kHz

Data Destination:

- Fri 01-Jul-2022  10:51:04
Auto Pilot
OFF - root O.
Activity:
Settings...
Trigger Config:
Settings...
Time Alignment:
Max Nr. Events:
Events
Automated Run with Steps: Start at
Steps 0
Output Rate: Dead Time: Incompl. Evs:
r -~ 100% ——-100
- 50% 50
-0% -0
280.28 kHz 0.00 % 0.00 Hz
Data Type: v Automatic

File: | mit2/objects/L HCh/O000235723

SFA af

ACTIVE ~

01-Jul-2022 10:46:36 - LHCb_TFC executing action START_TRIGGER

READY v

sfc | 4| mci1  §| RicH2 | EcaL | 4| HCAL 4

READY ~ READY ~ RUNNING ~ RUNNING ~

Close

LHCb has been exercising its DAQ in parallel
to the LHC commissioning

Sub-set of detectors (Calorimeters, Muon
stations, PLUME) already in the global
partition of the Experiment Control System
(ECS)

System running 24/7 in parallel to sub-
detector commissioning activities
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Allen commissioning with data

LHCb: TOP - X
. i 01-Jul-20 0:51:
System State Auto Pilot Fri 01-Ju o4
LHCb RUNNING  ~ < A\ OFF  ~ root Q
Sub-System State —~Run Info
Decs READY = Run Number: Actify:
DAI READY & 8 235723 Settings...
RUNNING . L0
pAg - Run Start Tifie: Trigger Config:
Runinfo RUNNING - / 01_Ju2022 10:46:35 Settings...
TFC = g . . .
- Run Duration: Time Alignment:
= o N— 000:04:25
WMonitoring RUNNING Al
Events: Max Nr. Events:

53806 Events

Step Nr: To Go: Automated Run with Steps: Start at

0 0 Steps 0

Input Rate: Dead Time: Incompl. Evs:

- 100% 100

Alignment & Calibration

Velo racker dchl ich2 uon o
HLT2 i
runsrrves: [GEGNINN b
Processing:
0.0% 0% S 100%
Disk Usage: 09  LL Farm Node Status: € 21594.99 kHz
Efficiency [ 4 EB Rates Data Destination: Data Type: v Automatic
TFC Control = TELLA40s ~ LHCD Elog File: |/mi2/objects/L HCh/0000235723
Sub-Detectors:

EB_MAEBO2: TOP

m Object State Fri 01-Jul-2022
2 EB MAEBO2 RUNNING /A oo
Sub-System State
EB_MAEBO02 Controller RUNNING =l /

Events 0

Output

Node Type Defaults...

2 (2) - -

2 (2)

Events_1

—_—

h‘-——__

10:51:04

Q,

| er # veLoa H| veroc | §| urc zf’ SFA  H| src | | mcir  H| ricH2 H EcaL | HeAaL
I ERROR ~ RUNNING ~ RUNNING '.jDT_ALLOCATE’ ACTIVE ~ READY '- READY 'A READY ~  RUNNING '. RUNNING "

IMUONA ﬂ‘uuom: ﬂ-PLUME 5
||um- RUNNING ~ RUNNING =~

|

Messages:
01-Jul-2022 10:46:35 - LHCb executing action GO
01-Jul-2022 10:46:36 - LHCb_TFC executing action START_TRIGGER

01-Jul-2022 10:46:36 - LHCD in state RUNNING Close

« ~200
 HLTT

GPUs are installed in the EB

Is included in the global partition
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Allen commissioning with data

LHCb: TOP — X
m System State | Auto Pilot Sat 01-Oct-2022  17:54:32 |
iV LHCb ~ RUNNING  ~ A OFF - root Q
Sub-System State ~Run Info
DCS ‘ READY = | i Run Number: Activity:
DAI | READY - g 247579 Settings...
ol 6
DAD ‘ RUNNING ‘ ‘J Run Start Time: Trigger Config:
| y— 1
Runinfo - — 01-0ct-2022 17:53:50 Full HLT1 tracking sequences
TFC ~ RUNNING - g ) v| Ueler HLI
= Run Duration: Time Alignment:
EB . RaNNG - 000:00:39
Monitoring ‘ RUNNING - @
Nr. Events: Max Nr. Events:
738'289'366 Events
Step Nr: To Go: Automated Run with Steps: Start at
0 0 Steps 0
Input Rate: Output Rate: Dead Time: Incompl. Evs:
—Alignment & Calibration -100% ~———-100%
Velo ‘racker iichl ich2 uon o 16__16
~HLT2 : :
Runs/Files: 2350 / 10003365 16f ) 7 Input rate ~20 MHz

Processin91
0.0% 0%

Disk Usage: 48% LL.

Efficiency L4

TFC Control | TELL40s ~

5096 100%

Farm Node Status: 0

EB Rates
LHCb Elog

18160.72 kHz

(max with current filling scheme)

0.00 %

0.00 %

Data Destination:

File: hitl

tic

All installed subdectors included

Sub-Detectors: i ' ) y ) ' ) ) ‘
ToET 4| veroa @ veoc &| urc | sra @ src g rRcHr (G| rRcHz 4| EcaL @ HcAL | §
NOT READY - RUNNING ~ RUNNING ~ NOT READY - RUNNING ~ RUNNING ~ RUNNING ~ RUNNING ~ RUNNING ~ RUNNING ~
MUONA & | muonc G| pume | §

RUNNING ~ RUNNING ~ RUNNING ~

Messages:

01-Oct-2022 17:53:50 - LHCb executing action GO =

01-Oct-2022 17:53:51 - LHCb_TFC executing action START_TRIGGER

Close

01-Oct-2022 17:53:51 - LHCb in state RUNNING



Allen commissioning with data

Next steps:
« Currently validating the tracking sequences
» Take some good quality data for physics until the end of this year run!
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Conclusion

LHCDb is currently undergoing its first major upgrade in order to increase its instantaneous luminosity by x5

e Major changes in the trigger strategy:
e Remove LO hardware trigger, read-out full detector at 30 MHz
e New first level trigger run on GPUs

e Partial event reconstruction and trigger selection lines implemented with excellent physics performance
expected

e The system can be realised with ~200 GPUs (throughput ~170 kHz)
e GPUs are installed in the EB server and the commissioning is ongoing

e | HCD is almost ready to start collecting physics data with the brand new detector

Stay tuned!
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HLT1 CPU/GPU comparison

Compatible performance between CPU and GPU!
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HLT1 CPU/GPU comparison

e Compatible performance between CPU and GPU  Comput. Softw. Big Sci. 6 (2022) no.1, 1
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