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The LHCb experiment

• New pixel-detector VELO

• New RICH mechanics, optics, photodetector

• New silicon strip upstream tracker UT

• New SciFi tracker

• New electronics for MUON and CALO

• New luminometer PLUME

• Major upgrade of all subtectors: 

Upgraded; Kept

ℒ = 2 × 1033 cm−2 s−1

•100% of the readout electronics 
replaced 


•New data acquisition system and 
data center

CERN-LHCC-2012-007

pile-up  5

Run 3+4 aiming to collect  


≈
50 fb−1

• Forward spectrometer (2 < η < 5)


• Optimised for b physics -> nowadays a multipurpose experiment


• Run 1+2:  of pp collisions9 fb−1
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The need for an upgraded trigger

• Heavy flavour hadrons decay to final-state particles with 
momenta similar to those of particles from the underlying event


• LHCb has to distinguish between signal and signal-like 
background


• Cannot effectively trigger on heavy flavour using hardware 
signatures


• Trigger for many hadronic channels saturated already at Run 
1-2 luminosity
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The LHCb data flow

•  Solution: fully software trigger 


•  Detector data @ 30 MHz received by O(500) FPGAs  


•  2-stage software trigger, HLT1 & HLT2


•  Real-time alignment & calibration


•  After HLT2, 10 GB/s of data for offline processing

LHCB-FIGURE-2020-016
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The LHCb data flow

The goal of HLT1: 
•  Be able to intake the entirety of the LHCb raw data (5 TB/s) at 30 MHz


•  Perform partial event reconstruction & coarse selection of broad LHCb physics cases


•  Reduce the input rate by a factor of 30 (~ 1 MHz)


•  Store selected events in intermediate buffer for real-time alignment and calibration


First complete high-throughput GPU trigger for a HEP experiment!

LHCB-FIGURE-2020-016
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• Event builder farm equipped with 173 servers 

The convenience of GPUs
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The convenience of GPUs

• Each server has 3 free PCIe slots

• can host GPUs

• sufficient cooling and power

• advantageous to have GPUs as self-

contained processors

• sending data to GPUs is like sending data to 

network card

• Event builder farm equipped with 173 servers 
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The convenience of GPUs

• GPUs map well into LHCb DAQ architecture

• HLT1 tasks inherently parallelizable

• Smaller network between EB & CPU HLT

• Cheaper & more scalable than CPU alternative

• Implemented with O(200) Nvidia RTX A5000 CPUs

• Each server has 3 free PCIe slots

• can host GPUs

• sufficient cooling and power

• advantageous to have GPUs as self-

contained processors

• sending data to GPUs is like sending data to 

network card

• Event builder farm equipped with 173 servers 
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Allen: a GPU HLT1 trigger platform
• Public software project: gitlab repo 

• Supports three modes:

• Standalone

• Compiling within the LHCb framework for data 

acquisition

• Compiling within the LHCb framework for 

simulation and offline studies


• Runs on CPU, Nvidia GPU (CUDA, 
CUDACLANG), AMD GPUs (HIP)


• GPU code written in CUDA


• Cross-architecture compatibility (HIP, CPU) via 
macros
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https://gitlab.cern.ch/lhcb/Allen
https://gitlab.cern.ch/lhcb/Allen


Throughput

LHCb-FIGURE-2020-014 

• 30 MHz benchmark can be achieved with O(200) GPUs (max number EB can host is 500)

• Throughput scales well with theoretical TFLOPs of GPU card

• Additional functionalities are being explored
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HLT1 sequence

Raw data

Velo decoding 
& clustering

Velo tracking

Straight line fit

Find primary 
vertices

Global 
Event Cut

UT decoding

UT tracking

SciFi decoding

SciFi tracking

Parameterised 
Kalman Filter

Calo decoding 
& clustering

Muon ID

Muon decoding

Electron ID

Brem recovery

Select events

Selected 
events

Find 
secondary 

vertices 

VELO track Downstream track

Long track

Upstream track

T track

VELO
UT

T1 T2 T3

Tracking relies on


• VELO: clustering, tracking, vertex reconstruction

• UT: tracking, momentum estimate, fake rejection

• SciFi: tracking, momentum measurement


+

PID from MUON and CALO systems
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Track reconstruction

Velo tracking 
• 26 silicon pixel modules with 

• Local paralleled clustering algorithm (Search by Triplet)

• Tracks fitted with simple Kalman filter assuming straight line model

σx,y ∼ 5 μm

Journal of Computational Science, vol. 54, 2021

UT tracking 
• 4 layers of silicon strips

• Velo tracks extrapolated to UT taking into account B field

• Parallelized trackless finding inside search window requiring at least 3 hits

IEEE Access, vol. 7, pp. 91612-91626, 2019 

SciFi tracking 
• 3 stations with 4 layers of Scintillating Fibres

• Velo-UT tracks extrapolated using parametrisation

• Parallelized Forward algorithm to reconstruct long 

tracks

• Search windows from Velo-UT momentum 

estimate

• From triplets and extend to remaining layers

Comput. Softw. Big Sci 4, 7 (2020) 
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https://www.sciencedirect.com/science/article/abs/pii/S1877750321001071
https://www.sciencedirect.com/science/article/abs/pii/S1877750321001071
https://ieeexplore.ieee.org/document/8756134/
https://ieeexplore.ieee.org/document/8756134/
https://idp.springer.com/authorize?response_type=cookie&client_id=springerlink&redirect_uri=https://link.springer.com/article/10.1007/s41781-020-00039-7
https://idp.springer.com/authorize?response_type=cookie&client_id=springerlink&redirect_uri=https://link.springer.com/article/10.1007/s41781-020-00039-7


Tracking performance
• Run 2 performance maintained at x5 instantaneous luminosity 

• Excellent track reconstruction efficiency (> 99% for VELO, 95% for high-p forward tracks) 


• Good momentum resolution and fake rejection

LHCb-FIGURE-2020-014 
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Tracking without the UT

1. Forward without UT 

• Extrapolate VELO track as a straight line, make two 
windows — assuming positive/negative charge


• Assume   (low-p tracks 
get bent out of the SciFi acceptance anyway)


p > 5 GeV, pT > 1 GeV

LHCB-FIGURE-2022-007 14

• In 2022, the UT detector is unfortunately not be available for data-taking


• Tracking performance and throughput maintained, at the cost of larger fake rate


• Commissioning two options, which both maintain the current throughput



Tracking without the UT
• In 2022, the UT detector is unfortunately not be available for data-taking


• Tracking performance and throughput maintained, at the cost of larger fake rate


• Commissioning two options, which both maintain the current throughput

2. Seeding+matching 

• Standalone SciFi reconstruction & matching to VELO seeds


• Highly efficient for low momenta


• Opens the door to additional physics cases in HLT1 
(downstream and SciFi tracks) 


LHCB-FIGURE-2022-010 
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Tracking without the UT
• In 2022, the UT detector will unfortunately not be available for data-taking


• Tracking performance and throughput maintained, at the cost of larger fake rate


• Opportunity to commission 2 options, which both maintain the current throughput

LHCB-FIGURE-2022-010 
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Vertex reconstruction

• Primary vertices found from clusters in the closest approach of tracks to the beamline 


• 1-1 mapping between tracks and vertices requires serialization  

• Instead, every track assigned to every vertex based on weight 

• Efficiency > 90% for vertices with number tracks > 10 

Comput. Softw. Big Sci. 6 (2022) no.1, 1 
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Calorimeter and muon PID

ECAL cluster

• CALO reconstruction 

• Loop over calorimeter cells and look for energetic clusters


• Originally not foreseen within the baseline TDR, but 
outcome of ambition and good design (and lots of 
optimisation)


• The very first algorithm that was tested with real Run 3 
data!
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Calorimeter reconstruction

 recovery areaγ

ECAL cluster

• CALO reconstruction 

• Loop over calorimeter cells and look for energetic clusters


• Originally not foreseen within the baseline TDR, but 
outcome of ambition and good design (and lots of 
optimisation)


• The very first algorithm that was tested with real Run 3 
data!

• Calo digits attached to long tracks for 
electrons


• Momentum is corrected if clusters are 
found in the Bremsstrahlung recovery area
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Muon PID

• Muon particle identification 
• Extrapolate tracks from SciFi to Muon stations

• Match hits to tracks in a field of interest

• Excellent muon identification and misID background 

rejection 
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HLT1 selection performance

• Inclusive rate for the main HLT1 lines ~ 1 MHz


• O(30) lines implemented so far:


• Cover majority of LHCb physics programme (B, D decays, semileptonic, EW physics)


• Special lines for monitoring, alignment and calibration

Comput. Softw. Big Sci. 6 (2022) no.1, 1
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Allen commissioning without real data
Challenge of fully commissioning Allen: the real 
detectors and EB server are needed!


First integration tests in smaller-size servers with 
pre-loaded simulation data done in the past


• Emulate network traffic and memory pressure 
with mock-up data from FPGAs


• Stable throughput at 70 kHz


• I/O memory bandwidth stable and within 
limits


• Cooling and memory usage requirements met


• Proof of principle!

Tests in 2019 

A lot o
f p

erfo
rm

ance 

improvements since!
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Allen commissioning with data
• LHCb has been exercising its DAQ in parallel 

to the LHC commissioning


• Sub-set of detectors (Calorimeters, Muon 
stations, PLUME) already in the global 
partition of the Experiment Control System 
(ECS) 


• System running 24/7 in parallel to sub- 
detector commissioning activities 
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• ~200 GPUs are installed in the EB


• HLT1 is included in the global partition
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Allen commissioning with data



Full HLT1 tracking sequences

Input rate ~20 MHz  
(max with current filling scheme)

All installed subdectors included 
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Allen commissioning with data
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Allen commissioning with data

Next steps: 
• Currently validating the tracking sequences

• Take some good quality data for physics until the end of this year run!



Conclusion
• LHCb is currently undergoing its first major upgrade in order to increase its instantaneous luminosity by x5


• Major changes in the trigger strategy:


• Remove L0 hardware trigger, read-out full detector at 30 MHz


• New first level trigger run on GPUs


• Partial event reconstruction and trigger selection lines implemented with excellent physics performance  
expected


• The system can be realised with ~200 GPUs (throughput ~170 kHz)


• GPUs are installed in the EB server and the commissioning is ongoing


• LHCb is almost ready to start collecting physics data with the brand new detector

Stay tuned!
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Backup
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HLT1 CPU/GPU comparison
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HLT1 CPU/GPU comparison


