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UNFOLDED DIFFERENTIAL 
HIGGS BOSON 

MEASUREMENTS AT LHC



๏ LHC Run 1 was the era of the Higgs boson discovery
๏ LHC Run 2,3 are the era of Higgs boson properties measurements

๏ Differential cross sections measured in fiducial phase spaces: 
๏ Largely model independent
๏ Results can be compared between experiments and with many theories and models

๏ Exploring Higgs production differentially key to: 
๏ test SM predictions for full spectra of observables of interest
๏ probe for BSM hints 

๏ Five decay channels considered with latest public results from ATLAS and CMS:
๏ all results based on full Run2 data ~137 fb-1

๏ first inclusive fiducial cross section measurement at 13.6 TeV
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CHANNELS 3

Channel Dataset Publication
CMS H→𝜸𝜸 138 fb-1 (Run2) JHEP08(2023)040
CMS H→ZZ→4l 137 fb-1 (Run2) JHEP07(2023)091

ATLAS H→𝜸𝜸 
H→ZZ→4l

139 fb-1(Run2) JHEP05(2023)028

ATLAS H→𝜸𝜸 
H→ZZ→4l

31.4 fb-1 (Run 3, 2022) 
29.0 fb-1 (Run 3, 2022)

Submitted to EPJC

CMS H→WW 137 fb-1(Run2) JHEP03(2021)003

ATLAS ggH→WW 
VBFH→WW

139 fb-1(Run2) EPJC83(2023)774 
Phys. Rev. D 108, 072003

CMS H→𝜏𝜏 138 fb-1 (Run2) Phys. Rev. Lett. 128,081805

CMS H→bb 137 fb-1(Run2) JHEP12(2020)085

ATLAS H→bb 136 fb-1(Run2) Phys. Rev. D 105, 092003

ATLAS 
CMS 3 ab-1(HL-LHC prospects) ATL-PHYS-PUB-2022-018 

CMS PAS FTR-22-001

https://link.springer.com/article/10.1007/JHEP08(2023)040
https://link.springer.com/article/10.1007/JHEP07(2023)091
https://link.springer.com/article/10.1007/JHEP05(2023)028
https://arxiv.org/abs/2306.11379
https://link.springer.com/article/10.1007/JHEP03(2021)003
https://arxiv.org/abs/2301.06822
https://arxiv.org/abs/2304.03053
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.128.081805
https://link.springer.com/article/10.1007/JHEP12(2020)085
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.105.092003
https://cds.cern.ch/record/2805993/files/ATL-PHYS-PUB-2022-018.pdf
https://cds.cern.ch/record/2806962


FIDUCIAL CROSS SECTION 4

๏ Fiducial cross section measurements aim at providing the least model-dependent 
characterization of the Higgs boson properties 
๏ However, SM assumed when calculating acceptance

๏ Measured data unfolded to correct for the detector effects, allowing for direct comparison with 
different theoretical predictions

๏ Fiducial phase space defined to closely match experimental acceptance and analysis selection
๏ Fiducial cross section measured differentially with many kinematical variables sensitive to BSM 

effects considered

= ⊗

Reconstruction

Unfolding



๏ Signal is reconstructed by two 
energetic photons

๏ Backgrounds are from SM γγ,γj, and jj
๏ Vertex assignment 

๏ ATLAS : neural network(vertex/track, calorimeter 
pointing) 

๏ CMS: BDT combines tracking and calorimeter 
information

๏ Differential cross sections extracted from 
mɣɣ fits

๏ Large number of kinematic observables
๏ Double-differential measurements

H→𝜸𝜸 5
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Figure 7: Diphoton invariant mass distribution with combining all categories used for the inclu-
sive fiducial cross section measurement. The displayed mgg histogram and signal+background
hypothesis (red line) represent their sums across all categories weighted by their respective
S/(S + B) ratio. In the lower panel, the mgg histogram subtracting the background compo-
nent, as estimated by the background pdf, is shown.

several additional predictions. The HX component, denoting the sum of the Higgs boson pro-
duction cross sections from the VBF, VH, and ttH production processes, is taken from the
MADGRAPH5 aMC@NLO simulation and is common to the different SM predictions shown.
The predicted cross section for the gluon-fusion production mode is taken from the MAD-
GRAPH5 aMC@NLO simulation, with and without NNLOPS reweighting, and the POWHEG event
generator [72–75], and added to the HX component to obtain the total per-bin predictions
shown. The uncertainty in the theoretical predictions only takes into account the variation
in the predicted differential cross section shape coming from varying the set of PDF replicas,
the renormalization and factorization scales, and aS. The uncertainty in the total Higgs boson
production cross section and branching fraction is not taken into account for the results on the
differential cross sections.

Overall, the differential cross section results agree within uncertainties with the nominal SM
prediction. For each observable, a p-value is calculated using the test statistic given in Eq. (7)
evaluated at the SM point, where the H ! gg cross section is set to the nominal SM value in all
particle-level bins, extracted using the MADGRAPH5 aMC@NLO simulation with the NNLOPS
reweighting for ggF. The p-value is then computed on the c2 pdf with the number of degrees
of freedom set to the number of particle-level bins for the respective observable. The cross
section measured for the underflow bin is not reported on the results figure if not specified
otherwise, but always taken into account for the calculation of the p-value. The observed p-
values for the SM point are from 0.004 to 0.96, with the cross section measured as a function of
p

gg
T having a p-value of 0.24, and as a function of njets a p-value of 0.69. For the fiducial cross

section a p-value of 0.73 is observed for the SM point. The lowest p-value of 0.004 is seen for the
difference between the h coordinate of the leading and subleading jet |Dhj1j2 |, shown in Fig. 14.
The per-bin uncertainties for observables of the diphoton system range from 10% to 40%. For
observables that involve the leading-pT jet, uncertainties reach around 100%.
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Figure 1: Di-photon invariant mass spectrum within the � ! WW fiducial region, as observed in data. The
signal, background and total probability density functions (pdf) derived from the fit to data in the window
105  <WW  160 GeV are also shown.

Table 3: Breakdown of the relative uncertainties in the inclusive di-photon fiducial cross-section measurement.

Source Uncertainty [%]
Statistical uncertainty 14.0
Systematic uncertainty 10.3

Background modelling (spurious signal) 6.0
Photon trigger and selection efficiency 5.8
Photon energy scale & resolution 5.5
Luminosity 2.2
Pile-up modelling 1.2
Higgs boson mass 0.1
Theoretical (signal) modelling <0.1

Total 17.4
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σfid = 67 ± 5(stat) ± 4(sys) fb

σth
fid = 64.2 ± 3.4 fb

σfid = 73.4+5.4
−5.3(stat)+2.4

−2.2(sys) fb

σth
fid = 75.4 ± 4.1 fb

σfid = 76+14
−13 fb

σth
fid = 67.6 ± 3.7 fb

13 TeV

13.6 TeV

https://arxiv.org/abs/2208.12279 https://arxiv.org/abs/2306.11379

https://arxiv.org/abs/2208.12279
https://arxiv.org/abs/2306.11379


๏ Signal is fully reconstructed using 
four leptons 

๏ SM backgrounds: qqZZ, ggZZ and 
Z+X

๏ Large S/B ratio ~2:1 under the Higgs 
peak

๏ Full kinematic information due to 
great reconstruction of all final state 
objects

๏ Many observables sensitive to 
production and decay explored

H→ZZ→4L 6
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Figure 2: The observed and expected (post-fit) inclusive four-lepton invariant mass distribution for the selected
Higgs boson candidates, shown for an integrated luminosity of 29.0 fb�1 at

p
s = 13.6 TeV. The uncertainty in the

prediction is shown by the hatched band, and includes the theoretical uncertainties in the SM cross-section for the
signal and the main background processes. The C-- label indicates the sum of the CC, and CC/ processes.

Table 7: Breakdown of the relative uncertainties in the fiducial � ! //
⇤ ! 4✓ cross-section measurement.

Source Uncertainty [%]
Statistical uncertainty 25.1
Systematic uncertainty 7.9

Electron uncertainties 6.3
Muon uncertainties 3.8
Luminosity 2.2
//

⇤ theoretical uncertainties 0.7
Reducible background estimation 0.6
Other uncertainties <1.0

Total 26.4
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σfid = 3.28 ± 0.3(stat) ± 0.11(sys) fb
σth

fid = 3.41 ± 0.18 fbσth
fid = 2.86 ± 0.15 fb

σfid = 2.80 ± 0.74 fb
σth

fid = 3.67 ± 0.19 fb

13 TeV

13.6 TeV

σfid = 2.73 ± 0.22(stat) ± 0.15(sys) fb
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sections.

A set of THU uncertainties is considered as NPs in the likelihood fit when signal strength
modifiers, rather than STXS, are measured. In the STXS framework, THU uncertainties only
enter at the interpretation step and are thus applied only to the SM cross section predictions.

Additional theoretical effects that only cause migration of signal and background events be-
tween categories originate from the modeling of the hadronization and the underlying event.
The underlying event modeling uncertainty is determined by varying initial- and final-state
radiation scales between 0.25 and 4 times their nominal value. The effects of the modeling of
hadronization are determined by simulating additional events with the variation of the nomi-
nal PYTHIA tune described in Section 3.

10 Results
The reconstructed four-lepton invariant mass distribution is shown in Fig. 4 for the 4e, 4µ
and 2e2µ events together, and is compared with the expectations for signal and background
processes. The error bars on the data points correspond to the intervals at 68% confidence
level (CL) [116]. The observed distribution agrees with the expectation within the statistical
uncertainties over the whole spectrum.
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Figure 4: Four-lepton mass distribution, m4`, up to 500 GeV with 4 GeV bin size (left) and in
the low-mass range with 2 GeV bin size (right). Points with error bars represent the data and
stacked histograms represent the expected distributions for the signal and background pro-
cesses. The SM Higgs boson signal with mH = 125 GeV, denoted as H(125), the ZZ and rare
electroweak backgrounds are normalized to the SM expectation, the Z+X background to the
estimation from data.

The reconstructed four-lepton invariant mass distribution is shown in Fig. 5 for the three 4`
final states and is compared with the expectations from signal and background processes.

The number of candidates observed in the data and the expected yields for 137 fb�1, for the
backgrounds and H boson signal after the full event selection, are given in Table 3 for each of
the 22 reconstructed event categories (described in Section 6.2) for the 105 < m4` < 140 GeV
mass window around the Higgs boson peak. Figure 6 shows the number of expected and
observed events for each of the categories.

The reconstructed invariant masses of the Z1 and Z2 dilepton systems are shown in Fig. 7
for 118 < m4` < 130 GeV, together with their 2D distribution in the 105 < m4` < 140 GeV

https://arxiv.org/abs/2306.11379https://arxiv.org/abs/2305.07532

https://arxiv.org/abs/2306.11379
https://arxiv.org/abs/2305.07532


๏ First ever differential cross section measurement in the H→𝜏𝜏 channel!

๏ Both measurements statistically dominated
๏ These channels are great handles for the large jet multiplicity and high Higgs boson pT regions 

for the future combination

H→BB AND H→𝜏𝜏 7
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Figure 7: Measured ggH differential fiducial cross section as a function of Higgs boson
pT shown in black, in comparison to the predictions of Ref. [33], shown in red, and HJ-
MINLO [32], shown in blue. The two predictions are nearly identical. The larger gray band
shows the total uncertainty in the measured cross section while the red and blue hatched bands
show the uncertainties in the predictions of Ref. [33] and HJ-MINLO, respectively. In the bot-
tom two panels, the dotted line corresponds to a ratio of one. The relative uncertainties in the
predictions of Ref. [33] and HJ-MINLO are approximately 10 and 20%, respectively.
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Figure 1: Observed and expected differential fiducial cross section in bins of pH
T (upper left),

Njets (upper right), and pj1
T (lower). Both regularized (full markers) and unregularized (hollow

markers) are shown. The most-left bin in the pj1
T distribution includes all events without a jet

with pT > 30 GeV. The uncertainty bands in the theoretical predictions include uncertainties
from the following sources: PDF, renormalization and factorization scale, underlying event
and parton showering, and branching fraction of the Higgs boson to t leptons. The last bins
include the overflow.
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INCLUSIVE 8

full phase space, additional uncertainties in the acceptance and in the branching fraction are considered
(see Sections 4.5 and 5.4). The total Higgs boson production cross-section at 13.6 TeV is measured to be
f(?? ! �) = 67+12

�11 pb using the � ! WW channel and f(?? ! �) = 46 ± 12 pb using the � ! 4✓
channel. The two measurements are compatible with a p-value of 20%.

A likelihood combination of the two decay channels is performed, following the method described in
Ref. [117].
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Figure 3: Values of the f(?? ! �) measurements from this and previous [118, 119] ATLAS publications as a
function of the ?? centre-of-mass energy. The SM predicted values and their uncertainties are shown by the shaded
band. The individual channel results are offset along the G-axis for display purposes.

Experimental and theoretical uncertainties that affect both channels are correlated via common nuisance
parameters. The correlated experimental uncertainties include the uncertainties in the integrated luminosity,
in the description of pile-up in the simulation, in the common electron–photon energy scale, in the
Higgs boson mass value, and in the relative contributions of the different Higgs boson production modes.
Additionally, the common sources of theoretical uncertainty in the � ! //

⇤ ! 4✓ and � ! WW branching
fractions (Us, 1- and 2-quark masses, and partial decay widths into the main decay channels, such as two
vector bosons, two gluons, or a 11̄ pair) are also correlated. Finally, the theoretical uncertainties in the
acceptance factor due to missing higher-order QCD effects, PDF variations, variations of the modelling of
the PS, and signal composition are also correlated.

The asymptotic approximation [97] for the distribution of the profile likelihood ratio is assumed in the
computation of uncertainties. The validity of this approximation was verified in previous analyses by
performing pseudo-experiments.

The total Higgs boson production cross-section, obtained by combining the � ! WW and � ! //
⇤ ! 4✓

results, is f(?? ! �) = 58.2 ± 8.7 = 58.2 ± 7.5 (stat.) ± 4.5 (syst.) pb at 13.6 TeV. All three
results (� ! WW, � ! //

⇤ ! 4✓ and their combination) are in agreement with the SM prediction of
f(?? ! �)SM = 59.9 ± 2.6 pb. The nuisance parameters associated with the position of the signal mass
peak do not show any significant pull.

24

๏ Run 3 first time part of the fiducial cross section as a function of sqrt(s)
๏ Several assumptions and extrapolations from Run2 for the early Run3 result that is statistically 

dominated
๏ Assuming SM values for fiducial acceptance and BR results extrapolated to full phase space

H→ZZ→4l + H→
𝜸𝜸Run 3

https://arxiv.org/abs/2306.11379

https://arxiv.org/abs/2306.11379
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Figure 4: Observed fiducial cross sections in bins of p
H
T (left) and Njet (right), overlaid with

predictions from the nominal and alternative models for signal. The ggF and VBF samples
are generated using POWHEG in the nominal model and MADGRAPH5 aMC@NLO in the al-
ternative model. The uncertainty bars on the observed cross sections represent the total un-
certainty, with the statistical, experimental (including luminosity), and theoretical uncertain-
ties also shown separately. The uncertainty bands on the theoretical predictions correspond
to quadratic sums of renormalization- and factorization-scale uncertainties, PDF uncertainties,
and statistical uncertainties of the simulation. The filled histograms in the ratio plots show the
relative contributions of the Higgs boson production modes in each bin.

in which µfid and all except one ri are free parameters. A specific rk depends on the other r
parameters via

rk =
sSM � Âi 6=k ris

SM
i

sSM
k

, (8)

fixing the sum Âi ris
SM
i

to the total SM fiducial cross section sSM, given in Eq. 3. No regular-
ization is applied for this fit. Through this reformulation, anticorrelated components within
uncertainties in µi are absorbed into the sum Âi Ajirisi, resulting in an uncertainty in µfid that
is smaller than the quadratic sum of uncertainties in individual µi that appear in Tables 7 and
8.

The observed signal strength µfid and cross section sfid = µfidsSM from the fit to the p
H
T -binned

combined data set, which has a smaller expected uncertainty than the fit to the Njet-binned

Table 8: Observed signal strength modifiers, uncertainties, and resulting cross sections in fidu-
cial Njet bins. The cross section values are the products of sSM and the unregularized µ. The
uncertainties are separated by origin as in Table 7.

Njet
sSM µ sobs

(fb) Value stat exp signal bkg lumi (fb)
0 45.70 0.88 ± 0.13 ±0.06 ±0.08 ±0.01 ±0.07 ±0.03 40.1 ± 6.0
1 21.74 1.06 ± 0.20 ±0.12 ±0.14 ±0.01 ±0.08 ±0.03 23.0 ± 4.6
2 9.99 1.50 ± 0.40 +0.25

�0.28 ±0.28 ±0.04 ±0.11 ±0.03 15.0 ± 4.2
3 3.26 1.56+1.35

�1.26
+0.89
�0.71

+0.84
�0.76

+0.17
�0.07

+0.29
�0.19

+0.07
�0.04 5.1+4.4

�4.1
� 4 1.83 3.54+2.05

�1.86
+1.10
�1.28

+1.28
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+0.40
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+0.10
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Figure 3: Di�erential ?? ! � + - cross-sections, in the full phase space, as a function of variables characterising the
Higgs boson kinematics: (a) Higgs boson transverse momentum ?

�

T , (b) Higgs boson rapidity |H� |, and (c) ?�T vs
|H� |, compared with Standard Model predictions. The � ! //

⇤ ! 4✓ (blue triangles), � ! WW (magenta inverted
triangles), and combined (black squares) measurements are shown. The error bars on the data points show the total
uncertainties, while the systematic uncertainties are indicated by the boxes. The measurements are compared with
two predictions, obtained by summing the ggF predictions of NNLOPS or MG5 F�F�, normalised to the fixed order
N3LO total cross-section with the listed  -factors, and the MC predictions for the other production processes -�.
The shaded bands indicate the relative impact of the PDF and scale systematic uncertainties in the prediction. These
include the uncertainties related to the -� production modes. The dotted red histogram corresponds to the central
value of the prediction that uses NNLOPS for the modelling of the ggF component. The bottom panels show the
ratios between the predictions and the combined measurement. The grey area represents the total uncertainty of the
measurement. For better visibility, all bins are shown as having the same size, independent of their numerical width.
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๏ pT(H) probes the perturbative QCD modelling of Higgs production 
๏ 20 - 30% precision with full Run 2 statistics

๏ Variations of couplings distort the shape of pT(H) 
๏ Different models are provided by theorists to describe the shape distortions 
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Cross sections are also measured in differential bins of the rapidity-weighted jet vetoes intro-
duced in Section 6, to enhance the sensitivity to phase space regions that probe directly the
departure from LO kinematics and the QCD emission pattern. Figure 10 presents the results
for T max

C and T max
B .
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Figure 6: Differential cross sections as functions of the transverse momentum of the Higgs bo-
son p

H
T (left) and of the rapidity of the Higgs boson |yH | (right). The fiducial cross section in

the last bin (left) is measured for events with p
H
T > 200 GeV and normalized to a bin width of

50 GeV. The acceptance and theoretical uncertainties in the differential bins are calculated us-
ing the ggH predictions from three different generators normalized to next-to-next-to-next-to-
leading order (N3LO) [34]. The subdominant component of the signal (VBF+VH + ttH) is de-
noted as XH and is fixed to the SM prediction. The measured cross sections are compared with
the ggH predictions from POWHEG (blue), NNLOPS (orange), and MADGRAPH5 aMC@NLO
(pink). The hatched areas correspond to the systematic uncertainties in the theoretical predic-
tions. Black points represent the measured fiducial cross sections in each bin, black error bars
the total uncertainty in each measurement, red boxes the systematic uncertainties. The lower
panels display the ratios of the measured cross sections and of the predictions from POWHEG
and MADGRAPH5 aMC@NLO to the NNLOPS theoretical predictions.
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๏ ggH pT(H) spectrum sensitive to anomalous values of Higgs couplings to b and c quarks 
๏ results with BR freely floating vs BR scaling with  and 

๏ ttH and VH pT(H) spectrum sensitive to Higgs boson self coupling
κb κc
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In the shape+normalisation scenario the constraints on the coupling modifiers are tighter, since a large
fraction of the allowed ranges for ^1 and ^2 from the shape-only approach lead to values of the total
width and thus of the � ! //

⇤ ! 4✓ and � ! WW branching ratios and overall normalisation that are
inconsistent with the data.

Two-dimensional confidence regions on ^1 and ^2 are also derived for both scenarios, as shown in
Figure 5.

Table 7: Observed and expected 95% confidence intervals for the Yukawa coupling modifiers when modifications
to both the ?

�

T shape and normalisation are considered (shape+normalisation), for the individual decay channels
and their combination. The results for one coupling modifier are obtained while fixing the other one to the SM
expectation (^ = 1).

Channel Parameter
Observed Expected

95% confidence interval 95% confidence interval

� ! //
⇤ ! 4✓

^1 [�1.14,�0.88] [ [0.80, 1.17] [�1.23,�0.87] [ [0.82, 1.20]
^2 [�2.94, 2.99] [�3.33, 3.14]

� ! WW

^1 [�1.12,�0.78] [ [0.78, 1.07] [�1.18,�0.87] [ [0.83, 1.19]
^2 [�2.46, 2.32] [�3.03, 3.09]

Combined
^1 [�1.09,�0.86] [ [0.81, 1.09] [�1.14,�0.92] [ [0.86, 1.15]
^2 [�2.27, 2.27] [�2.77, 2.75]
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Figure 5: Observed limits at 95% CL on the Yukawa coupling modifiers ^1 and ^2 when (a) only the shape of the ?
�

T
di�erential cross-section (shape-only) or (b) also its normalisation (shape+normalisation) is used to constrain the
parameters for the combined and individual decay channels results. The SM predictions (⇤) and the observed best-fit
values (+) are indicated on the plots.
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Figure 27: Simultaneous fit of kb and kc , assuming a coupling dependence of the branching
fraction (left) and treating it as an unconstrained parameter in the fit (right).

12 Summary
This paper presents a comprehensive characterization of the H ! ZZ ! 4` decay channel
via the measurement of fiducial differential cross sections as functions of several kinematic
observables. The H boson production is characterized via measurements of differential cross
sections in bins of p

H
T and |yH |, the pT of the leading and subleading jets and observables of

the dijet system, when associated with jets. Fiducial cross sections are measured in bins of
the seven kinematic observables that completely define the four-lepton decay: the invariant
mass of the two Z bosons and the five angles that describe the fermions kinematical prop-
erties and the production and decay planes. Differential cross sections are also measured in
bins of six matrix element kinematic discriminants sensitive to various anomalous couplings
of the H boson to vector bosons. The dynamical evolution of the renormalization and fac-
torization scales, and resummation effects are probed by measuring cross sections in bins
of rapidity-weighted jet vetoes, and in bins of observables of the H plus jets system. An
extensive set of double-differential measurements is presented, providing a complete cover-
age of the phase space under study. The H ! ZZ ! 4` inclusive fiducial cross section is
sfid = 2.73 ± 0.26 fb = 2.73 ± 0.22 (stat) ± 0.15 (syst) fb, in agreement with the SM expectation
of 2.86± 0.15 fb. The measurement of the fiducial cross section in differential bins of p

H
T is used

to set constraints on the trilinear self-coupling of the H boson, with an observed (expected)
limit of �5.4 (�7.6) < kl < 14.9 (17.7) at the 95% CL. Finally, constraints on the modifiers of
H boson couplings to b and c quarks (kb and kc) are also determined with an observed (ex-
pected) limit of �1.1 (�1.3) < kb < 1.1 (1.2) and �5.3 (�5.7) < kc < 5.2 (5.7) at the 95% CL,
obtained assuming a dependence of the branching fraction on kb and kc . All results are consis-
tent with the SM predictions for the H ! ZZ ! 4` decay channel in the considered fiducial
phase space.
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H boson self-coupling due to the large vector boson and the top quark masses, whereas ggH
and VBF production lead to much smaller contributions to the loop correction and are therefore
less sensitive to possible modifications of l3.

The cross sections for the various production mechanisms of the H boson are parametrized as
functions of a coupling modifier kl = l3/lSM

3 in order to account for NLO terms arising from
the H boson trilinear self-coupling. The signal model defined in Section 8 is modified by fixing
the cross sections and branching fractions to their SM expectation values and by introducing
scaling functions µi,j(kl) in each bin i of p

H
T , for each production mechanism j. The dominant

production mechanism is ggH, for which a differential parametrization of the cross section as
a function of kl is not available yet, as discussed in Refs. [137–139]. The inclusive value is used
for the parametrization of the H boson cross section for this production mechanism, taking into
account an inclusive O(l3) correction factor.

In order to compute the scaling functions µi,j(kl) for the other production modes, LO parton-
level events are generated using MADGRAPH5 aMC@NLO 2.5.5 and are reweighted on an event-
by-event basis using a dedicated EW reweighting tool, which computes the corresponding
NLO l3-corrections (O(l3)). The ratio of the O(l3) to the LO distributions in bins of p

H
T is

used to derive the scaling functions µi,j(kl) as detailed in Ref. [138].

Constraints on kl are extracted from the maximum likelihood scan in the range �10 < kl < 20,
outside which the model is no longer valid as NLO effects start to dominate, while the other
H couplings are fixed to their SM value. The likelihood scan as a function of kl is shown in
Fig. 26.
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Figure 26: Likelihood scan as a function of kl. The scan is shown with (solid line) and without
(dashed line) systematic uncertainties profiled in the fit.

The minimum of the negative log-likelihood ratio corresponds to a measured value of:

kl = 4.1+6.4
�5.9 = 4.1+6.1

�5.8 (stat)+2.0
�1.2 (syst) (10)

for an expected value of:

kl = 1.0+12.6
�5.4 = 1.0+12.0

�4.9 (stat)+3.8
�2.2 (syst). (11)

*Many more interpretations in the dedicated EFT talk by Chen Zhou on Wednesday 29/11
https://arxiv.org/abs/2305.07532
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๏ y(H) probes the PDFs and Higgs production mode
๏ measurement precision statistically dominated
๏ 20 - 30% precision with full Run 2 statistics
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Figure 3: Di�erential ?? ! � + - cross-sections, in the full phase space, as a function of variables characterising the
Higgs boson kinematics: (a) Higgs boson transverse momentum ?

�

T , (b) Higgs boson rapidity |H� |, and (c) ?�T vs
|H� |, compared with Standard Model predictions. The � ! //

⇤ ! 4✓ (blue triangles), � ! WW (magenta inverted
triangles), and combined (black squares) measurements are shown. The error bars on the data points show the total
uncertainties, while the systematic uncertainties are indicated by the boxes. The measurements are compared with
two predictions, obtained by summing the ggF predictions of NNLOPS or MG5 F�F�, normalised to the fixed order
N3LO total cross-section with the listed  -factors, and the MC predictions for the other production processes -�.
The shaded bands indicate the relative impact of the PDF and scale systematic uncertainties in the prediction. These
include the uncertainties related to the -� production modes. The dotted red histogram corresponds to the central
value of the prediction that uses NNLOPS for the modelling of the ggF component. The bottom panels show the
ratios between the predictions and the combined measurement. The grey area represents the total uncertainty of the
measurement. For better visibility, all bins are shown as having the same size, independent of their numerical width.
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10.2 Differential cross sections: production 21

Cross sections are also measured in differential bins of the rapidity-weighted jet vetoes intro-
duced in Section 6, to enhance the sensitivity to phase space regions that probe directly the
departure from LO kinematics and the QCD emission pattern. Figure 10 presents the results
for T max

C and T max
B .
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Figure 6: Differential cross sections as functions of the transverse momentum of the Higgs bo-
son p

H
T (left) and of the rapidity of the Higgs boson |yH | (right). The fiducial cross section in

the last bin (left) is measured for events with p
H
T > 200 GeV and normalized to a bin width of

50 GeV. The acceptance and theoretical uncertainties in the differential bins are calculated us-
ing the ggH predictions from three different generators normalized to next-to-next-to-next-to-
leading order (N3LO) [34]. The subdominant component of the signal (VBF+VH + ttH) is de-
noted as XH and is fixed to the SM prediction. The measured cross sections are compared with
the ggH predictions from POWHEG (blue), NNLOPS (orange), and MADGRAPH5 aMC@NLO
(pink). The hatched areas correspond to the systematic uncertainties in the theoretical predic-
tions. Black points represent the measured fiducial cross sections in each bin, black error bars
the total uncertainty in each measurement, red boxes the systematic uncertainties. The lower
panels display the ratios of the measured cross sections and of the predictions from POWHEG
and MADGRAPH5 aMC@NLO to the NNLOPS theoretical predictions.
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Figure 10: Differential fiducial cross sections for p
gg
T , njets, |ygg |, and |cos q⇤|. The observed

differential fiducial cross section values are shown as black points with the vertical error bars
showing the full uncertainty, the horizontal error bars show the width of the respective bin.
The grey shaded areas visualize the systematic component of the uncertainty. The coloured
lines denote the predictions from different setups of the event generator. All of them have the
HX=VBF+VH+ttH component from MADGRAPH5 aMC@NLO in common, which is displayed
in violet without uncertainties. The red lines show the sum of HX and the ggH component from
MADGRAPH5 aMC@NLO reweighted to match the NNLOPS prediction. For the blue lines no
NNLOPS reweighting is applied and the green lines take the prediction for the ggH production
mode from POWHEG. The hatched areas show the uncertainties in theoretical predictions on
both the ggF and HX components. Only effects coming from varying the set of PDF replicas,
the aS value, and the renormalization and factorization scales that impact the shape are taken
into account here, the total cross section is kept constant at the value from Ref. [15]. The given
p-values are calculated for the nominal SM prediction and the bottom panes show the ratio to
the same prediction. If the last particle-level bin expands to infinity is explicitly marked on the
plot together with the normalization of this bin.
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Figure 4: Di�erential ?? ! � + - cross-sections, in the full phase space, as a function of variables related to the
jets produced in association with the Higgs boson, (a) number of jets and (b) ?T of the leading jet, compared with
Standard Model predictions. The figure uses the same layout as Figure 3.

Table 5: ?-values for the compatibility of the measured cross-sections with the SM predictions when the distributions
for gluon–gluon fusion events obtained with either NNLOPS or MG5 F�F�, scaled to the fixed order N3LO total
gluon–gluon fusion cross-section, are used. The uncertainties in the theoretical predictions are included when
calculating the ?-values.

SM prediction ?
�

T |H� | ?
�

T vs |H� | #jets ?
lead. jet
T

NNLOPS 91% 98% 56% 95% 34%

MG5 F�F� 73% 98% 56% 86% 23%
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๏ Jet kinematics useful for test of modelling of QCD radiation and production mechanism:
1) Number of central jets

NUMBER OF JETS 12
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Figure 7: Differential cross sections as functions of the number of jets in the event (upper left)
and of the pT of the leading (upper right) and subleading (lower) jet. Upper right: the fiducial
cross section in the last bin is measured for events with p

j1
T > 200 GeV and normalized to a bin

width of 40 GeV. The first bin comprises all events with less than one jet, for which p
j1
T is unde-

fined. Lower: the fiducial cross section in the last bin is measured for events with p
j2
T > 90 GeV

and normalized to a bin width of 150 GeV. The first bin comprises all events with less than two
jet, for which p

j2
T is undefined. The acceptance and theoretical uncertainties in the differential

bins are calculated using the ggH predictions from three different generators normalized to
next-to-next-to-next-to-leading order (N3LO) [34]. The subdominant component of the signal
(VBF + VH + ttH) is denoted as XH and is fixed to the SM prediction. The measured cross
sections are compared with the ggH predictions from POWHEG (blue), NNLOPS (orange), and
MADGRAPH5 aMC@NLO (pink). The hatched areas correspond to the systematic uncertainties
in the theoretical predictions. Black points represent the measured fiducial cross sections in
each bin, black error bars the total uncertainty in each measurement, red boxes the systematic
uncertainties. The lower panels display the ratios of the measured cross sections and of the pre-
dictions from POWHEG and MADGRAPH5 aMC@NLO to the NNLOPS theoretical predictions.
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๏ Jet kinematics useful for test of modelling of QCD radiation and production mechanism:
1) Number of central jets
2) pT of leading jet

PT OF LEADING JET 13
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Standard Model predictions. The figure uses the same layout as Figure 3.

Table 5: ?-values for the compatibility of the measured cross-sections with the SM predictions when the distributions
for gluon–gluon fusion events obtained with either NNLOPS or MG5 F�F�, scaled to the fixed order N3LO total
gluon–gluon fusion cross-section, are used. The uncertainties in the theoretical predictions are included when
calculating the ?-values.

SM prediction ?
�

T |H� | ?
�

T vs |H� | #jets ?
lead. jet
T

NNLOPS 91% 98% 56% 95% 34%

MG5 F�F� 73% 98% 56% 86% 23%
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Figure 7: Differential cross sections as functions of the number of jets in the event (upper left)
and of the pT of the leading (upper right) and subleading (lower) jet. Upper right: the fiducial
cross section in the last bin is measured for events with p

j1
T > 200 GeV and normalized to a bin

width of 40 GeV. The first bin comprises all events with less than one jet, for which p
j1
T is unde-

fined. Lower: the fiducial cross section in the last bin is measured for events with p
j2
T > 90 GeV

and normalized to a bin width of 150 GeV. The first bin comprises all events with less than two
jet, for which p

j2
T is undefined. The acceptance and theoretical uncertainties in the differential

bins are calculated using the ggH predictions from three different generators normalized to
next-to-next-to-next-to-leading order (N3LO) [34]. The subdominant component of the signal
(VBF + VH + ttH) is denoted as XH and is fixed to the SM prediction. The measured cross
sections are compared with the ggH predictions from POWHEG (blue), NNLOPS (orange), and
MADGRAPH5 aMC@NLO (pink). The hatched areas correspond to the systematic uncertainties
in the theoretical predictions. Black points represent the measured fiducial cross sections in
each bin, black error bars the total uncertainty in each measurement, red boxes the systematic
uncertainties. The lower panels display the ratios of the measured cross sections and of the pre-
dictions from POWHEG and MADGRAPH5 aMC@NLO to the NNLOPS theoretical predictions.
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๏ Jet kinematics useful for test of modelling of QCD radiation and production mechanism:
1) Number of central jets
2) pT of leading jet
3) Number of b-jets, di-jet kinematics, and many more

OTHER JET KINEMATICS 14
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Figure 10: Particle-level fiducial di�erential cross-sections times branching ratio for the 1-jet multiplicities variable
#1-jets. The first bin includes events with no central jets or at least one lepton, while the two other bins contain events
with zero or at least one 1-jet in the remaining part of the diphoton fiducial phase space.

Double-di�erential cross-sections Figure 14 shows the double-di�erential cross-section for ?
WW

T vs
|HWW |. Overall, good agreement is observed between data and predictions, with SCET��� providing a more
accurate description than the default simulation.

Cross-sections in the VBF-enhanced phase space Figure 15 shows the di�erential cross-section in
the VBF-enhanced phase space for �q 9 9 . Overall, good agreement is observed between the data and the
default simulation prediction and the ���VBF prediction, which is at higher-order accuracy in QCD.
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Figure 8: Differential cross sections as functions of the invariant mass mjj (upper left), the differ-
ence in azimuthal angle Dfjj (upper right) the difference in pseudorapidity |Dhjj| (lower) of the
dijet system. Upper Left: the fiducial cross section in the last bin is measured for events with
mjj > 300 GeV and normalized to a bin width of 225 GeV. The first bin comprises all events with
less than two jets, for which mjj is undefined. Upper right: the first bin comprises all events with
less than two jet, for which |Dfjj| is undefined. Lower: the first bin comprises all events with
less than two jet, for which |Dhjj| is undefined. The acceptance and theoretical uncertainties in
the differential bins are calculated using the ggH predictions from three different generators
normalized to next-to-next-to-next-to-leading order (N3LO) [34]. The subdominant component
of the signal (VBF + VH + ttH) is denoted as XH and is fixed to the SM prediction. The mea-
sured cross sections are compared with the ggH predictions from POWHEG (blue), NNLOPS
(orange), and MADGRAPH5 aMC@NLO (pink). The hatched areas correspond to the systematic
uncertainties in the theoretical predictions. Black points represent the measured fiducial cross
sections in each bin, black error bars the total uncertainty in each measurement, red boxes the
systematic uncertainties. The lower panels display the ratios of the measured cross sections
and of the predictions from POWHEG and MADGRAPH5 aMC@NLO to the NNLOPS theoreti-
cal predictions.
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Figure 30: Di�erential fiducial cross sections for (a) the invariant mass of the four-lepton plus jet system, in events
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The corresponding correlation matrices between the measured cross sections and the //
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Table 2: Summary of the requirements used in the definition of the fiducial phase space for the
H ! ZZ ! 4` cross section measurements.

Requirements for the H ! ZZ ! 4` fiducial phase space
Lepton kinematics and isolation

Leading lepton pT pT > 20 GeV
Sub-leading lepton pT pT > 10 GeV
Additional electrons (muons) pT pT > 7(5)GeV
Pseudorapidity of electrons (muons) |h| < 2.5 (2.4)
Sum of scalar pT of all stable particles within DR < 0.3 from lepton < 0.35pT

Event topology
Existence of at least two same-flavor OS lepton pairs, where leptons satisfy criteria above
Inv. mass of the Z1 candidate 40 < mZ1

< 120 GeV
Inv. mass of the Z2 candidate 12 < mZ2

< 120 GeV
Distance between selected four leptons DR(`i, `j) > 0.02 for any i 6= j

Inv. mass of any opposite sign lepton pair m`+`0� > 4 GeV
Inv. mass of the selected four leptons 105 < m4` < 160 GeV

1

2

Z1

Z̀2

Figure 1: Schematic representation of the gg/qq ! H ! ZZ ! 4` process. The five angles
depicted in blue are considered in the differential analysis, as detailed in the text.

6 Observables
Fiducial cross sections are measured in bins of several kinematic observables sensitive to the
H boson production and decay pp ! H ! ZZ ! 4`, of which a schematic representation is
given in Fig. 1.

The decay of the H boson to four leptons is fully described by the invariant mass of the two Z
boson candidates, three angles describing the Z boson decays (F, q1, q2), and two angles con-
necting production to decay (F1, q⇤). The angle q⇤ is defined in the H rest frame as the angle
between the beam axis and the direction of the Z1 candidate. F and F1 are the azimuthal angles
between the three planes constructed from the H decay products and the decay products of the
two Z bosons in the H rest frame. The q1 and q2 angles are defined in the Z1 and Z2 rest frames,
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Figure 22: Di�erential fiducial cross sections for (a) production angle, cos \1, of the anti-lepton from the leading
/ boson and (c) the production angle, cos \2, of the anti-lepton from the subleading / boson. The corresponding
correlation matrices between the measured cross sections and the //

⇤ background normalisation factors are also
shown ((b) and (d)).
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๏ Differential measurements with respect to observables sensitive to H decay
1) Decay angles in the Higgs rest frame
2) Matrix element discriminants

10.3 Differential cross sections: decay 35
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Figure 19: Differential cross sections as functions of the matrix element kinematic discriminant
Ddec

0h+ in the 4` (upper) and in the same-flavor (lower left) and different-flavor (lower right) final
states. The brown histograms show the distribution of the matrix element discriminant for the
HVV anomalous coupling scenario corresponding to fa2 = 1. The subdominant component
of the signal (VBF + VH + ttH) is fixed to the SM prediction. The hatched areas correspond
to the systematic uncertainties in the theoretical predictions. Black points represent the mea-
sured fiducial cross sections in each bin, black error bars the total uncertainty in each mea-
surement, red boxes the systematic uncertainties. The lower panels display the ratios of the
measured cross sections and of the predictions from POWHEG and MADGRAPH5 aMC@NLO to
the NNLOPS theoretical predictions.
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๏ Lepton kinematics vs number of jets in H→WW
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Figure 10: Measured differential fiducial cross section for |H 90 | in the 1-jet fiducial region using the regularized
in-likelihood unfolding method. Uncertainty bars on the data points include statistical and systematic uncertainties
from experimental and theory sources as well as background normalization effects and shape effects from background
and signal. Uncertainty bands on the predictions shown are dominated by normalization effects on the signal arising
from showering, PDF models, Us and the QCD scale. The legend includes ?-values quantifying the level of agreement
between the data and the predictions, including all sources of uncertainty. The systematic uncertainties of the data
are shown separately.
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Figure 11: Measured differential fiducial cross section for <✓✓ (left) and �q✓✓ (right) versus #jet in the 0-jet and 1-jet
fiducial regions using the regularized in-likelihood unfolding method. Uncertainty bars on the data points include
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The systematic uncertainties of the data are shown separately.
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๏ Transverse momentum vs number of jets in H→𝜸𝜸 and H→ZZ→4l
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Figure 16: Double-differential fiducial cross section measured in bins of p
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T and njets. The

content of this plot is described in the caption of Fig. 10.
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Figure 33: (a) Double di�erential fiducial cross sections of the ?
4✓
T distribution in |H4✓ | bins. The corresponding

correlation matrix between the measured cross sections and the //
⇤ background normalisation factors is shown in

(b). The ?-values shown are calculated for all bins across both ?
4✓
T and |H4✓ | simultaneously.
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Figure 34: (a) Double di�erential fiducial cross sections of the ?
4✓
T distribution in #jets bins. The corresponding

correlation matrix between the measured cross sections and the //
⇤ background normalisation factors is shown

in (b). The ?-values shown are calculated for all bins across both ?
4✓
T and #jets simultaneously.
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๏ Z1 vs Z2 mass in H→ZZ→4l
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Figure 12: The observed and expected (pre-fit) distribution in bins of the leading vs. subleading / boson mass,
<12 vs. <34. The same distribution in the 2D plane is provided in the inset plot, where the black dots depict
data and the blue and pink shaded areas represent simulated signal and background, respectively. The red lines
depict the bin boundaries, chosen as described in Section 7. These distributions correspond to the mass region
115 < <4✓ < 130 GeV for an integrated luminosity of 139 fb�1 collected at

p
s = 13 TeV. A SM Higgs boson signal

with a mass <� = 125 GeV is assumed. The uncertainty in the prediction is shown by the hatched band, which
includes the theoretical uncertainties of the SM cross section for the signal and the //

⇤ background.
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Figure 25: Double differential cross sections in bins of p
Hj
T vs. p

H
T (upper left), mZ1

vs. mZ2
(upper right), and pT of the leading vs. subleading jet (lower). The binnings of the various
measurements are reported in Table 6. The content of each plot is described in the caption of
Fig. 6.

11 Interpretations
11.1 Constraints on the H boson self-coupling

The differential cross section for the H boson production as a function of p
H
T can be used to

extract limits on the H boson self-coupling, following the approach described in Refs. [137–
139]. At NLO in pQCD the H boson production includes processes sensitive to the trilinear
self-coupling (l3). The production modes ttH and VH introduce sizeable contributions to the

H→ZZ→4l
H→ZZ→4l

https://arxiv.org/abs/2305.07532https://arxiv.org/abs/2004.03969

https://arxiv.org/abs/2305.07532
https://arxiv.org/abs/2004.03969


๏ Run2 data set allows extensive study of differential Higgs boson cross 
sections 

๏ A variety of measurements are reported using five decay channels and 
their combinations from ATLAS and CMS Collaborations:
๏ Observables targeting production and decay
๏ Double differential cross sections
๏ Many interesting variables not shown in this talk

๏ Differential distributions provide a handle to set limits on various BSM 
couplings:
๏ Keeping in mind that SM used to calculate acceptance effects

๏ No tension with SM predictions 

๏ Precision in measurements is still largely statistically limited
๏ Many ideas ready for HL-LHC statistics!
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๏ Di-lepton events with missing pT

๏ SM background: WW, tt+tW, and 𝜏𝜏
๏ BDTs used for better signal 

separation
๏ Template fits to mT / mll 
๏ ATLAS has a dedicated analysis for 

ggH and VBFH

H→WW 21
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Figure 1: Observed distributions of m
ll in data and the expectations from the best fit model with

the uncertainties. The distributions in each p
H
T bin are given in separate panels. Within each

panel, the lower sub-panel displays background-subtracted observations and expectations.

is 10–50 and >50 GeV in m
ll and 60–110 and >110 GeV in m

H
T .

The observed events are shown as a function of m
ll in Figs. 1 and 2, along with the predictions

from the best fit model and their estimated overall uncertainties. The m
ll distributions are

formed by integrating the two-dimensional (mll , m
H
T ) distributions and templates over m

H
T and

combining all signal regions and all data sets. The yield breakdown in each RL DO bin is
shown in Tables 5 and 6 for the p

H
T and Njet case respectively.

8 Systematic uncertainties
The experimental uncertainties mostly concern the accuracy in modeling the detector response
in MC simulation, while the theoretical uncertainties are more specific to individual signal and
background processes. Because signal extraction is performed using templates of (mll , m

H
T ) dis-

tributions, the relevant effects of the uncertainties are changes in the shapes and normalizations
of the templates. In the signal extraction fit, one continuous constrained nuisance parameter
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Figure 5: The observed and expected (pre-fit) distributions of (a) <T in the /+jets CR and (b) the ⇡ggF-CR discriminant
in ggF CR. The uncertainty bars on the data points indicate the statistical uncertainties, while the uncertainties in the
prediction are shown by the hatched band, which includes experimental and theoretical uncertainties of the signal
and the backgrounds, as discussed in Section 7.4. The Hother contribution is dominated by ggF production. The
bottom panels show the ratios of the data to the expected distributions.

normalization parameters are introduced as a function of the measured variable. Such a technique was
developed to reduce the model dependence in the estimate of the dominant top-quark and ++ background
sources in the differential cross-section measurements. The distributions of the discriminants in data,
compared with the MC templates at the detector-level are shown in Figures 6 and 7 for the case of < 9 9 and
|�q✓✓ | differential cross-section measurements, respectively.

An unfolding procedure is applied in the likelihood formalism to correct for migrations between bins
of the variable distribution at the detector-level and applies fiducial as well as reconstruction efficiency
corrections. A built-in regularization technique based on the method developed in Ref. [115] was studied.
This technique implements a constraint on the second derivative of the differential spectrum and is fully
incorporated in the likelihood minimization step, taking into account the full correlation information of the
degrees of freedom involved in the fit and induced by the regularization parameter. The expected number
of signal events #SR

signal,8 is a function of the bin 8 of a detector-level observable in the SR:

#
SR
signal,8 =

’
9

A8 9 · (1 + 5
nonfid
8

) · f
fid
9

· T8 (⇡VBF,⇡top+VV) · L (4)

where the index 9 runs over all bins of the particle-level observable as defined in the fiducial phase space
and f

fid
9

is the measured particle-level cross-section in bin 9 . The T8 term is the signal probability density
function of bin 8 of the detector-level observable and is formulated in each bin of the two-dimensional
⇡VBF � ⇡top+VV discriminant distribution. The term A8 9 represents the detector response matrix that
accounts for bin-to-bin migrations in the unfolding of the signal. It is calculated with P�����+P����� 8
simulated signal samples, for events that are generated in the fiducial region and reconstructed in the SR.

22

mll [GeV]
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Table 2: Summary of the requirements used in the definition of the fiducial phase space for the
H ! ZZ ! 4` cross section measurements.

Requirements for the H ! ZZ ! 4` fiducial phase space
Lepton kinematics and isolation

Leading lepton pT pT > 20 GeV
Sub-leading lepton pT pT > 10 GeV
Additional electrons (muons) pT pT > 7(5)GeV
Pseudorapidity of electrons (muons) |h| < 2.5 (2.4)
Sum of scalar pT of all stable particles within DR < 0.3 from lepton < 0.35pT

Event topology
Existence of at least two same-flavor OS lepton pairs, where leptons satisfy criteria above
Inv. mass of the Z1 candidate 40 < mZ1

< 120 GeV
Inv. mass of the Z2 candidate 12 < mZ2

< 120 GeV
Distance between selected four leptons DR(`i, `j) > 0.02 for any i 6= j

Inv. mass of any opposite sign lepton pair m`+`0� > 4 GeV
Inv. mass of the selected four leptons 105 < m4` < 160 GeV

1

2

Z1

Z̀2

Figure 1: Schematic representation of the gg/qq ! H ! ZZ ! 4` process. The five angles
depicted in blue are considered in the differential analysis, as detailed in the text.

6 Observables
Fiducial cross sections are measured in bins of several kinematic observables sensitive to the
H boson production and decay pp ! H ! ZZ ! 4`, of which a schematic representation is
given in Fig. 1.

The decay of the H boson to four leptons is fully described by the invariant mass of the two Z
boson candidates, three angles describing the Z boson decays (F, q1, q2), and two angles con-
necting production to decay (F1, q⇤). The angle q⇤ is defined in the H rest frame as the angle
between the beam axis and the direction of the Z1 candidate. F and F1 are the azimuthal angles
between the three planes constructed from the H decay products and the decay products of the
two Z bosons in the H rest frame. The q1 and q2 angles are defined in the Z1 and Z2 rest frames,
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Figure 22: Di�erential fiducial cross sections for (a) production angle, cos \1, of the anti-lepton from the leading
/ boson and (c) the production angle, cos \2, of the anti-lepton from the subleading / boson. The corresponding
correlation matrices between the measured cross sections and the //

⇤ background normalisation factors are also
shown ((b) and (d)).
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Figure 14: Differential cross sections as functions of cos q1 in the 4` (upper) and in the same-
flavor (lower left) and different-flavor (lower right) final states. The acceptance and theoret-
ical uncertainties in the differential bins are calculated using the ggH predictions from three
different generators normalized to next-to-next-to-next-to-leading order (N3LO) [34]. The sub-
dominant component of the signal (VBF + VH + ttH) is denoted as XH and is fixed to the
SM prediction. The measured cross sections are compared with the ggH predictions from
POWHEG (blue), NNLOPS (orange), and MADGRAPH5 aMC@NLO (pink). The hatched areas
correspond to the systematic uncertainties in the theoretical predictions. Black points represent
the measured fiducial cross sections in each bin, black error bars the total uncertainty in each
measurement, red boxes the systematic uncertainties. The lower panels display the ratios of the
measured cross sections and of the predictions from POWHEG and MADGRAPH5 aMC@NLO to
the NNLOPS theoretical predictions.

๏ Differential measurements with respect to observables sensitive to H decay
1) Decay angles in the Higgs rest frame

H→ZZ→4l H→ZZ→4l
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Figure 18: Differential cross sections as functions of the matrix element kinematic discriminant
Ddec

0- in the 4` (upper) and in the same-flavor (lower left) and different-flavor (lower right) final
states. The brown histograms show the distribution of the matrix element discriminant for the
HVV anomalous coupling scenario corresponding to fa3 = 1. The subdominant component
of the signal (VBF + VH + ttH) is fixed to the SM prediction. The hatched areas correspond
to the systematic uncertainties in the theoretical predictions. Black points represent the mea-
sured fiducial cross sections in each bin, black error bars the total uncertainty in each mea-
surement, red boxes the systematic uncertainties. The lower panels display the ratios of the
measured cross sections and of the predictions from POWHEG and MADGRAPH5 aMC@NLO to
the NNLOPS theoretical predictions.
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6.1 Matrix element discriminants

The JHUGEN and MCFM generators are used to compute the matrix element probability Pi for
an event to arise from a physical process i, given the value of the reconstructed invariant mass
of the four-lepton system m4`. These probabilities are defined as a function of ~WH!ZZ!4` and
retain the maximal information on the underlying physics content of each event. Hence, the
Pi(~WH!ZZ!4`) probabilities are used to construct likelihood-ratio-like matrix element discrim-
inants sensitive to the difference between two physical processes a and b, when considering two
production mechanisms, or to be used to test a BSM hypothesis against the SM scenario. These
matrix element discriminants have been widely used in the context of H ! ZZ ! 4` analyses,
from the measurement of the H boson properties [35] to the constraints on possible anoma-
lous couplings [31]. The general structure of these discriminants is an adaptation of the more
classic likelihood ratio, properly rescaled to ensure that the discriminants are always bounded
between 0 and 1. Two types of kinematic discriminants can be built to test the compatibility
between signal (“sig”) and alternative (“alt”) hypotheses and their interference (“int”):

Dalt

⇣
~W
⌘
=

Psig

⇣
~W
⌘

Psig

⇣
~W
⌘
+ Palt

⇣
~W
⌘ , Dint

⇣
~W
⌘
=

Pint

⇣
~W
⌘

2
r
Psig

⇣
~W
⌘
Palt

⇣
~W
⌘ , (5)

where Psig and Palt are the probabilities of an event under the two considered hypotheses,
given their kinematic properties ~W, and Pint is the probability for the interference between the
two model contributions (“sig” and “alt”). This definition of Dint is bounded between �1 and
1 for any value of Dalt.

A total of six matrix element discriminants sensitive to different values of possible anomalous
couplings of the H boson to vector bosons are considered. The general scattering amplitude
describing the interaction between a spin-zero H boson and two spin-one gauge bosons V1 and
V2 can be written, following the conventions of Ref. [31], as:

A(HV1V2) =
1
v

2

64a
VV
1 +

kVV
1 q

2
V1 + kVV

2 q
2
V2

⇣
LVV

1

⌘2 +
kVV

3 (qV1 + qV2)
2

⇣
LVV

Q

⌘2

3

75 m
2
V1e⇤V1e⇤V2

+
1
v

a
VV
2 f

⇤(1)
µn f

⇤(2),µn +
1
v

a
VV
3 f

⇤(1)
µn f̃

⇤(2),µn ,

(6)

where v is the vacuum expectation value of the H potential, f
(i)µn = e

µ
Vi

q
n
Vi

� en
Vi

q
µ
Vi

, f̃
(i)
µn =

1
2 eµnrs f

(i),rs, and eVi, qVi, and mVi are the polarization vector, four-momentum, and pole mass
of a gauge boson, respectively. The constants L1 and LQ are the scales of BSM physics. In
the above equation, the only leading tree-level contributions are a

ZZ
1 6= 0 and a

WW
1 6= 0. The

rest of the ZZ and WW couplings are considered as anomalous contributions, which are either
small contributions arising in the SM due to loop corrections or new BSM contributions. The
SM value of those are not yet distinguishable from zero experimentally with the available data.

The ai and ki terms correspond to the strengths of vector boson couplings, following the nota-
tion adopted in Ref. [31]. In particular, the a3 CP-odd term is expected to be null in the SM and
is sensitive to possible BSM effects that would result in CP violation. The a2 term corresponds
to the CP-even contribution to the HVV coupling and is sensitive to possible BSM contributions
from heavy H bosons. The k1,2/(L1)

2 and k3/(LQ)
2 terms are sensitive to possible physics at a
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Figure 19: Differential cross sections as functions of the matrix element kinematic discriminant
Ddec

0h+ in the 4` (upper) and in the same-flavor (lower left) and different-flavor (lower right) final
states. The brown histograms show the distribution of the matrix element discriminant for the
HVV anomalous coupling scenario corresponding to fa2 = 1. The subdominant component
of the signal (VBF + VH + ttH) is fixed to the SM prediction. The hatched areas correspond
to the systematic uncertainties in the theoretical predictions. Black points represent the mea-
sured fiducial cross sections in each bin, black error bars the total uncertainty in each mea-
surement, red boxes the systematic uncertainties. The lower panels display the ratios of the
measured cross sections and of the predictions from POWHEG and MADGRAPH5 aMC@NLO to
the NNLOPS theoretical predictions.
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Figure 20: Differential cross sections as functions of the matrix element kinematic discriminant
Ddec

CP in the 4` (upper) and in the same-flavor (lower left) and different-flavor (lower right) final
states. The green histogram shows the distribution of the discriminant for the HVV anoma-
lous coupling scenario corresponding to fa3 = 0.5. The subdominant component of the signal
(VBF + VH + ttH) is fixed to the SM prediction. The hatched areas correspond to the system-
atic uncertainties in the theoretical predictions. Black points represent the measured fiducial
cross sections in each bin, black error bars the total uncertainty in each measurement, red boxes
the systematic uncertainties. The lower panels display the ratios of the measured cross sections
and of the predictions from POWHEG and MADGRAPH5 aMC@NLO to the NNLOPS theoretical
predictions.

๏ Differential measurements with respect to observables sensitive to H decay
1) Decay angles in the Higgs rest frame
2) Matrix element discriminants

H→ZZ→4l
H→ZZ→4l

H→ZZ→4l



๏ ttH and VH pT(H) spectrum sensitive to Higgs boson self coupling
๏ possible to extract  limits from the differential cross section

๏ ATLAS made a combined fit to pT Higgs differential distributions (from H→ZZ→4l and H→𝜸𝜸) and 
MVA distributions from VHbb and VHcc analysis to extrct  and 

κλ

κb κc
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H→ZZ→4l

H→𝜸𝜸
H→ZZ→4l

42

H boson self-coupling due to the large vector boson and the top quark masses, whereas ggH
and VBF production lead to much smaller contributions to the loop correction and are therefore
less sensitive to possible modifications of l3.

The cross sections for the various production mechanisms of the H boson are parametrized as
functions of a coupling modifier kl = l3/lSM

3 in order to account for NLO terms arising from
the H boson trilinear self-coupling. The signal model defined in Section 8 is modified by fixing
the cross sections and branching fractions to their SM expectation values and by introducing
scaling functions µi,j(kl) in each bin i of p

H
T , for each production mechanism j. The dominant

production mechanism is ggH, for which a differential parametrization of the cross section as
a function of kl is not available yet, as discussed in Refs. [137–139]. The inclusive value is used
for the parametrization of the H boson cross section for this production mechanism, taking into
account an inclusive O(l3) correction factor.

In order to compute the scaling functions µi,j(kl) for the other production modes, LO parton-
level events are generated using MADGRAPH5 aMC@NLO 2.5.5 and are reweighted on an event-
by-event basis using a dedicated EW reweighting tool, which computes the corresponding
NLO l3-corrections (O(l3)). The ratio of the O(l3) to the LO distributions in bins of p

H
T is

used to derive the scaling functions µi,j(kl) as detailed in Ref. [138].

Constraints on kl are extracted from the maximum likelihood scan in the range �10 < kl < 20,
outside which the model is no longer valid as NLO effects start to dominate, while the other
H couplings are fixed to their SM value. The likelihood scan as a function of kl is shown in
Fig. 26.
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Figure 26: Likelihood scan as a function of kl. The scan is shown with (solid line) and without
(dashed line) systematic uncertainties profiled in the fit.

The minimum of the negative log-likelihood ratio corresponds to a measured value of:

kl = 4.1+6.4
�5.9 = 4.1+6.1

�5.8 (stat)+2.0
�1.2 (syst) (10)

for an expected value of:

kl = 1.0+12.6
�5.4 = 1.0+12.0

�4.9 (stat)+3.8
�2.2 (syst). (11)

6.2 Combination with the constraints from \N(bb̄) and \N(cc̄) production

The measurement of Higgs boson decays to 11̄ and the search for Higgs boson decays to 22̄ in Higgsstrahlung
events (+�) constrain the 1- and 2-quark coupling modifiers through the quadratic dependence on ^

2
1

and ^
2
2

of the partial widths of the Higgs boson to these two final states. This section describes the
methodology and the results of a simultaneous fit to the Higgs boson transverse momentum distributions of
the � ! //

⇤ ! 4✓ and � ! WW fiducial cross section measurements and to the multivariate discriminant
used to measure the +� (@@̄) (@ = 1, 2) signal strength [16, 17].

Two scenarios are considered for this combination. The first scenario is the “shape+normalisation”
scenario as described previously. In the second scenario, the Higgs boson is also allowed to decay to BSM
particles and the associated partial width is included in the total width. The partial width for BSM decays
is parameterised as �BSM = � ⇥ ⌫BSM = �SM

⌫BSM
1�⌫BSM

, where � is the Higgs boson total width, and ⌫BSM is
its branching ratio to BSM particles. The second scenario reduces the assumptions of the model, at the
cost of reduced sensitivity.

In the combination, most common experimental systematic uncertainties and signal theory uncertainties
are modelled as correlated between the four channels (� ! //

⇤ ! 4✓, � ! WW, +� (11̄), +� (22̄)). Jet
energy calibration and flavour tagging e�ciency uncertainties are not modelled as correlated between the
channels due to the use of di�erent jet clustering algorithms.

The observed 68% and 95% CL contours in the 2D ^1 vs ^2 plane are shown in Figure 6(a) for the
shape+normalisation scenario where ⌫BSM is fixed to zero and in Figure 6(b) for the case where ⌫BSM

is a free parameter. The fit prefers a positive value of ^1, but negative values are not excluded at 68%
CL, leading to two disconnected allowed regions, corresponding to positive or negative values of ^1.
One-dimensional confidence intervals for ^2 with ^1 unconstrained in the fit are summarised in Table 8.
Excluding the +� (22̄) channel would worsen the one-dimensional constraints on ^2 by about 10% for the
⌫BSM = 0 scenario, and by a factor two for the alternative scenario where ⌫BSM is not fixed to zero.
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Figure 6: Observed 2D negative log likelihood contours for the ^1 and ^2 parameters from a simultaneous fit to the
Higgs ?T fiducial cross-sections in � ! WW and � ! //

⇤ ! 4✓ and to multivariate discriminants used to identify
+� events with Higgs bosons decaying to 11̄ or 22̄, for (a) ⌫BSM = 0 or (b) leaving ⌫BSM unconstrained.
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VH→cc



๏ In VBFH→WW constrains on Wilson coefficients defined in SMEFT
๏ No sensitivity for a simultaneous fit, one coefficient at the time

๏  and  are the most sensitive variables

๏ Two scenarios if pure dimension 6 operators are considered or not
Δϕjj p j1

⊥
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Figure 16: The observed and expected values of SMEFT Wilson coefficients from CP-even and CP-odd operators
obtained with only one Wilson coefficient left floating at a time in the fit to data while all others are set to zero.
The horizontal bands (bars) represent the expected (observed) error with a confidence level of 95% using the
parameterizations excluding (’lin.’) and including (’lin. + quad.’) the pure dimension-six contributions, respectively.
For the observed parameters, the data points represent the best-fit values. The values of 2�⌫, 2�,⌫, 2�@1, 2�D,
2�3 , 2

�⌫̃
, and 2

�,̃⌫
are scaled by a factor of 0.1.

observables, the constraints set on these parameters are induced by the asymmetric shape effects in the
�q 9 9 observable, which has CP-odd discrimination power. In the quadratic order, the branching ratio is
affected by CP-odd operators, resulting in significant quadratic effect for the constraints of the 2

�,̃⌫
and

2
�⌫̃

parameters.

Correlations between pairs of SMEFT Wilson coefficients are measured using the bootstrapping technique
presented in Section 8.2, and are shown in Figure 17. A large positive correlation of 80% is observed
between 2�, and 2�,⌫. Large positive correlations (85%�98%) are also seen among CP-odd coefficients,
which in turn have moderate correlations (approx. ±30% to ±40%) with the CP-even coefficients associated
with the Higgs boson interacting with vector bosons (2�, , 2�⌫, and 2�,⌫) and very small correlations
with coefficients associated with the Higgs boson interacting with quarks (2�@1, 2�@3, 2�D, and 2�3). The
latter coefficients show large (positive or negative) correlations among each other and moderate (positive
or negative) correlations (approx. ±30% to ±60%) with the CP-even 2�, , 2�⌫, and 2�,⌫ coefficients.
Moderate correlations are observed between 2�⌫ and 2�,⌫, and between 2�⌫ and 2�, .

Since correlations between pairs of differential cross-sections are provided, as detailed in Section 8.2, pairs
of measurements can be used to set constraints on new and different models of physics beyond the SM, for
example in future global fits.
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LEFT = LSM +

’
3

’
8

2
(3)

8

⇤(3�4) O
(3)

8
, for 3 > 4. (6)

The parameters 2
(3)

8
specify the strength of the anomalous interactions induced by the corresponding

operators and are known as the Wilson coefficients, while ⇤ is the scale of new physics. Only dimension-six
operators are considered, since the dimension-five and dimension-seven operators violate lepton and baryon
number conservation and the impact of higher-dimensional operators is expected to be suppressed by
higher powers of the new-physics scale ⇤ [123]. For energies less than the scale of new physics, only the
ratio 2

(3=6)
8

/⇤2 can be constrained by the data.

Constraints are set on the Wilson coefficients defined in the Standard Model Effective Field Theory (SMEFT)
formalism [124] in the Warsaw basis [125]. The measurements in the VBF �!,,

⇤
! 4a`a channel

do not provide sensitivity for simultaneous constraints on the full set of these coefficients. To reduce the
number of relevant parameters, a minimal flavor-violating scenario is assumed and only operators affecting
the tree-level Higgs boson couplings are considered. The sensitivity of the differential cross-sections
to several operators were studied. The Wilson coefficients were then constrained one at a time using
the differential distribution that is most sensitive to the corresponding operator. The constraints were
obtained for different charge-parity states, i.e., seven CP-even and three CP-odd operators. The CP-even
operators describing interactions between the Higgs boson and vector bosons are associated with the
Wilson coefficients 2�, , 2�⌫, and 2�,⌫, while the corresponding CP-odd operators are associated with
the 2

�,̃
, 2

�⌫̃
, and 2

�,̃⌫
Wilson coefficients. The CP-even Higgs boson interactions with quarks that are

associated with the 2�@1, 2�@3, 2�D, and 2�3 Wilson coefficients are also considered.

The constraints on the Wilson coefficients can be derived by comparing the measured differential fiducial
cross-section with the one predicted by SMEFT. For that purpose, the corresponding expected signal
production cross-sections, the branching ratio and the signal acceptances are parameterized in terms of the
Wilson coefficients. The amplitude for the signal process is split into a SM part, MSM, and a dimension-six
term that contains the anomalous interactions in the EFT amplitudes M8. Therefore, the dependence of
differential cross-sections on the EFT parameters can be written as follows:

f / |MEFT |
2 = |MSM +

’
8

28

⇤2M8 |
2 = |MSM |

2
+ 2

’
8

28

⇤2 '4(M
⇤

SMM8) +

’
8, 9

282 9

⇤4 '4(M
⇤

8
M 9). (7)

The second term on the right-hand side represents the interference between the SM and dimension-six
EFT amplitudes, also known as the linear term, while the third term, referred to as the quadratic term,
comprises the contribution from pure anomalous interactions from dimension-six EFT operators alone.

The constraints from the VBF �!,,
⇤
! 4a`a channel on the relevant Wilson coefficients allow a

rather large range of parameter values in which the quadratic term cannot be neglected even though its
contribution is suppressed by ⇤4. Such dimension-six quadratic terms are therefore included in the EFT
parameterization and the constraints on the dimension-six operators presented in this section are derived
with and without the pure dimension-six terms included in the theoretical prediction. Since the linear terms
from dimension-eight operators are suppressed by the same factor, they could also give non-negligible
contributions. The comparison of the constraints obtained from linear-only and linear-plus-quadratic EFT
prediction provides a qualitative measure of the uncertainties associated to missing terms in the EFT
operator expansion.
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Figure 15: The experimental VBF �!,,
⇤
! 4a`a differential cross-section as a function of (a)-(b) �q 9 9 and

(c)-(d) ?
91
T is shown together with the expected SM cross-section (P�����+P����� 8) and linear plus quadratic

(lin.+quad.) EFT model. The parameter values correspond to the negative limits set at 95% confidence level obtained
from the statistical interpretation of data with the lin.+quad. parameterizations. The contributions from the sum of
the interference and the pure dimension-six terms are represented as dashed lines.

The differential cross-sections can be described by combining the parameterization of the VBF Higgs
boson production cross-section, the branching ratio of the Higgs boson to two , bosons and the signal
acceptance. The procedure for deriving the parameterization of the differential fiducial cross-sections
follows Ref. [126]. The parameterizations for 2

�,̃⌫
and 2�D are found to be poorly described by a linear

and a linear plus quadratic function of the Wilson coefficients for values beyond the sensitivity of the
measurement, i.e., outside the limit ranges. This effect is due to a dependence of the fiducial selection
efficiency on the EFT parameters for extreme values of these couplings and not to a data unfolding bias.
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Figure 15: The experimental VBF �!,,
⇤
! 4a`a differential cross-section as a function of (a)-(b) �q 9 9 and

(c)-(d) ?
91
T is shown together with the expected SM cross-section (P�����+P����� 8) and linear plus quadratic

(lin.+quad.) EFT model. The parameter values correspond to the negative limits set at 95% confidence level obtained
from the statistical interpretation of data with the lin.+quad. parameterizations. The contributions from the sum of
the interference and the pure dimension-six terms are represented as dashed lines.

The differential cross-sections can be described by combining the parameterization of the VBF Higgs
boson production cross-section, the branching ratio of the Higgs boson to two , bosons and the signal
acceptance. The procedure for deriving the parameterization of the differential fiducial cross-sections
follows Ref. [126]. The parameterizations for 2

�,̃⌫
and 2�D are found to be poorly described by a linear

and a linear plus quadratic function of the Wilson coefficients for values beyond the sensitivity of the
measurement, i.e., outside the limit ranges. This effect is due to a dependence of the fiducial selection
efficiency on the EFT parameters for extreme values of these couplings and not to a data unfolding bias.
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H→WWH→WW



๏ Similar analysis in H→𝜸𝜸, setting constrains on Wilson coefficients
๏ No sensitivity for a simultaneous fit, one coefficient at the time
๏ Five differential distributions used to set limits
๏ Two scenarios if pure dimension 6 operators are considered or not
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Figure 19: The e�ect on the five di�erential distributions used in the analysis of (a) the CP-even coe�cients 2�⌧ ,
2�⌫, 2�, , 2�,⌫ and (b) the CP-odd coe�cients 2

�
e
⌧

, 2
� e⌫, 2

�f, , 2
�f,⌫

of the SMEFT e�ective Lagrangian for
values of the coe�cients close to the expected limits. The 2�⌫, 2�, , 2�,⌫ variations at the expected limits a�ect
mainly the � ! WW branching ratio with negligible e�ects on the cross-section. The e�ect is shown at a new-physics
scale ⇤ = 1 TeV.

Statistical interpretation Limits on Wilson coe�cients are set by constructing a likelihood function
which is defined, up to a constant normalisation factor, as

! = exp

�

1
2

�
fobs � fpred

�T
⇠
�1 �

fobs � fpred
� �

,

where fobs and fpred are :-dimensional vectors from the measured and predicted di�erential cross-sections
of the five analysed observables, with : = 34 equal to the total number of bins of the five distributions
used in the fit, ⇠ = ⇠stat + ⇠syst + ⇠theo is the : ⇥ : total covariance matrix defined as the sum of the
statistical, systematic and theoretical covariances. The overflow bins for ?WWT , < 9 9 and ?

91
T are not used in

the limit-setting fit as they extend beyond the assumed new-physics scale ⇤ = 1 TeV.

The statistical covariance matrix is obtained with a bootstrapping technique and the resulting correlation
matrix shown in Figure 20. The matrix provides a measure of the statistical correlations between
cross-section bins because the same events in data will populate the di�erent observables used in the fit.

The covariance matrices for systematic and theoretical uncertainties are constructed from the uncertainties
listed in Section 7. Theoretical uncertainties are considered for the di�erent production modes using the
default SM MC simulation to estimate the e�ect of QCD scale and PDF variations, detailed in Section 8.1,
and are considered to be independent of new physics. Identical sources are assumed to be fully correlated
across bins and variables. In addition, nuisance parameters are included in the fit to account for limited MC
sample size, typically a�ecting the highest ?WWT and < 9 9 bins. In what follows, the likelihood function is
numerically maximised to determine !max and confidence intervals for one or several Wilson coe�cients
are determined via

1 � CL =
π

1

G

dG 0 5 (G 0) ,

42

lack of sensitivity to these coe�cients at the current measurement accuracy. In addition, two-dimensional
limits are derived, allowing two Wilson coe�cients (a CP-even coe�cient and its CP-odd counterpart) to
vary simultaneously, using the interference-only cross-section and including the quadratic dimension-6
cross-section, and these are shown in Appendix D.

Table 7: The 95% CL observed limits on the 2�⌧ , 2�, , 2�⌫, 2�,⌫ Wilson coe�cients of the SMEFT basis and
their CP-odd counterparts using interference-only terms and using both the interference and quadratic terms. Limits
are derived by fitting one Wilson coe�cient at a time while setting the other coe�cients to zero. The limits are
computed at a new-physics scale ⇤ = 1 TeV.

Coe�cient 95% CL, interference-only terms 95% CL, interference and quadratic terms

2�⌧ [�6.1, 11.0] ⇥ 10�3
[�6.5, 10.2] ⇥ 10�3

2
�

e
⌧

[�0.12, 0.23] [�3.1, 3.5] ⇥ 10�2

2�, [�1.9, 0.9] ⇥ 10�2
[�1.8, 1.0] ⇥ 10�2

[ [0.28, 0.30]
2
�f, [�10.2, 5.2] [�7.3, 7.3] ⇥ 10�2

2�⌫ [�5.8, 2.8] ⇥ 10�3
[�5.5, 3.0] ⇥ 10�3

[ [8.4, 9.3] ⇥ 10�2

2
� e⌫ [�21.8, 5.7] ⇥ 102

[�2.3, 2.3] ⇥ 10�2

2�,⌫ [�5.2, 10.7] ⇥ 10�3
[�0.17,�0.15] [ [�5.5, 9.8] ⇥ 10�3

2
�f,⌫

[�2.5, 4.0] ⇥ 102
[�4.0, 4.0] ⇥ 10�2
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Figure 21: Observed and expected 68% and 95% CL limits on SMEFT Wilson coe�cients using (a) SM and
dimension-6 operators interference-only terms and (b) including quadratic dimension-6 terms. Limits are derived
by fitting one Wilson coe�cient at a time while setting the other coe�cients to zero. The limits are computed at a
new-physics scale ⇤ = 1 TeV.

10 Summary and conclusions

Measurements of Higgs boson fiducial cross-sections in the diphoton decay channel are performed using
?? collision data recorded by the ATLAS experiment at the LHC, assuming the Higgs boson mass to be

44
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Figure 31: (a) Di�erential fiducial cross section for the leading vs. subleading / boson mass, <12 vs. <34, and (b)
the corresponding correlation matrix between the measured cross sections and the //

⇤ background normalisation
factors. The bin boundaries are defined in Figure 12.
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Figure 40: Observed limits at 68% and 95% CL on the modified Higgs boson decays within the framework of the
pseudo-observables: (a) flavour universal contact terms; (b) linear EFT-inspired; (c) flavour non-universal vector
contact terms; (d) flavour non-universal axial-vector contact terms. The ?-values shown represent the probability of
compatibility between the data and the <12 vs. <34 prediction corresponding to the best-fit values of the parameters
of interest for each of the four scenarios considered. The SM predictions (⇤) and the observed best-fit values (+) are
indicated on the plots.
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๏ Z1 mass vs Z2 mass in H→ZZ→4l can be used to set limits on modifications of couplings with left and 
right handed leptons
๏ Pseudo-observables affecting angular distributions set to 0
๏ di-lepton invariant mass only sensitive variable
๏ Four scenarios considered

H→ZZ→4l


