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https://arxiv.org/abs/1308.6832
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https://arxiv.org/abs/1502.05664
https://arxiv.org/abs/1502.05664(NLO th.), γZ  0.05± 0.01 ±0.98 -119.5 fb
https://arxiv.org/abs/1210.7544
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https://arxiv.org/abs/2107.01137
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https://arxiv.org/abs/1306.1126
https://arxiv.org/abs/1306.1126WW  0.09± 0.04 ±1.07 -14.9 fb
https://arxiv.org/abs/1507.03268
https://arxiv.org/abs/1507.03268WW  0.08± 0.02 ±1.00 -119.4 fb
https://arxiv.org/abs/2009.00119
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https://arxiv.org/abs/2107.01137
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CMS measurements vs.
Theory

• Diboson: access to triple gauge boson coupling 
(TGCs), entering precision era.


• Vector Boson Scattering (VBS) and triboson: 
Access to quartic gauge boson couplings 
(QGCs), first evidences and observations


• BSM effects parametrized by higher dimension 
operators in an effective field theory framework 

VV

VBS VV

VVV

1 Introduction

The Standard Model E�ective Field Theory (SMEFT, see for example Ref. [1] for an overview) allows
for the description of the e�ects of a variety of theories beyond the Standard Model (SM) that introduce
new-physics states at a mass scale ⇤ that is large in comparison to the electroweak scale. The theory
provides predictions for experimental observables in terms of an expansion in ⇢/⇤, where ⇢ is the typical
energy exchanged in the process. This is done by using a series of operators O(3)

8 , which consist of gauge
invariant combinations of SM fields with an energy dimension 3 greater than four:

LSMEFT = LSM +

’
8

2
(5)
8

⇤
O

(5)
8 +

’
8

2
(6)
8

⇤2 O
(6)
8 + . . . . (1)

Measurements of observables sensitive to the e�ect of SMEFT operators allow to constrain 2
(3)
8 /⇤3�4,

where 2
(3)
8 are the Wilson coe�cients associated to the dimension-3 operator O(3)

8 . Odd-dimensional
operators introduce lepton and baryon number violation and are thus not relevant for the measurements
analyzed in this note. Leading e�ects of new physics are expected to manifest themselves as dimension-six
operators, as higher-dimensional operator are suppressed by greater powers of ⇤�1. The Warsaw basis [2]
provides a complete set of dimension-six operators allowed by SM gauge symmetries.

In this note, a SMEFT interpretation constraining dimension-six operators with three types of measurements
is presented:

• ATLAS Higgs boson data: A combined measurement of Higgs boson production and decay in
exclusive kinematic regions of the production phase space, defined within the Simplified Template
Cross-Section (STXS) framework [3].

• ATLAS electroweak data: Di�erential cross-section measurements for diboson production and /

boson production via vector boson fusion (VBF) [4].

• Electroweak precision data (EWPD): A combined measurements of electroweak precision observables
(EWPO) on the / resonance [5] that were performed at LEP and SLC.

The measurements are sensitive to a large number of operators that a�ect Higgs boson couplings, weak boson
self-couplings, couplings of weak bosons to fermions, and four-fermion couplings. The combination of a
large number of measurements is required for both optimal sensitivity and to disentangle the contributions
of these operators.

2 Data and input measurements

In this section the datasets that are interpreted in this note are presented. While combined SMEFT
interpretations of partial datasets already exist in Refs. [3] and [4], the data is re-analyzed in a consistent
framework for this work.
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Connection with the Higgs
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Motivation for WWW
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The process has a low cross section and has not been observed.
(ATLAS has an 8 TeV analysis with 1σ sensitivity. No 13 TeV result yet.)

The process has ample physics content
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Vector boson scattering
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1 Introduction
Vector boson scattering (VBS) processes probe the electroweak (EW) symmetry breaking mech-
anism at high energy scales. The unitarity of the tree-level amplitude of the scattering of longi-
tudinally polarized gauge bosons at high energies is restored in the standard model (SM) by a
Higgs boson with a mass lower than about 1 TeV [1, 2]. The observation of a Higgs boson with
a mass of about 125 GeV [3–5] provides an explanation that W and Z gauge bosons acquire
mass via the Brout–Englert–Higgs mechanism, but additional Higgs bosons may still play a
role in the EW symmetry breaking. Modifications of the VBS cross section for the longitudi-
nally polarized W and Z bosons are predicted in models of physics beyond the SM through
modifications of the Higgs boson couplings to gauge bosons or through the presence of new
resonances [6, 7]. The measurements of the longitudinally polarized scattering of the W and Z
bosons provide complementary information to direct measurements of the Higgs boson cou-
plings to gauge bosons [8, 9]. Models of beyond SM physics that modify the cross sections of
VBS processes with transversely polarized W and Z bosons are discussed in Ref. [10].

At the CERN LHC, VBS interactions are characterized by the presence of two gauge bosons in
association with two forward jets that have a large rapidity separation. They are part of a class
of processes contributing to the same-sign W±W± production in association with two jets that
proceeds via the EW interaction at tree level, O(a4), where a is the EW coupling, referred to as
EW W±W± production. The leptonic decay mode W±W±

! `±n`0±n, where both W bosons
decay into electrons or muons, `, `0 = e, µ, is a promising final state to study the polarized
scattering from gauge bosons. The background contribution of the quantum chromodynamics
(QCD) induced production of W±W± boson pairs in association with two jets with tree-level
contributions at O(a2a2

S), where aS is the strong coupling, is small. Figure 1 shows represen-
tative Feynman diagrams of VBS processes involving self-interactions between gauge bosons
through triple and quartic gauge couplings and the t-channel Higgs boson exchange.
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Figure 1: Illustrative Feynman diagrams of VBS processes, where W bosons are radiated from
incoming quarks (q), contributing to the EW-induced production of events containing two for-
ward jets and W±W± boson pairs decaying to leptons. Diagrams with the triple gauge cou-
pling vertex (left), the quartic gauge coupling vertex (center), and the t-channel Higgs boson
exchange (right) are shown.

The unpolarized EW W±W± production has been previously measured at the LHC in the lep-
tonic decay modes at

p
s = 8 and 13 TeV [11–15]. The first differential cross section measure-

ments were reported in Ref. [15]. This Letter presents the first measurement of the EW produc-
tion cross sections for polarized same-sign W±W± boson pairs. The data sample of proton-
proton (pp) collisions at

p
s = 13 TeV corresponds to an integrated luminosity of 137 fb�1 [16–

18], collected with the CMS detector [19] in three LHC operating periods during the years 2016,
2017, and 2018. The three data sets are analyzed independently, with appropriate calibrations
and corrections, because of the various LHC operating conditions and the upgrades in the

VVV: TGC mediated, Higgs mediated, QGC
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process\QGC WWWW WWZZ WWZγ WWγγ

WWjj X x x x

WZjj x X

ZZjj x

W/Zγjj X x

WW (via γγ) X

WWW X

WWZ X X

WZZ X

Wγγ X

WZγ X

WWγ X X

• TGCs/diboson are relatively well-known


• More channels are sensitive to Dim (6) and Dim(8) operators. E.g. ZZZ



Evidences/Discoveries of processes with QGC 
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Process\QGC LHC results

WWjj Observation of EWK production,search with τ leptons, Evidence of VBS WV, 
Obs of EWK, Obs OS WW

WZjj Evidence of VBS WV, Observation

ZZjj Evidence, Observation

W/Zγjj Observation,Evidence

WW (via γγ) Search for exclusive production

WWW Observation (VVV), Evidence, Observation

WWZ Observation (VVV), Evidence

WZZ Observation (VVV)

Wγγ Observation, Evidence

WZγ Observation

WWγ Observation

An incomplete list, please see the latest results here: ATLAS and CMS

https://cms-results.web.cern.ch/cms-results/public-results/publications/SMP-21-001/index.html
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-22-008/index.html
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-20-013/index.html
https://arxiv.org/abs/1906.03203
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-039
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-20-013/index.html
https://arxiv.org/abs/1812.09740
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-20-001/index.html
https://arxiv.org/abs/2004.10612
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-20-016/index.html
https://cms-results.web.cern.ch/cms-results/public-results/publications/SMP-19-008/index.html
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-21-014/index.html
https://arxiv.org/abs/2006.11191
https://arxiv.org/abs/2006.11191
http://dx.doi.org/10.1103/PhysRevLett.129.061803
https://arxiv.org/abs/2006.11191
https://arxiv.org/abs/2006.11191
https://arxiv.org/abs/2006.11191
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2018-33/
https://cds.cern.ch/record/2000307?ln=en
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2019-17/
https://cms-results.web.cern.ch/cms-results/public-results/publications/SMP-22-006/index.html
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/StandardModelPublicResults
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP/index.html
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• Highlight recent experiment results from ATLAS and CMS, 
focused on recent observations, new signatures, new (or 
resurrection) techniques


• New results completing the ‘observation chart’


• Constraints on Higgs couplings from VVV


• Include hadronic τ leptons


• CP violating terms


• Differential measurements


• Interference as a probe for higher order operators


• Run 3 result at 13.6 TeV



Observation of WZγ
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W and Z decay leptonically: 


3 leptons (e/μ) plus additional photon, full Run-2 data. 6.3 (5) σ observed(expected)

�' =
p
(�[)2 + (�q)2 between each lepton and the photon is required to satisfy �'(✓, W) > 0.4. The

contribution from events where the photon is produced from radiative decay of the / boson, / ! ✓
+
✓
�
W,

is reduced by requiring the invariant mass, <✓✓ , of the /-lepton pair to exceed 81 GeV.

Table 1: The data event yield and post-fit signal and background yields in the SR, and CRs for //W and // (4 ! W).
The uncertainties include both the statistical and systematic contributions. The uncertainty in the total yield can be
smaller than the quadrature sum of the contributions because of correlations resulting from the fit.

Process SR //W CR // (4 ! W) CR

,/W 92 ± 15 0.21 ± 0.07 0.56± 0.14
//W 10.7 ± 2.3 23 ± 5 1.8 ± 0.4
// (4 ! W) 3.0 ± 0.6 0.028± 0.020 30 ± 6
/WW 1.05± 0.32 0.15 ± 0.06 0.29± 0.10
Nonprompt background 30 ± 6 - -
Pileup W 1.9 ± 0.7 - -

Total yield 139 ± 12 23 ± 5 33 ± 6

Data 139 23 33

Inclusive ✓0±a✓+✓�W signal events with invariant mass of the same-flavor opposite-charge (SFOC) lepton-
pair greater than 20 GeV, and with the lepton–neutrino pair’s invariant mass exceeding 2 GeV, were
generated by S����� 2.2.11 [19] with the NNPDF3.0���� [20] parton distribution function (PDF) set.
Matrix elements including all diagrams with three electroweak couplings were calculated with zero parton
emissions at next-to-leading order (NLO) in QCD, or with one or two partons at LO, and at LO in the
EW coupling constant and merged with the S����� parton shower [21] (PS) according to the CKKW
procedure [22]. Photons radiated from the initial- and final-state charged particles were also generated,
with a minimum photon energy requirement of 7 GeV at parton level in the matrix element calculation.

The dominant backgrounds originate from processes with a nonprompt lepton or photon from a hadron
decay, or a jet misidentified as a prompt lepton or photon, e.g. / (! ✓

+
✓
�)W + - , CC̄W, ,/ + - and

// (! ✓
0+
✓
0�
✓
+
✓
�) + - . Such backgrounds are referred to as nonprompt background and estimated using

data-driven techniques based on selecting event samples containing loose leptons and/or loose photons
so as to be enriched in lepton-like and/or photon-like jets. Loose electrons must satisfy the Medium
likelihood identification requirement in Ref. [14] and fail the Tight identification or Gradient isolation
requirements. Loose muons must be nonisolated and/or be matched more loosely (3.0 < |30 |/f30 < 10.0)
than signal muons to the primary vertex. Loose photons must either be nonisolated or fail to meet the Tight
identification criteria but satisfy looser ones. The number of nonprompt background events, #nonprompt, in
the SR is estimated as

#
nonprompt =

’
8

�
✓

8
(#data

B,8 � #
prompt
B,8 ) +

’
9

�
W

9
(#data

C, 9 � #
prompt
C, 9 ) �

’
8, 9

�
✓

8
�
W

9
(#data

D,8, 9
� #

prompt
D,8, 9

),

where 8 ( 9) identifies the ?T bin of the loose lepton (photon); B, C and D represent regions where events are
selected with the same set of criteria as the SR but with one loose lepton, one loose photon, or one loose
lepton and one loose photon, respectively; #data

X,8 ( 9 ) and #
prompt
X,8 ( 9 ) represent the yields of data and of processes

with prompt leptons and photons, i.e. ,/W, //W, // (4!W), /WW, in region X (X = B, C, D) and bin 8

( 9) of the loose lepton (photon); and �
✓

8
(�W

9
) is a fake factor defined as the ratio of the probability that a

lepton-like (photon-like) jet meets the signal selection criteria to the probability that it meets the loose

4

the fit. The fit is carried out for all leptonic final states (4``, `44, 444, ```) combined and hence uses
three bins in total: one SR and two CRs.
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Figure 2: Distributions of photon ?
W

T (top left), leading-lepton ?
✓1
T (top right), <✓✓ (bottom left) and ⇢

miss
T (bottom

right) in the SR. The lower panel in each figure shows the ratio of the data points to the post-fit total prediction. The
arrows indicate that the ratio lies outside the range covered by the vertical axis. The uncertainty bands include both
the statistical and systematic uncertainties as obtained by the fit. The overflow content of each histogram is added to
the last bin.

Systematic uncertainties affecting the predicted SM yields contain contributions from electron and muon
trigger, reconstruction, identification [15, 31] and isolation requirements, energy and momentum scales [15,
32], modeling of ⇢miss

T [33], and theoretical modeling of ,/W events. The last of these is estimated by
varying the renormalisation and factorization scales, and the PDFs and Us, according to prescriptions in
Ref. [34, 35]. Other contributions include uncertainties from the determination of lepton and photon fake
factors and modeling of prompt backgrounds in looser lepton and/or photon regions, uncertainties in the
/WW cross-section and pileup background, and signal and background uncertainties due to limited sample
size. The dominant systematic uncertainty in the measured cross-section in the FR, f,/W , arises from the
data sample size in the loose lepton and/or photon region and is 5.4%, followed by a 2.5% uncertainty
from the photon identification and isolation efficiency, and a 2.0% uncertainty related to muons. The

6

TGC+ ISR QGC ISR FSR

Electroweak (EW) production of triboson states, +WW, ++W, +++ (+ = , or /), in high-energy proton–
proton (??) collisions provides one of the primary means to probe the quartic interactions between EW
gauge bosons and to carry out indirect searches for physics beyond the Standard Model (SM). Although
such studies are experimentally challenging because of the small cross-sections involved and the presence
of significant background contributions, the ATLAS and CMS experiments at the Large Hadron Collider
(LHC) have observed some of the relevant channels. The ATLAS and CMS collaborations have observed
/WW production at ?? center-of-mass energies

p
B of 8 TeV and 13 TeV [1–4] and have obtained evidence for

,WW production [3–5]. The combined production of three massive gauge bosons, +++ , has been observed
at
p
B = 13 TeV by CMS [6], and the observation of ,,, production was reported by ATLAS [7], also atp

B = 13 TeV. Upper limits of approximately 2–4 times the predicted SM cross-section on the combined
production of the ,,W and ,/W triboson states at

p
B = 8 TeV have been reported by the ATLAS [8] and

CMS [9] collaborations.

This Letter reports the observation of ,/W production in ?? collisions with both the , and the / boson
decaying leptonically, ?? ! ,/W ! ✓

0±
a✓

+
✓
�
W, where ✓

0 and ✓ are an electron or a muon, using
140.1 ± 1.2 fb�1 [10, 11] of data at

p
B = 13 TeV recorded with the ATLAS detector. The ✓

0±
a✓

+
✓
�
W

production cross-section is measured in a fiducial phase-space region defined such that the leptons and the
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Observation of WWγ 
& constraints on Higgs coupling to light fermions

5

ber of events in data and predictions after the fit to the data are listed in Table 1. The observed
(expected) signal significance from the fit is 5.6 (4.7) standard deviations, corresponding to the
observed distributions after the fit to the data shown in Fig. 3. The observed signal strength,
µobs. = 1.31 ± 0.17 (stat) ± 0.21 (syst), is extracted in a fiducial region defined by applying the
signal selection at particle level, without the requirements on b jets and additional leptons. The
theoretical prediction for the WWg fiducial cross section is 4.61± 0.34 (scale)± 0.05 (PDF) fb at
NLO QCD as evaluated by MADGRAPH5 aMC@NLO. The WWg measured cross section from
the simultaneous fit with the uncertainties divided into statistical, experimental, and theoreti-
cal modeling components is s = 6.0 ± 0.8 (stat) ± 0.7 (syst) ± 0.6 (modeling) fb = 6.0 ± 1.2 fb.
The theoretical modeling uncertainties include the renormalization and factorization of QCD
scales, PDFs, and parton shower modeling from all simulations.
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Figure 3: The unrolled two-dimensional m

WW
T -m``g distributions in category 0 jet (left) and �1

jet (right) after the fit to data. The data are compared with the sum of the signal and expected
background. The black points with error bars represent the data and their statistical uncertain-
ties, whereas the hatched bands represent the total uncertainties in the predictions.

We also search for the Hg production mechanism shown in Fig. 1 with modified Higgs boson
couplings to light quarks, which have different p

g
T spectra and equivalently Hg invariant mass

compared with other anomalous HZg couplings processes as described in Ref. [14]. The se-
lection for this search is similar to the EW WWg signal selection but targets the Higgs boson
characteristics by requiring Df`` < 2.5, DR`` < 2.3, and DR`g > 0.8. Now the observed WWg
is regarded as a background whose normalization floats and is constrained by incorporating
the remaining WWg events and all CRs in the simultaneous fit. Since the DR`` observable has
good discrimination power [62], the profile likelihood ratio test statistic [63] is built separately
for four processes in bins of DR`` and m

WW
T , where DR`` and m

WW
T are divided into bins of [0.5,

1.8, 2.0, 2.3) and [0, 10, 40, 70, 110, •), respectively. The upper limits on the Hg cross sections
at 95% CL are shown in Table 2. The results can be interpreted as limits on the Higgs boson
to light quarks Yukawa couplings kq [10], assuming that the light quark and the Higgs boson
interaction vertex in Fig. 1 is the only parameter that does not behave according to SM. The
normalized light Yukawa couplings kq are also provided, which rescales kq into units of y

SM

b
evaluated at scale µ = 125 GeV as described in Ref. [64].

In summary, this letter reports the first observation of WWg production in proton-proton col-
lisions. The measurement uses a data set collected by the CMS experiment at the LHC in
2016–2018 at a center-of-mass energy of 13 TeV, with an integrated luminosity of 138 fb�1. The
measured fiducial cross section for WWg production is 6.0 ± 1.2 fb, in agreement with the

6

Table 2: Upper limits on the cross section and derived limits in terms of Yukawa coupling at
95% CL for Hg production initiated by light quarks.

Process s upper limits obs. (exp.) [fb] kq limits obs. (exp.) at 95% CL kq limits obs. (exp.) at 95% CL
uu ! H + g ! eµnenµ g 85 (67) |ku |  16000 (13000) |ku |  7.5 (6.1)
dd ! H + g ! eµnenµ g 72 (58) |kd |  17000 (14000) |kd |  16.6 (14.7)
ss ! H + g ! eµnenµ g 68 (49) |ks |  1700 (1300) |ks |  32.8 (25.2)
cc ! H + g ! eµnenµ g 87 (67) |kc |  200 (110) |kc |  45.4 (25.0)

prediction at next-to-leading order in quantum chromodynamics. A search for the associated
production of the Higgs boson and a photon is also performed using the Higgs boson decay to
W+W�. A set of limits at 95% confidence level on the Higgs boson couplings to light quarks is
reported.
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W decay leptonically: 


2 leptons (e/μ) plus 
additional photon and 
missing transverse 
energy, full Run-2 data. 
observed (expected) 
significance is 5.6 (4.7) 

1

Measurements of multiple electroweak (EW) bosons produced at a common interaction vertex
are a key to understanding the EW sector of the standard model (SM). The nonabelian struc-
ture of the EW interaction predicts the presence of self-interactions among the vector bosons
(W, Z, g), leading to a rich variety of multiboson production mechanisms. Many multiboson
processes are currently accessible only at the CERN LHC given the energies and integrated
luminosities required to observe them. The CMS and ATLAS Collaborations have both re-
cently observed the simultaneous production of three massive gauge bosons [1, 2]. The double-
photon productions of Wgg and Zgg have also been measured by both CMS and ATLAS,
with a statistical significance of at least 3 standard deviations [3–6]. Searches for WWg pro-
duction have previously been reported by both CMS and ATLAS at a center-of-mass energy of
8 TeV [7, 8] where only upper limits were set because of a lack statistical power and sensitivity.

Triboson production includes not only the interactions involving triple and quartic gauge cou-
plings (TGCs and QGCs), but also the mediation of the Higgs boson (H), providing an op-
portunity to measure or constrain Yukawa couplings. Deviations from theoretical predictions
in the triboson measurements could provide indirect evidence of new particles or new inter-
actions. Recently, proposals to exploit Hg production to probe Higgs boson couplings with
light (c, s, u, and d) quarks have been published [9–11]. Since the gluon-initiated contribu-
tion gg ! Hg vanishes according to Furry’s theorem [9, 12], Hg inclusive production at the
LHC is directly related to the Higgs boson Yukawa couplings to the light quarks. Various inter-
pretations [13–15] of the light quark Yukawa couplings were previously proposed. Similarly,
gluon fusion production can constrain the light quark Yukawa couplings [16]. Recently, CMS
reported a direct constraint on the charm quark Yukawa coupling modifier of 1.1 < |kc | < 5.5
[17] and ATLAS provided an upper bound of |kc | < 8.5 at 95% confidence level (CL) [18]. How-
ever, the upper bounds on the strange quark Yukawa coupling are presently significantly less
stringent [19, 20].

At leading order (LO) in quantum chromodynamics (QCD), e+neµ�nµ g and µ+nµe�neg pro-
duction in proton-proton (pp) collisions can proceed via: (i) initial-state radiation (ISR) from
one of the incoming quarks; (ii) final-state radiation (FSR) from the outgoing charged leptons;
(iii) the WWZ or WWg TGC; (iv) the WWZg or WWgg QGC; and (v) the associated produc-
tion of the Higgs boson and a photon. Figure 1 shows examples of these processes. At higher
orders in QCD [21], additional quarks can appear in the final state, and photons can arise via
FSR from an outgoing quark or lepton.
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Figure 1: Representative Feynman diagrams for the WWg process at LO, from left to right:
ISR, TGC, QGC, and Hg associated production.

This Letter reports a first observation of WWg production as well as a search for Hg produc-
tion generated through the Higgs boson interactions with light quarks. The measurements are
based on

p
s = 13 TeV pp collision data collected with the CMS detector during 2016–2018,

with an integrated luminosity of 138 fb�1. Tabulated results are provided in HEPData [22].

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the magnetic field, there are silicon pixel and

link

5

ber of events in data and predictions after the fit to the data are listed in Table 1. The observed
(expected) signal significance from the fit is 5.6 (4.7) standard deviations, corresponding to the
observed distributions after the fit to the data shown in Fig. 3. The observed signal strength,
µobs. = 1.31 ± 0.17 (stat) ± 0.21 (syst), is extracted in a fiducial region defined by applying the
signal selection at particle level, without the requirements on b jets and additional leptons. The
theoretical prediction for the WWg fiducial cross section is 4.61± 0.34 (scale)± 0.05 (PDF) fb at
NLO QCD as evaluated by MADGRAPH5 aMC@NLO. The WWg measured cross section from
the simultaneous fit with the uncertainties divided into statistical, experimental, and theoreti-
cal modeling components is s = 6.0 ± 0.8 (stat) ± 0.7 (syst) ± 0.6 (modeling) fb = 6.0 ± 1.2 fb.
The theoretical modeling uncertainties include the renormalization and factorization of QCD
scales, PDFs, and parton shower modeling from all simulations.

50

100

150

Ev
en

ts
 /b

in γWW
l Nonprompt
γ Nonprompt

 Syst⊕Stat 

γV
VV
Top
Data

 (20,150]∈ γllm  (150,250]∈ γllm )∞ (250,∈ γllm

 SRγPostfit WW
Category 0 jet

 (13 TeV)-1138 fbCMS  

(10,40]

(40,70]

(70,110]

110<

(10,40]

(40,70]

(70,110]

110<

(10,40]

(40,70]

(70,110]

110<

 [GeV]T
WWm

0.5
1.0
1.5

D
at

a/
Ex

p.

100

200

300

Ev
en

ts
 /b

in γWW
l Nonprompt
γ Nonprompt

 Syst⊕Stat 

γV
VV
Top
Data

 (20,150]∈ γllm  (150,250]∈ γllm )∞ (250,∈ γllm

 SRγPostfit WW
 1 jet≥Category 

 (13 TeV)-1138 fbCMS  

(10,40]

(40,70]

(70,110]

110<

(10,40]

(40,70]

(70,110]

110<

(10,40]

(40,70]

(70,110]

110<

 [GeV]T
WWm

0.5
1.0
1.5

D
at

a/
Ex

p.

Figure 3: The unrolled two-dimensional m
WW
T -m``g distributions in category 0 jet (left) and �1

jet (right) after the fit to data. The data are compared with the sum of the signal and expected
background. The black points with error bars represent the data and their statistical uncertain-
ties, whereas the hatched bands represent the total uncertainties in the predictions.

We also search for the Hg production mechanism shown in Fig. 1 with modified Higgs boson
couplings to light quarks, which have different p

g
T spectra and equivalently Hg invariant mass

compared with other anomalous HZg couplings processes as described in Ref. [14]. The se-
lection for this search is similar to the EW WWg signal selection but targets the Higgs boson
characteristics by requiring Df`` < 2.5, DR`` < 2.3, and DR`g > 0.8. Now the observed WWg
is regarded as a background whose normalization floats and is constrained by incorporating
the remaining WWg events and all CRs in the simultaneous fit. Since the DR`` observable has
good discrimination power [62], the profile likelihood ratio test statistic [63] is built separately
for four processes in bins of DR`` and m

WW
T , where DR`` and m

WW
T are divided into bins of [0.5,

1.8, 2.0, 2.3) and [0, 10, 40, 70, 110, •), respectively. The upper limits on the Hg cross sections
at 95% CL are shown in Table 2. The results can be interpreted as limits on the Higgs boson
to light quarks Yukawa couplings kq [10], assuming that the light quark and the Higgs boson
interaction vertex in Fig. 1 is the only parameter that does not behave according to SM. The
normalized light Yukawa couplings kq are also provided, which rescales kq into units of y

SM

b
evaluated at scale µ = 125 GeV as described in Ref. [64].

In summary, this letter reports the first observation of WWg production in proton-proton col-
lisions. The measurement uses a data set collected by the CMS experiment at the LHC in
2016–2018 at a center-of-mass energy of 13 TeV, with an integrated luminosity of 138 fb�1. The
measured fiducial cross section for WWg production is 6.0 ± 1.2 fb, in agreement with the

https://cms-results.web.cern.ch/cms-results/public-results/publications/SMP-22-006/index.html
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Figure 2: Distributions in the invariant mass of the di-jet system for the data and the pre-fit
background prediction for the (left) e + th and (right) µ + th nonprompt CRs. The overflow
count is included in the last bin. The solid red line shows the expectation for the EW ssWW
signal.

Table 1: Definition of the SR and four CRs. All regions are disjoint. The SR and three CRs
(Nonprompt, tt , OS) are selected from an inclusive lepton trigger; the QCD enriched CR (last
row) is selected from a jet-based trigger.

Region 1 `, 1 th, no additional “loose” `
same-sign (`, th) p

miss
T >50 GeV additional requirements

SR X ⇥ Mjj >500 GeV
Nonprompt CR X ⇥

tt CR ⇥ X b-tagged jet (“medium”)
OS CR ⇥ X b-tagged jet veto (“loose”)
QCD-enriched CR 1 “loose” e, µ, or th, no add. leptons, p

miss
T 50 GeV, MT(`, p

miss
T ) <50 GeV
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signal.

Table 1: Definition of the SR and four CRs. All regions are disjoint. The SR and three CRs
(Nonprompt, tt , OS) are selected from an inclusive lepton trigger; the QCD enriched CR (last
row) is selected from a jet-based trigger.

Region 1 `, 1 th, no additional “loose” `
same-sign (`, th) p

miss
T >50 GeV additional requirements

SR X ⇥ Mjj >500 GeV
Nonprompt CR X ⇥

tt CR ⇥ X b-tagged jet (“medium”)
OS CR ⇥ X b-tagged jet veto (“loose”)
QCD-enriched CR 1 “loose” e, µ, or th, no add. leptons, p

miss
T 50 GeV, MT(`, p

miss
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• Hadronically decaying τ tagged with a DeepTau algorithm. Additional DNN as main 
discriminate


• 2.7 standard deviations observed (1.9 expected) for electroweak same-sign WW 
scattering, QCD production fixed to SM 
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Figure 3: Distribution of DNN output for the e + th (left) and µ + th (right) channels for the
full data sample, in the tt CR (upper), OS CR (middle), and SR (lower) rows. Data points are
overlaid on the post-fit background (stacked histograms). The overflow is included in the last
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1. Introduction 1

1 Introduction
The discovery of the Higgs boson [1] provided evidence that fermions and bosons acquire
their masses through the Brout-Englert-Higgs mechanism of electroweak spontaneous sym-
metry breaking (EWSB) [2–4]. In this framework, vector boson scattering (VBS) processes play
a special role. This is because in the standard model (SM) the contribution of the longitudinal
polarization component to vector boson scattering is very small, and thus sensitive to beyond-
SM effects. In fact, the unitarity of the scattering amplitude depends on a delicate cancellation
of diagrams involving the mediation of the Higgs boson. Therefore, for any deviation from the
SM couplings of the Higgs boson to the vector bosons, the VBS cross section would diverge
with increasing center-of-mass energy. The theoretical calculation of the effects of different
sources of deviations from the SM is sensitive to the method chosen to ”unitarize” the process
at higher energies [5, 6].

The VBS process is defined theoretically, at the Born level, as a sum of purely EW processes
of order O(a6), where a is the electroweak coupling constant, giving rise to a small cross sec-
tion. Experimental VBS signatures also include irreducible contributions that enter at order
O(a2

s a4), usually referred to as quantum chromodynamics (QCD) background. Typical Feyn-
man diagrams for these processes are shown in Fig. 1.

Figure 1: Representative Born level Feynman diagrams contributing to the process pp !

t±nt`
±n` jj, ` = e, µ, with O(a6) (left) and O(a2

s a4) (right) couplings.

In the last few years both the ATLAS and the CMS Collaborations have measured processes of
this kind, with the first evidence for VBS provided by ATLAS in 2014 [7] and the first observa-
tion by CMS in 2017 [8], making this an active field of investigation that includes the study of
several new channels [9, 10].

Among all the VBS processes, the scattering of a W pair of the same sign (ssWW) is one of the
more favored channels, having the largest cross section among the EW-mediated processes and
a large cross section ratio between the EW and QCD production modes.

The present study investigates a new and so far unexplored final state characterized by the
decay of one of the scattered W bosons into a t lepton, with the latter ultimately decaying into
hadrons (hadronic tau, th). The final state thus consists of a charged light lepton ` = e, µ, the
corresponding neutrino n` , a th, the corresponding nt, and two jets produced by the quarks
that emitted the W boson pair. The inclusion of the t lepton in the study of VBS processes
expands its sensitivity to possible deviations from the SM because of its large mass, and hence
preferential coupling to the Higgs boson.

In this note, we introduce a machine-learning approach to the identification of the `thnnjj final
state in ssWW VBS processes and perform measurements of the cross section, both for the EW
contribution, fixing the QCD contribution, and for the unconstrained EW+QCD combination
of these processes. The data from proton-proton collisions at

p
s = 13 TeV were collected by
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Figure 2: Distributions in the invariant mass of the di-jet system for the data and the pre-fit
background prediction for the (left) e + th and (right) µ + th nonprompt CRs. The overflow
count is included in the last bin. The solid red line shows the expectation for the EW ssWW
signal.

Table 1: Definition of the SR and four CRs. All regions are disjoint. The SR and three CRs
(Nonprompt, tt , OS) are selected from an inclusive lepton trigger; the QCD enriched CR (last
row) is selected from a jet-based trigger.

Region 1 `, 1 th, no additional “loose” `
same-sign (`, th) p

miss
T >50 GeV additional requirements

SR X ⇥ Mjj >500 GeV
Nonprompt CR X ⇥

tt CR ⇥ X b-tagged jet (“medium”)
OS CR ⇥ X b-tagged jet veto (“loose”)
QCD-enriched CR 1 “loose” e, µ, or th, no add. leptons, p

miss
T 50 GeV, MT(`, p

miss
T ) <50 GeV
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In the last few years both the ATLAS and the CMS Collaborations have measured processes of
this kind, with the first evidence for VBS provided by ATLAS in 2014 [7] and the first observa-
tion by CMS in 2017 [8], making this an active field of investigation that includes the study of
several new channels [9, 10].

Among all the VBS processes, the scattering of a W pair of the same sign (ssWW) is one of the
more favored channels, having the largest cross section among the EW-mediated processes and
a large cross section ratio between the EW and QCD production modes.

The present study investigates a new and so far unexplored final state characterized by the
decay of one of the scattered W bosons into a t lepton, with the latter ultimately decaying into
hadrons (hadronic tau, th). The final state thus consists of a charged light lepton ` = e, µ, the
corresponding neutrino n` , a th, the corresponding nt, and two jets produced by the quarks
that emitted the W boson pair. The inclusion of the t lepton in the study of VBS processes
expands its sensitivity to possible deviations from the SM because of its large mass, and hence
preferential coupling to the Higgs boson.

In this note, we introduce a machine-learning approach to the identification of the `thnnjj final
state in ssWW VBS processes and perform measurements of the cross section, both for the EW
contribution, fixing the QCD contribution, and for the unconstrained EW+QCD combination
of these processes. The data from proton-proton collisions at

p
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Figure 2: Distributions in the invariant mass of the di-jet system for the data and the pre-fit
background prediction for the (left) e + th and (right) µ + th nonprompt CRs. The overflow
count is included in the last bin. The solid red line shows the expectation for the EW ssWW
signal.

Table 1: Definition of the SR and four CRs. All regions are disjoint. The SR and three CRs
(Nonprompt, tt , OS) are selected from an inclusive lepton trigger; the QCD enriched CR (last
row) is selected from a jet-based trigger.

Region 1 `, 1 th, no additional “loose” `
same-sign (`, th) p

miss
T >50 GeV additional requirements

SR X ⇥ Mjj >500 GeV
Nonprompt CR X ⇥

tt CR ⇥ X b-tagged jet (“medium”)
OS CR ⇥ X b-tagged jet veto (“loose”)
QCD-enriched CR 1 “loose” e, µ, or th, no add. leptons, p

miss
T 50 GeV, MT(`, p

miss
T ) <50 GeV
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https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-22-008/index.html
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• VBS EWK WW production has been confirmed 
in e/μ channels by both ATLAS and CMS.


• Fiducial and differential production cross-
sections for inclusive and EWK-enhanced 
phase space 


• Bin in mll to extract dim-8 SMEFT limits.


• Constraints also reported as a function of mww 
cutoff.
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José Pretel (Univeristy of Freiburg) ATLAS SMEFT in the EWK sector November 16, 2023 10 / 11

One last highlight (dim-8): EWK W±W±jj production

Fiducial and differential
production cross-sections for
inclusive and EWK-enhanced
phase space

 [GeV]llm

0 200 400 600 800 1000 1200 1400

Da
ta

/E
xp

ec
te

d

0.5

1

1.5

2
 / 4 = 1.28; p-value = 0.2762χ

Ev
en

ts

1−10

1

10

210

310

410

510
ATLAS Preliminary

 -1 = 13 TeV, 139 fbs
jj EW±W±W
jj Int±W±W
jj QCD±W±W

WZ
Non-prompt
Conversions
Other prompt
Data

4TeV
140 = 4Λ

M0f
 < 0.7 TeV, WWm

-4 = 4 TeV4Λ/M0f
Tot. Uncert.

Optimized m``-dist binning
to extract dim-8 SMEFT limits
on dim-8 Wilson coeffs.

Constrains as a function of
mWW cut-off also reported

NEW! [ATLAS-CONF-2023-023]

José Pretel (Univeristy of Freiburg) ATLAS SMEFT in the EWK sector November 16, 2023 10 / 11

One last highlight (dim-8): EWK W±W±jj production

Fiducial and differential
production cross-sections for
inclusive and EWK-enhanced
phase space

 [GeV]llm

0 200 400 600 800 1000 1200 1400

Da
ta

/E
xp

ec
te

d

0.5

1

1.5

2
 / 4 = 1.28; p-value = 0.2762χ

Ev
en

ts

1−10

1

10

210

310

410

510
ATLAS Preliminary

 -1 = 13 TeV, 139 fbs
jj EW±W±W
jj Int±W±W
jj QCD±W±W

WZ
Non-prompt
Conversions
Other prompt
Data

4TeV
140 = 4Λ

M0f
 < 0.7 TeV, WWm

-4 = 4 TeV4Λ/M0f
Tot. Uncert.

Optimized m``-dist binning
to extract dim-8 SMEFT limits
on dim-8 Wilson coeffs.

Constrains as a function of
mWW cut-off also reported

NEW! [ATLAS-CONF-2023-023]
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precision on the number of events with at least four baseline leptons and at least one failing to satisfy the
signal-lepton requirement.

6 Measurement methods

6.1 Polarisation measurements

The / boson can be either transversely polarised or longitudinally polarised, and the polarisation fractions
depend on the transverse momentum of the / boson [85]. These effects lead to different kinematic
properties of the production and the final decay states of the /-boson pair. To extract the fraction of /L/L
events from the reconstructed // candidate events, a multivariate technique based on a boosted decision
tree (BDT) [86] is used to enhance the separation between /L/L and /T/X (/T/T or /T/L) events. After
a dedicated optimisation study to maximise the /L/L signal sensitivity, the input variables used in the
BDT are the following: cos \1 (cos \3), where \1(\3) is the angle between the negatively charged final-state
lepton in the /1(/2) rest frame and the direction of flight of the /1(/2) boson in the four-lepton rest frame;
cos \⇤

/1
, where \

⇤

/1
is the production angle of the /1 defined in the four-lepton rest frame; and �q✓1✓2

(�q✓3✓4), the azimuthal separation of the two leptons from /1(/2) defined in the four-lepton rest frame.
The angles are illustrated in Figure 2. Other kinematic variables, such as the ?T and rapidity of /1 and /2
also have substantial separation power, but they are not included in the BDT training to reduce theoretical
modelling uncertainties.
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Figure 2: Definition of the angles used for the polarisation measurement and the reference frame used to define the
CP-sensitive angles. The GHI-frame (dot-dashed) is the laboratory frame with the I-axis along the beam direction.
The G0H0I0-frame (solid) is a new frame used to define the CP-sensitive angles. The I

0-axis is defined as the direction
of motion of the /1 boson in the four-lepton rest frame. The G

0-axis defines the reaction plane containing the
laboratory I-axis and the I

0-axis. The right-hand rule gives the H
0-axis.

The MC templates for different // polarisation states were generated at LO in QCD. Higher-order
corrections, in both the QCD and EW, on MC templates of the different // polarisation states have to
be taken into account when extracting the /L/L fraction from data. Recently the combined NLO QCD
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the /L/L template, `!! , referred as the signal strength, and the combined /T/T + /T/L templates, `)-,
are allowed to float in the fit. The signal strength is the ratio of the measured signal contribution relative to
the SM expectation. A validation study is performed to show the robustness of the templates, by applying a
similar fit to the inclusive P����� B�� MC events. The extracted /L/L fraction is compared with the
predicted /L/L fraction, and they are found to be consistent within uncertainties.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8

BDT

0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
0.22

TZTZ (w/o NLO correction)TZTZ

LZTZ (w/o NLO correction)LZTZ

LZLZ (w/o NLO correction)LZLZ

SimulationATLAS 
 = 13 TeVs

 4l→ ZZ → qq
polarisation states
shape-only

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8

BDT Score
0.9

0.95
1

1.05
1.1

     0

NL
O

/L
O

Fr
ac

tio
n 

of
 E

ve
nt

s

Figure 3: BDT distributions of the three polarisation templates for the @@̄ ! // process, before (dashed lines) and
after (solid lines) the reweighting procedure to account for higher-order corrections. All distributions are normalised
to the same area. The lower panel shows the ratio of the templates after the corrections to those before the corrections.

6.2 Study of CP property

6.2.1 CP-odd Optimal Observable

The OO defined for the CP study combines the CP-sensitive polar and azimuthal angles of both /-boson
systems, providing additional CP sensitivity from shape differences between the SM and aNTGC predictions.
The CP-sensitive polar angles \1(\3) for the /1(/2) boson are already defined in Section 6.1 and illustrated
in Figure 2. The CP-sensitive azimuthal angles q1 and q3 are reconstructed in a reference frame illustrated
in Figure 2 that allows a direct measure of the /-boson spin as discussed in Ref. [24, 90]. The CP-sensitive
azimuthal angle q1(q3) is the azimuthal angle of the negative lepton in the /1(/2) rest frame in this new
axis system. The differential cross-sections for \1(\3) and q1(q3) are symmetric in the SM but asymmetric
in the presence of a CP-odd aNTGC.

To improve the sensitivity, the two CP-sensitive angles \1(\3) and q1(q3) are combined to form an
angular observable )

HI,1(3) = sin q1(3) ⇥ cos \1(3) that maximises the asymmetry for each /-boson system.
Figures 4(a) and 4(b) show the 2D differential distributions of the CP-sensitive observable )HI of the two /

bosons, the symmetric SM prediction and the asymmetric BSM prediction in the presence of a non-zero
5

4
/

parameter, respectively.

As observed in Figure 4(b), the first (bottom left) and the third (top right) quadrants where both of the
/ bosons have negative and positive )HI values, respectively, are the most sensitive regions of the 2D
)HI distribution. The OO O)HI,1)HI,3 is defined from the 2⇡ distribution of )HI by grouping together the
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Figure 1: Examples of main leading-order Feynman diagrams for // production in ?? collisions: (a) @@̄-initiated,
and (b) 66-initiated. The internal fermion lines are quarks.

inclusive ,/ production [12]. In the latter, the fraction of diboson events with a simultaneous longitudinal
polarisation (LL) was observed with a significance of 7.1 standard deviations.

This paper presents a measurement of the production of two longitudinally polarised / bosons (/L/L) in
the decay channel // ! ✓

+
✓
�
✓
0+
✓
0� , where ✓ and ✓

0 can be an electron or a muon. The /-boson candidates
are reconstructed with same-flavour, opposite-charge (SFOC) electron or muon pairs, and they are required
to be on-shell with |<✓✓ �</ | < 10 GeV, where <✓✓ is the invariant mass of the lepton pair and </ is the
/-boson pole mass [13].

The violation of CP symmetries is required to explain the matter-antimatter asymmetry in the universe,
and it is well known that there is insufficient CP violation in the SM [14–16]. The measurement of
CP-sensitive observables in diboson production can be utilised to explore new sources of CP violation
in the gauge-boson sector. CP-violating effects in weak-boson self-interactions were studied in various
measurements of diboson production at the LHC by constraining the CP-odd anomalous neutral triple
gauge couplings (aNTGC), including those entering the /// and //W vertexes, using // production
in ATLAS and CMS [17–23]. Such experimental searches primarily derive constraints on anomalous
triple gauge boson couplings (aTGC) using event rates or cross-section measurements without employing
dedicated CP-sensitive observables.

This paper presents the differential cross-section for a dedicated CP-odd angular observable, referred to as
the Optimal Observable (OO). The OO is defined in Section 6 using the decay products of weak bosons in
// production, in such a way as to be sensitive to BSM amplitudes through the interference to the SM [24,
25]. The results are then reinterpreted to constrain aNTGC using an effective vertex function approach [26].
The ATLAS Collaboration has previously used such type of dedicated CP-sensitive observables in the EW
/ 9 9 production to test CP violation in the weak-boson self-interactions [27].

The CP property is studied using an aNTGC vertex that can be parameterised with two coupling parameters
5

4
/

and 5
4
W

that violate the CP symmetry. By using such parameters, the cross-section in any given bin of
the CP-sensitive observable can be parameterised as

f
8 = f

8

SM + 2 · f
8

interference + 2
2
· f

8

quadratic, (1)

where the superscript 8 is the bin index of the CP-sensitive observable, 2 is the CP-odd aNTGC, f8

SM is
the prediction from the SM, f8

interference is the linear interference between the SM and the aNTGC, and
f
8

quadratic is the quadratic contribution of the aNTGC. As pointed out in Ref. [28], for the aNTGC, the
quadratic term dominates over the linear interference term. Existing constraints on a CP-odd aNTGC stem
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Figure 1: Examples of main leading-order Feynman diagrams for // production in ?? collisions: (a) @@̄-initiated,
and (b) 66-initiated. The internal fermion lines are quarks.

inclusive ,/ production [12]. In the latter, the fraction of diboson events with a simultaneous longitudinal
polarisation (LL) was observed with a significance of 7.1 standard deviations.
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0 can be an electron or a muon. The /-boson candidates
are reconstructed with same-flavour, opposite-charge (SFOC) electron or muon pairs, and they are required
to be on-shell with |<✓✓ �</ | < 10 GeV, where <✓✓ is the invariant mass of the lepton pair and </ is the
/-boson pole mass [13].

The violation of CP symmetries is required to explain the matter-antimatter asymmetry in the universe,
and it is well known that there is insufficient CP violation in the SM [14–16]. The measurement of
CP-sensitive observables in diboson production can be utilised to explore new sources of CP violation
in the gauge-boson sector. CP-violating effects in weak-boson self-interactions were studied in various
measurements of diboson production at the LHC by constraining the CP-odd anomalous neutral triple
gauge couplings (aNTGC), including those entering the /// and //W vertexes, using // production
in ATLAS and CMS [17–23]. Such experimental searches primarily derive constraints on anomalous
triple gauge boson couplings (aTGC) using event rates or cross-section measurements without employing
dedicated CP-sensitive observables.

This paper presents the differential cross-section for a dedicated CP-odd angular observable, referred to as
the Optimal Observable (OO). The OO is defined in Section 6 using the decay products of weak bosons in
// production, in such a way as to be sensitive to BSM amplitudes through the interference to the SM [24,
25]. The results are then reinterpreted to constrain aNTGC using an effective vertex function approach [26].
The ATLAS Collaboration has previously used such type of dedicated CP-sensitive observables in the EW
/ 9 9 production to test CP violation in the weak-boson self-interactions [27].

The CP property is studied using an aNTGC vertex that can be parameterised with two coupling parameters
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that violate the CP symmetry. By using such parameters, the cross-section in any given bin of
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Figure 4: Particle level 2D differential cross-sections of )HI of the two / bosons for the @@̄ ! // ! 4✓ process
as predicted by (a) the SM and (b) in the presence of the BSM aNTGC vertex. The BSM prediction shows the
contribution of the interference effects only, excluding the quadratic term in Equation (1), when 5

4
/
= 1.

sensitive and non-sensitive bins to maximise the sensitivity for the four-lepton system. Each bin of the
O)HI,1)HI,3 observable represents approximately an L-shaped grouping of the bins around the )HI,3 = )HI,1
line as shown in Figure 5(a). The small fraction of events with miss-paired leptons in the // ! 44 (4`)
final states was studied and found to have negligible impact on the CP-sensitivity of the OO.

Figure 5(b) shows the measured data compared with the total SM signal and background MC prediction
at the detector level of the OO O)HI,1)HI,3 . The bins 1 to 7 and 24 to 30 in Figure 5(b) represent the first
quadrant and the third quadrant, respectively, of the 2D distribution of )HI,1 vs )HI,3 shown in Figure 4. In
these two quadrants, the )HI observables for both / bosons have the same sign in the SM and are the most
CP-sensitive region, along with the two central bins representing the bin number 15 and 16 of the OO.
The measured data agree closely with the prediction within the measurement’s statistical precision and
systematic uncertainties. Figure 5(b) also shows an asymmetric prediction in the presence of a CP odd
BSM coupling when 5

4
/
= 1.

6.2.2 Detector corrections

Particle-level differential cross-sections for the on-shell // production are obtained by correcting the
detector effects such as inefficiency and resolution. The background-subtracted event yields are corrected
using an iterative Bayesian unfolding method [91].

The first step of the correction multiplies each bin yield by a fiducial correction factor obtained from the
S����� SM prediction, which accounts for the events that satisfy the detector level but fail to satisfy the
fiducial-level event selections. This correction accounts for the 5 � 20% of the fake fiducial events in
various bins caused by the resolution effects. Then, the detector resolution-induced bin migrations are
corrected iteratively using the SM particle-level distribution as the initial prior. With an increasing number
of iterations, the statistical uncertainty increases, and the residual bias relative to the prior decreases due to
the improvement of its knowledge. Two iterations were deemed optimal as a compromise between the
increasing statistical uncertainty and decreasing bias. The final step in the unfolding procedure is to correct
for the detector inefficiency by dividing the per-bin yield by the ratio of the number of events satisfying
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Figure 5: (a) The 2⇡ ! 1⇡ mapping and (b) the detector-level measurement of the OO O)HI,1)HI,3 . The measured
distribution is compared with the SM signal prediction and the total background. The ‘Others’ category includes the
contribution from CC̄/ and ++/ processes. The non-prompt background is estimated by using the fake-factor method.
The grey band represents the effect of the total theoretical and experimental uncertainties for the detector-level
predictions, and the vertical error bars on data represent the statistical uncertainties. The effect of CP-odd BSM
coupling is also represented by the dashed histogram.

both the particle- and reconstruction-level selections to the number of events passing the particle-level
selections.

A data-driven closure test is performed to evaluate the model dependence of the unfolding method. This
test first simulates a pseudo-data sample by reweighting the SM prediction to the shape observed in the
data. The pseudo-data sample is then unfolded using the nominal SM prediction. The comparison of the
unfolded pseudo-data with the reweighted particle-level prediction gives the intrinsic bias of the unfolding
method, which was found to be less than 1% in each bin of the unfolded O)HI,1)HI,3 observable in the
case of two iterations of unfolding. This resulting bias is taken as a systematic uncertainty of the final
result. Moreover, the uncertainty related to the choice of the generator in the unfolding is studied using the
alternative P����� prediction of the @@̄ ! // process, which is reweighted to match the nominal S�����
lineshape to avoid double counting of the data-driven bias. The generator bias estimated by comparing the
difference between the unfolded results is negligible.

Additionally, an injection test is performed to evaluate the robustness of the unfolding algorithm in the
presence of BSM physics in the data. A detector-level distribution for the BSM aNTGC parameter 5

/

4 = 1
is injected into the SM detector-level prediction. The BSM-injected detector level distribution is then
unfolded using the inputs from the nominal SM prediction. When compared, the unfolded distribution
agrees closely with the corresponding particle-level distribution within uncertainties.

7 Systematic uncertainties

Both the polarisation and CP property studies presented here are affected by some common sources of
theoretical, experimental, and background-related uncertainties.
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Maximizes the asymmetry of the 
system, used to constraint CP-
odd operators.

the /L/L template, `!! , referred as the signal strength, and the combined /T/T + /T/L templates, `)-,
are allowed to float in the fit. The signal strength is the ratio of the measured signal contribution relative to
the SM expectation. A validation study is performed to show the robustness of the templates, by applying a
similar fit to the inclusive P����� B�� MC events. The extracted /L/L fraction is compared with the
predicted /L/L fraction, and they are found to be consistent within uncertainties.
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Figure 3: BDT distributions of the three polarisation templates for the @@̄ ! // process, before (dashed lines) and
after (solid lines) the reweighting procedure to account for higher-order corrections. All distributions are normalised
to the same area. The lower panel shows the ratio of the templates after the corrections to those before the corrections.

6.2 Study of CP property

6.2.1 CP-odd Optimal Observable

The OO defined for the CP study combines the CP-sensitive polar and azimuthal angles of both /-boson
systems, providing additional CP sensitivity from shape differences between the SM and aNTGC predictions.
The CP-sensitive polar angles \1(\3) for the /1(/2) boson are already defined in Section 6.1 and illustrated
in Figure 2. The CP-sensitive azimuthal angles q1 and q3 are reconstructed in a reference frame illustrated
in Figure 2 that allows a direct measure of the /-boson spin as discussed in Ref. [24, 90]. The CP-sensitive
azimuthal angle q1(q3) is the azimuthal angle of the negative lepton in the /1(/2) rest frame in this new
axis system. The differential cross-sections for \1(\3) and q1(q3) are symmetric in the SM but asymmetric
in the presence of a CP-odd aNTGC.

To improve the sensitivity, the two CP-sensitive angles \1(\3) and q1(q3) are combined to form an
angular observable )

HI,1(3) = sin q1(3) ⇥ cos \1(3) that maximises the asymmetry for each /-boson system.
Figures 4(a) and 4(b) show the 2D differential distributions of the CP-sensitive observable )HI of the two /

bosons, the symmetric SM prediction and the asymmetric BSM prediction in the presence of a non-zero
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parameter, respectively.

As observed in Figure 4(b), the first (bottom left) and the third (top right) quadrants where both of the
/ bosons have negative and positive )HI values, respectively, are the most sensitive regions of the 2D
)HI distribution. The OO O)HI,1)HI,3 is defined from the 2⇡ distribution of )HI by grouping together the
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Figure 4: Particle level 2D differential cross-sections of )HI of the two / bosons for the @@̄ ! // ! 4✓ process
as predicted by (a) the SM and (b) in the presence of the BSM aNTGC vertex. The BSM prediction shows the
contribution of the interference effects only, excluding the quadratic term in Equation (1), when 5

4
/
= 1.

sensitive and non-sensitive bins to maximise the sensitivity for the four-lepton system. Each bin of the
O)HI,1)HI,3 observable represents approximately an L-shaped grouping of the bins around the )HI,3 = )HI,1
line as shown in Figure 5(a). The small fraction of events with miss-paired leptons in the // ! 44 (4`)
final states was studied and found to have negligible impact on the CP-sensitivity of the OO.

Figure 5(b) shows the measured data compared with the total SM signal and background MC prediction
at the detector level of the OO O)HI,1)HI,3 . The bins 1 to 7 and 24 to 30 in Figure 5(b) represent the first
quadrant and the third quadrant, respectively, of the 2D distribution of )HI,1 vs )HI,3 shown in Figure 4. In
these two quadrants, the )HI observables for both / bosons have the same sign in the SM and are the most
CP-sensitive region, along with the two central bins representing the bin number 15 and 16 of the OO.
The measured data agree closely with the prediction within the measurement’s statistical precision and
systematic uncertainties. Figure 5(b) also shows an asymmetric prediction in the presence of a CP odd
BSM coupling when 5

4
/
= 1.

6.2.2 Detector corrections

Particle-level differential cross-sections for the on-shell // production are obtained by correcting the
detector effects such as inefficiency and resolution. The background-subtracted event yields are corrected
using an iterative Bayesian unfolding method [91].

The first step of the correction multiplies each bin yield by a fiducial correction factor obtained from the
S����� SM prediction, which accounts for the events that satisfy the detector level but fail to satisfy the
fiducial-level event selections. This correction accounts for the 5 � 20% of the fake fiducial events in
various bins caused by the resolution effects. Then, the detector resolution-induced bin migrations are
corrected iteratively using the SM particle-level distribution as the initial prior. With an increasing number
of iterations, the statistical uncertainty increases, and the residual bias relative to the prior decreases due to
the improvement of its knowledge. Two iterations were deemed optimal as a compromise between the
increasing statistical uncertainty and decreasing bias. The final step in the unfolding procedure is to correct
for the detector inefficiency by dividing the per-bin yield by the ratio of the number of events satisfying
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Figure 5: The m4` distributions in the full available four-lepton invariant mass range for events
with different number of jets, normalized by bin width. Other details as in the caption of Fig. 1.

16

Figure 6: Differential cross sections normalized to the fiducial cross section as a function of (left)
the m4`, (right) the number of jets with pT > 30 GeV in the events. The on-shell Z requirement
60 < mZ1,Z2

< 120 GeV is applied. Points represent the unfolded data, the solid histograms
the (MadGraph5 aMC@NLO qq ! ZZ)+(MCFM gg ! ZZ)+(POWHEG H ! ZZ) predictions,
and red dashed histograms the (POWHEG qq ! ZZ)+(MCFM gg ! ZZ)+(POWHEG H ! ZZ)
predictions. MadGraph EW ZZ predictions are included in these two sets of predictions. The
purple dashed histograms represent the nNNLO+PS predictions, and the yellow dashed his-
togram represents the nNNLO+PS prediction with EW corrections applied. Vertical bars on
both MC predictions represent the statistical uncertainties. The lower panels show the ratio of
the measured to the predicted cross sections. The shaded areas represent the full uncertainties
calculated as the sum in quadrature of the statistical and systematic uncertainties, while the
crosses represent the statistical uncertainties only. Overflow is included in the last bin of the
distributions.

12

Figure 3: The dijet mass (left) and |Dh| (right) between highest-pT jets in events with at least
two jets. Events with 60 < mZ1,Z2

< 120 GeV requirement. Other details as in the caption of
Fig. 1.

Table 4: The observed and expected yields of Run2 ZZ events in different mass ranges, and
estimated yields of background events, shown for each final state and the total. The statistical
(first) and systematic (second) uncertainties are presented.

Process eeee eeµµ µµµµ 2`2`0

80 < m4` < 100GeV

Background 4.6 ± 0.5 ± 1.8 15.5 ± 1.6 ± 6.2 22.8 ± 2.1 ± 9.1 43 ± 3 ± 17
Signal 216 ± 1 +40

�37 731 ± 2 +65
�63 841 ± 2 +60

�58 1790 ± 3 +260
�240

Total expected 220 ± 1 +40
�37 747 ± 3 +65

�63 864 ± 3 +60
�58 1830 ± 4 +260

�240
Data 194 698 838 1730

60 < mZ1
, mZ2

< 120GeV

Background 22.9 ± 0.9 ± 5.7 46 ± 2 ± 10 28.9 ± 1.3 ± 6.5 98 ± 2 ± 23
Signal 716 ± 2 +63

�61 1830 ± 3 +130
�130 1138 ± 3 +85

�82 3680 ± 5 +490
�470

Total expected 739 ± 2 +64
�61 1870 ± 4 +130

�130 1167 ± 3 +85
�83 3780 ± 5 +490

�470
Data 671 1805 1106 3582

Table 5: The observed and expected yields of Run2 ZZ events in different mass ranges, and
estimated yields of background events, shown for each jet multiplicity. The statistical (first)
and systematic (second) uncertainties are presented.

Process 0 jet 1 jet 2 jets 3 jets �4 jets
80 < m4` < 100GeV

Background 25 ± 2 ± 10 9.1 ± 1.3 ± 3.6 6.1 ± 1.0 ± 2.4 1.9 ± 0.6 ± 0.8 0.4 ± 0.3 ± 0.1
Signal 1300 ± 3 +190

�180 371 ± 2 +56
�54 95 ± 1 +28

�28 18.7 ± 0.4 +5.9
�5.9 4.5 ± 0.2 +1.6

�1.6
Total expected 1325 ± 3 +190

�180 381 ± 2 +56
�54 101 ± 1 +28

�28 20.6 ± 0.7 +6.0
�5.9 4.9 ± 0.3 +1.6

�1.6
Data 1238 354 95 31 12

60 < mZ1
, mZ2

< 120GeV

Background 29.3 ± 1.4 ± 8.9 28.6 ± 1.2 ± 6.7 21.2 ± 0.9 ± 3.7 11.6 ± 0.7 ± 2.0 7.6 ± 0.5 ± 1.5
Signal 2320 ± 3 +280

�270 960 ± 3 +140
�130 303 ± 1 +60

�59 75 ± 1 +18
�18 21.9 ± 0.3 +6.7

�6.7
Total expected 2350 ± 4 +280

�270 990 ± 3 +140
�130 324 ± 2 +60

�59 87 ± 1 +18
�18 29.5 ± 0.7 +6.8

�6.7
Data 2367 741 312 110 52

• High m4l: MC over predicts, needs EWK correction


• nNNLO+PS prediction describes the distribution of jet multiplicities better

m4l
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Figure 6: Differential cross sections normalized to the fiducial cross section as a function of (left)
the m4`, (right) the number of jets with pT > 30 GeV in the events. The on-shell Z requirement
60 < mZ1,Z2

< 120 GeV is applied. Points represent the unfolded data, the solid histograms
the (MadGraph5 aMC@NLO qq ! ZZ)+(MCFM gg ! ZZ)+(POWHEG H ! ZZ) predictions,
and red dashed histograms the (POWHEG qq ! ZZ)+(MCFM gg ! ZZ)+(POWHEG H ! ZZ)
predictions. MadGraph EW ZZ predictions are included in these two sets of predictions. The
purple dashed histograms represent the nNNLO+PS predictions, and the yellow dashed his-
togram represents the nNNLO+PS prediction with EW corrections applied. Vertical bars on
both MC predictions represent the statistical uncertainties. The lower panels show the ratio of
the measured to the predicted cross sections. The shaded areas represent the full uncertainties
calculated as the sum in quadrature of the statistical and systematic uncertainties, while the
crosses represent the statistical uncertainties only. Overflow is included in the last bin of the
distributions.
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detector, data samples, and event simulation are summa-
rized in Secs. III and IV. The object reconstruction and
event selection are described in Secs. V and VI. The
estimation of the main backgrounds is given in Sec. VII.
The systematic uncertainties are discussed in Sec. VIII, the
results presented in Sec. IX, and the paper summarized
in Sec. X.

II. INTERFERENCE RESURRECTION

An EFT approach can be used to study how new physics
entering at an energy scale Λ, assumed to be much larger
than the electroweak scale, leads to deviations from the SM
at an energy regime accessible at the LHC. The SM EFT is
constructed by the addition of higher-dimensional oper-
ators, Oi, to the SM Lagrangian,

LEFT ¼ LSM þ
X

i

Cð6Þ
i Oi

ð6Þ þ
X

i

Cð8Þ
i Oi

ð8Þ þ % % % ; ð1Þ

where i enumerates the set of operators under consider-
ation, CðDÞ

i are Wilson coefficients that scale as Λ4−D andD
denotes the operator dimension. The leading deviations
from the SM are generally expected to occur at D ¼ 6,
since D ¼ 5 operators violate lepton number conservation
[14]. Examples of the relationship between the operators
affecting diboson production and specific BSM scenarios
are described in Refs. [15,16].
The dimension-six operator of interest in this analysis,

O3W , is a CP-even modification of theWWV TGC defined
in the EFT basis of Ref. [17] as

O3W ¼ ϵijkWiν
μ W

jρ
ν W

kμ
ρ ; ð2Þ

whereWiν
μ is the weak isospin field strength tensor and ϵijk

is the totally antisymmetric tensor with ϵ123 ¼ 1. The cross
section in the presence of this operator can be expressed as

σðC3WÞ ¼ σSM þ C3Wσint þ C2
3Wσ

BSM; ð3Þ

where C3W is the Wilson coefficient, σint is the contribution
from the interference between the SM and O3W , and σBSM

is the pure BSM component.

However, it has been demonstrated [12,13] that in the
high-energy limit, E > mW , the 2 → 2 amplitudes for
transverse vector boson production, ff → WTVT, have
different final-state helicity configurations for the SM
(& ∓) and BSM (&&) components. This means the effect
of the interference is typically not detectable when con-
sidering observables inclusive over the decay angles, for
example, the pT of the photon or W& boson. This narrows
our sensitivity in such observables to just the pure BSM
contribution at order C2

3W, which scales as Λ−4. In this
scenario, the validity of any derived constraints can be
limited by the unknown effect of the leading dimension-
eight contributions, which also enter at order Λ−4.
Therefore, increasing the sensitivity to the interference,
which scales as Λ−2, is important for improving the validity
of the constraints in any global EFT interpretation [18].
A method has been proposed [12,19] that gives sensi-

tivity to the SM-BSM interference by measuring the decay
angles of the final-state fermions. A special coordinate
system, illustrated in Fig. 2, is defined event-by-event by a
Lorentz boost to the center-of-mass frame of the W&γ
system, where the boost direction is denoted r̂. Since the
longitudinal component of the neutrino momentum is not
measurable, additional constraints are required in the
calculation of the W&γ four-momentum, described in

FIG. 2. Scheme of the special coordinate system for W&γ
production, defined by a Lorentz boost to the center-of-mass
frame along the direction r̂. The z axis is chosen as theW& boson
direction in this frame, and y is given by ẑ × r̂. The W& boson
decay plane is indicated in blue, where the labels fþ and f− refer
to positive and negative helicity final-state fermions. The angles
ϕ and θ are the azimuthal and polar angles of fþ.

FIG. 1. LO Feynman diagrams forWþγ production showing initial-state (left) and final-state (center) radiation of the photon, and the
WWγ TGC process (right).

A. TUMASYAN et al. PHYS. REV. D 105, 052003 (2022)

052003-2

Sec. VI A. In the boosted frame the boson momenta are
back-to-back, and the z axis is taken as the direction of the
W! boson, the y axis direction is given by ẑ × r̂, and the x
axis given by ŷ × ẑ. The final-state fermions from the W!

boson decay are labeled as fþ and f−, referring to the
positive and negative fermion helicity states, respectively.
In this frame the angle θ is the polar angle of the W!

boson decay in its rest frame, taken as the angle between
the three-momenta of the W! boson and fermion fþ. The
angle ϕ ∈ ½−π; π$ is the azimuthal angle of fþ:
ϕ ¼ ϕðfþÞ ¼ ϕðf−Þ þ π, modulo 2π.

A measurement of ϕ is sensitive to the interference of the
O3W term with the SM contribution. Figure 3 (upper) shows
the particle-level distribution in ϕ in the LO 2 → 2
scattering process for varying values of C3W , with only
the inclusion of the interference term. A clear modulation is
present, which grows with increasing C3W . Figure 3 (lower)
shows that the magnitude of this modulation is reduced
with the inclusion of additional jets in the matrix element
calculations, with MLMmerging [20] used in the matching
to the parton shower. However, a veto on the presence
of additional jets in the event with pT > 30 GeV and
jηj < 2.5 is shown to substantially restore the effect.

III. THE CMS DETECTOR

The central feature of the CMS apparatus is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter (HCAL), each composed
of a barrel and two endcap sections. Forward calorimeters
extend the pseudorapidity coverage provided by the barrel
and endcap detectors. Muons are detected in gas-ionization
chambers embedded in the steel flux-return yoke outside
the solenoid.
In the barrel section of the ECAL, an energy resolution

of about 1% is achieved for unconverted or late-converting
photons in the tens of GeV energy range. The remaining
barrel photons have a resolution of about 1.3% up to
jηj ¼ 1, rising to about 2.5% at jηj ¼ 1.4. In the endcaps,
the resolution of unconverted or late-converting photons is
about 2.5%, while the remaining endcap photons have a
resolution of 3%–4% [21].
The electron momentum is estimated by combining the

energy measurement in the ECAL with the momentum
measurement in the tracker. The momentum resolution for
electrons with pT ≈ 45 GeV from Z → ee decays ranges
from 1.7% to 4.5%. It is generally better in the barrel region
than in the endcaps, and also depends on the bremsstrah-
lung energy emitted by the electron as it traverses the
material in front of the ECAL [22].
Muons are measured in the range jηj < 2.4, with

detection planes made using three technologies: drift tubes,
cathode strip chambers, and resistive plate chambers.
Matching muons to tracks measured in the silicon tracker
results in a relative pT resolution of 1% in the barrel and 3%
in the endcaps for muons with pT up to 100 GeV. The pT
resolution in the barrel is better than 7% for muons with pT
up to 1 TeV [23].
Events of interest are selected using a two-tiered trigger

system. The first level (L1), composed of custom hardware
processors, uses information from the calorimeters and
muon detectors to select events at a rate of around 100 kHz
within a fixed latency of about 4 μs [24]. The second level,
known as the high-level trigger, consists of a farm of
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FIG. 3. Particle-level distributions (in arbitrary units) of the
decay angle ϕ, comparing the LO 2 → 2 process (upper) to the
LO MLM-merged prediction with up to two additional jets in the
matrix element calculations (lower). The black line gives the SM
prediction (C3W ¼ 0) and the red, green, and blue lines corre-
spond to different nonzero values of C3W , for which only the
interference contribution is shown. The black and blue dashed
lines in the lower figure give the distributions in the presence of a
jet veto, as described in the text.
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FIG. 3: The background-subtracted charge-signed rapidity
difference for the combined electron and muon channels. The
black points and error bars represent background-subtracted
data with its associated uncertainties (statistical and from
the subtraction procedure), and the shaded areas are the sys-
tematic uncertainties on the SM prediction (including on ef-
ficiencies and acceptances). The solid line is the distribution
from the SM. A χ2 test comparing the data and SM using
the full covariance matrix yields 17 for 12 degrees of freedom,
indicating good agreement.

to an ensemble of 104 MC SM pseudo-experiments where
all statistical and systematic fluctuations are included.
For the SM, 28% of the experiments have a ratio of 0.64
or greater. In order to evaluate the significance of the
observed data R value, we select an anomalous coupling
value which provides a Q! ×∆η distribution that mini-
mally exhibits no dip — the minimal unimodal hypoth-
esis (MUH). Minimal specifically means a class of distri-
butions on the boundary of bimodal and unimodal dis-
tributions. The distribution chosen here corresponds to
κγ = 0, λγ = −1 (zero magnetic dipole moment of the

-0.5 0 0.5 1 1.5 2 2.5 3 3.5
0

100

200

300

400

500

600

700

800

R value

E
xp

e
ri
m

e
n

ts

-4 -3 -2 -1 0 1 2 3 4
Q

l
 × Δη

D
ip

 B
in

S
m

a
ll 

M
a

x
B

in

SM

MUH

DØ, 0.7 fb-1

FIG. 4: Distributions of the R-test statistic for the SM en-
sembles (solid line) and the MUH ensembles (dashed line).
The vertical line indicates the measured value from the data.
The inset plot indicates the positions of the two bins used for
the R-test as determined by a fit to the SM Q"×∆η distribu-
tion (solid line). For comparison, a fit to the MUH Q" ×∆η
distribution is shown as the dashed line.

W boson). Anomalous couplings increase the event yield
as well, but since we are only concerned with the distri-
bution shape, we normalize this distribution to the num-
ber of events predicted by the SM. For this MUH case,
only 45 experiments out of 104 have an R value of 0.64
or smaller due to a random fluctuation. These distribu-
tions are shown in Fig. 4. If transformed into a Gaussian
significance, this probability corresponds to 2.6σ. This
result is the first study of the Q! ×∆η distribution and
is indicative of the RAZ in Wγ production.
In summary, we have studied Wγ production and set

95% C.L. limits on anomalous trilinear gauge couplings
at 0.49 < κγ < 1.51 and −0.12 < λγ < 0.13. These
limits are the most stringent set at a hadron collider for
this final state. We also performed the first study of the
radiation-amplitude zero in the charge-signed rapidity
difference between the lepton and the photon. The prob-
ability that this measurement would arise from a minimal
unimodal hypothesis is smaller than (4.5 ± 0.7) × 10−3

and is indicative of the radiation-amplitude zero in Wγ
production.
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detector, data samples, and event simulation are summa-
rized in Secs. III and IV. The object reconstruction and
event selection are described in Secs. V and VI. The
estimation of the main backgrounds is given in Sec. VII.
The systematic uncertainties are discussed in Sec. VIII, the
results presented in Sec. IX, and the paper summarized
in Sec. X.

II. INTERFERENCE RESURRECTION

An EFT approach can be used to study how new physics
entering at an energy scale Λ, assumed to be much larger
than the electroweak scale, leads to deviations from the SM
at an energy regime accessible at the LHC. The SM EFT is
constructed by the addition of higher-dimensional oper-
ators, Oi, to the SM Lagrangian,

LEFT ¼ LSM þ
X

i

Cð6Þ
i Oi

ð6Þ þ
X

i

Cð8Þ
i Oi

ð8Þ þ % % % ; ð1Þ

where i enumerates the set of operators under consider-
ation, CðDÞ

i are Wilson coefficients that scale as Λ4−D andD
denotes the operator dimension. The leading deviations
from the SM are generally expected to occur at D ¼ 6,
since D ¼ 5 operators violate lepton number conservation
[14]. Examples of the relationship between the operators
affecting diboson production and specific BSM scenarios
are described in Refs. [15,16].
The dimension-six operator of interest in this analysis,

O3W , is a CP-even modification of theWWV TGC defined
in the EFT basis of Ref. [17] as

O3W ¼ ϵijkWiν
μ W

jρ
ν W

kμ
ρ ; ð2Þ

whereWiν
μ is the weak isospin field strength tensor and ϵijk

is the totally antisymmetric tensor with ϵ123 ¼ 1. The cross
section in the presence of this operator can be expressed as

σðC3WÞ ¼ σSM þ C3Wσint þ C2
3Wσ

BSM; ð3Þ

where C3W is the Wilson coefficient, σint is the contribution
from the interference between the SM and O3W , and σBSM

is the pure BSM component.

However, it has been demonstrated [12,13] that in the
high-energy limit, E > mW , the 2 → 2 amplitudes for
transverse vector boson production, ff → WTVT, have
different final-state helicity configurations for the SM
(& ∓) and BSM (&&) components. This means the effect
of the interference is typically not detectable when con-
sidering observables inclusive over the decay angles, for
example, the pT of the photon or W& boson. This narrows
our sensitivity in such observables to just the pure BSM
contribution at order C2

3W, which scales as Λ−4. In this
scenario, the validity of any derived constraints can be
limited by the unknown effect of the leading dimension-
eight contributions, which also enter at order Λ−4.
Therefore, increasing the sensitivity to the interference,
which scales as Λ−2, is important for improving the validity
of the constraints in any global EFT interpretation [18].
A method has been proposed [12,19] that gives sensi-

tivity to the SM-BSM interference by measuring the decay
angles of the final-state fermions. A special coordinate
system, illustrated in Fig. 2, is defined event-by-event by a
Lorentz boost to the center-of-mass frame of the W&γ
system, where the boost direction is denoted r̂. Since the
longitudinal component of the neutrino momentum is not
measurable, additional constraints are required in the
calculation of the W&γ four-momentum, described in

FIG. 2. Scheme of the special coordinate system for W&γ
production, defined by a Lorentz boost to the center-of-mass
frame along the direction r̂. The z axis is chosen as theW& boson
direction in this frame, and y is given by ẑ × r̂. The W& boson
decay plane is indicated in blue, where the labels fþ and f− refer
to positive and negative helicity final-state fermions. The angles
ϕ and θ are the azimuthal and polar angles of fþ.

FIG. 1. LO Feynman diagrams forWþγ production showing initial-state (left) and final-state (center) radiation of the photon, and the
WWγ TGC process (right).
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detector, data samples, and event simulation are summa-
rized in Secs. III and IV. The object reconstruction and
event selection are described in Secs. V and VI. The
estimation of the main backgrounds is given in Sec. VII.
The systematic uncertainties are discussed in Sec. VIII, the
results presented in Sec. IX, and the paper summarized
in Sec. X.

II. INTERFERENCE RESURRECTION

An EFT approach can be used to study how new physics
entering at an energy scale Λ, assumed to be much larger
than the electroweak scale, leads to deviations from the SM
at an energy regime accessible at the LHC. The SM EFT is
constructed by the addition of higher-dimensional oper-
ators, Oi, to the SM Lagrangian,

LEFT ¼ LSM þ
X

i

Cð6Þ
i Oi

ð6Þ þ
X

i

Cð8Þ
i Oi

ð8Þ þ % % % ; ð1Þ

where i enumerates the set of operators under consider-
ation, CðDÞ

i are Wilson coefficients that scale as Λ4−D andD
denotes the operator dimension. The leading deviations
from the SM are generally expected to occur at D ¼ 6,
since D ¼ 5 operators violate lepton number conservation
[14]. Examples of the relationship between the operators
affecting diboson production and specific BSM scenarios
are described in Refs. [15,16].
The dimension-six operator of interest in this analysis,

O3W , is a CP-even modification of theWWV TGC defined
in the EFT basis of Ref. [17] as

O3W ¼ ϵijkWiν
μ W

jρ
ν W

kμ
ρ ; ð2Þ

whereWiν
μ is the weak isospin field strength tensor and ϵijk

is the totally antisymmetric tensor with ϵ123 ¼ 1. The cross
section in the presence of this operator can be expressed as

σðC3WÞ ¼ σSM þ C3Wσint þ C2
3Wσ

BSM; ð3Þ

where C3W is the Wilson coefficient, σint is the contribution
from the interference between the SM and O3W , and σBSM

is the pure BSM component.

However, it has been demonstrated [12,13] that in the
high-energy limit, E > mW , the 2 → 2 amplitudes for
transverse vector boson production, ff → WTVT, have
different final-state helicity configurations for the SM
(& ∓) and BSM (&&) components. This means the effect
of the interference is typically not detectable when con-
sidering observables inclusive over the decay angles, for
example, the pT of the photon or W& boson. This narrows
our sensitivity in such observables to just the pure BSM
contribution at order C2

3W, which scales as Λ−4. In this
scenario, the validity of any derived constraints can be
limited by the unknown effect of the leading dimension-
eight contributions, which also enter at order Λ−4.
Therefore, increasing the sensitivity to the interference,
which scales as Λ−2, is important for improving the validity
of the constraints in any global EFT interpretation [18].
A method has been proposed [12,19] that gives sensi-

tivity to the SM-BSM interference by measuring the decay
angles of the final-state fermions. A special coordinate
system, illustrated in Fig. 2, is defined event-by-event by a
Lorentz boost to the center-of-mass frame of the W&γ
system, where the boost direction is denoted r̂. Since the
longitudinal component of the neutrino momentum is not
measurable, additional constraints are required in the
calculation of the W&γ four-momentum, described in

FIG. 2. Scheme of the special coordinate system for W&γ
production, defined by a Lorentz boost to the center-of-mass
frame along the direction r̂. The z axis is chosen as theW& boson
direction in this frame, and y is given by ẑ × r̂. The W& boson
decay plane is indicated in blue, where the labels fþ and f− refer
to positive and negative helicity final-state fermions. The angles
ϕ and θ are the azimuthal and polar angles of fþ.

FIG. 1. LO Feynman diagrams forWþγ production showing initial-state (left) and final-state (center) radiation of the photon, and the
WWγ TGC process (right).
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sensitivity to the interference term is comparable at
lower values of pγ

T.
The constraint including the pure BSM term is similar

in value to that of Ref. [6], after accounting for a
difference in the normalization of C3W due to the use
of an alternative EFT basis. However, the main feature of
this result is the ability to constrain C3W when only the
interference term is considered. To demonstrate this, the
constraints are also determined without the binning in
jϕfj applied. The same set of pγ

T bins are used, but the
three bins in jϕfj are replaced by a single bin integrating
over the full jϕfj range. The result is shown in Fig. 13
(lower), without the inclusion of the pure BSM term.
This demonstrates the significant improvement, by up to
a factor of ten, that the jϕfj binning gives to this
constraint.
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FIG. 13. Best-fit values of C3W and the corresponding 95% CL
confidence intervals as a function of the maximum pγ

T bin
included in the fit (upper). Measurements with and without
the pure BSM term are given by the black and red lines,
respectively. The limits without the pure BSM term given with
and without the binning in jϕfj are also shown (lower), with black
and blue lines, respectively. Please note the different vertical
scales; the black lines in both figures correspond to the same
limits.

TABLE IV. Best fit values of C3W and corresponding 95% CL confidence intervals as a function of the maximum pγ
T bin included in

the fit.
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1500 −0.13 −0.009 ½−0.38; 0.17# ½−0.062; 0.052# ½−0.27; 0.29# ½−0.066; 0.065#

0

0.05

0.1

0.15

0.2

0.25

(r
ec

o.
/fi

d.
)

ε

/6
]

π
[0

,

/3
]

π
/6

,
π[

/2
]

π
/3

,
π[

/6
]

π
[0

,

/3
]

π
/6

,
π[

/2
]

π
/3

,
π[

/6
]

π
[0

,

/3
]

π
/6

,
π[

/2
]

π
/3

,
π[

/6
]

π
[0

,

/3
]

π
/6

,
π[

/2
]

π
/3

,
π[

| (GeV) bin
f

φ|×γ

T
Fiducial p

/6]π[0,

/3]π/6,π[

/2]π/3,π[

/6]π[0,

/3]π/6,π[

/2]π/3,π[

/6]π[0,

/3]π/6,π[

/2]π/3,π[

/6]π[0,

/3]π/6,π[

/2]π/3,π[

fφ
| (

G
eV

) b
in

|×γ T
R

ec
on

st
ru

ct
ed

 p

[150, 200] [200, 300] [300, 500] [500, 1500]

[1
50

, 2
00

]
[2

00
, 3

00
]

[3
00

, 5
00

]
[5

00
, 1

50
0]

CMS Simulation  (13 TeV)-1138 fb

FIG. 14. Response matrix for the differential pγ
T × jϕfj cross

sectionmeasurement. The entry in eachbin gives the probability for
an event of a given particle-level fiducial bin to be reconstructed in
one of the corresponding reconstruction-level bins. The inner labels
give the jϕfj bin and the outer labels indicate the pγ

T bin.
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sensitivity to the interference term is comparable at
lower values of pγ

T.
The constraint including the pure BSM term is similar

in value to that of Ref. [6], after accounting for a
difference in the normalization of C3W due to the use
of an alternative EFT basis. However, the main feature of
this result is the ability to constrain C3W when only the
interference term is considered. To demonstrate this, the
constraints are also determined without the binning in
jϕfj applied. The same set of pγ

T bins are used, but the
three bins in jϕfj are replaced by a single bin integrating
over the full jϕfj range. The result is shown in Fig. 13
(lower), without the inclusion of the pure BSM term.
This demonstrates the significant improvement, by up to
a factor of ten, that the jϕfj binning gives to this
constraint.
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FIG. 13. Best-fit values of C3W and the corresponding 95% CL
confidence intervals as a function of the maximum pγ

T bin
included in the fit (upper). Measurements with and without
the pure BSM term are given by the black and red lines,
respectively. The limits without the pure BSM term given with
and without the binning in jϕfj are also shown (lower), with black
and blue lines, respectively. Please note the different vertical
scales; the black lines in both figures correspond to the same
limits.
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FIG. 14. Response matrix for the differential pγ
T × jϕfj cross

sectionmeasurement. The entry in eachbin gives the probability for
an event of a given particle-level fiducial bin to be reconstructed in
one of the corresponding reconstruction-level bins. The inner labels
give the jϕfj bin and the outer labels indicate the pγ

T bin.
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Improvement with 

Binning in φ

Interference only

Vs Interference + BSM

Inferences between TGC and 
ISR modify angular 
distributions.


Constraints on C3w


Differential distributions


VBS Wγ also measured 
differentially: Link

Radiation zero-amplitude

detector, data samples, and event simulation are summa-
rized in Secs. III and IV. The object reconstruction and
event selection are described in Secs. V and VI. The
estimation of the main backgrounds is given in Sec. VII.
The systematic uncertainties are discussed in Sec. VIII, the
results presented in Sec. IX, and the paper summarized
in Sec. X.

II. INTERFERENCE RESURRECTION

An EFT approach can be used to study how new physics
entering at an energy scale Λ, assumed to be much larger
than the electroweak scale, leads to deviations from the SM
at an energy regime accessible at the LHC. The SM EFT is
constructed by the addition of higher-dimensional oper-
ators, Oi, to the SM Lagrangian,

LEFT ¼ LSM þ
X

i

Cð6Þ
i Oi

ð6Þ þ
X

i

Cð8Þ
i Oi

ð8Þ þ % % % ; ð1Þ

where i enumerates the set of operators under consider-
ation, CðDÞ

i are Wilson coefficients that scale as Λ4−D andD
denotes the operator dimension. The leading deviations
from the SM are generally expected to occur at D ¼ 6,
since D ¼ 5 operators violate lepton number conservation
[14]. Examples of the relationship between the operators
affecting diboson production and specific BSM scenarios
are described in Refs. [15,16].
The dimension-six operator of interest in this analysis,

O3W , is a CP-even modification of theWWV TGC defined
in the EFT basis of Ref. [17] as

O3W ¼ ϵijkWiν
μ W

jρ
ν W

kμ
ρ ; ð2Þ

whereWiν
μ is the weak isospin field strength tensor and ϵijk

is the totally antisymmetric tensor with ϵ123 ¼ 1. The cross
section in the presence of this operator can be expressed as

σðC3WÞ ¼ σSM þ C3Wσint þ C2
3Wσ

BSM; ð3Þ

where C3W is the Wilson coefficient, σint is the contribution
from the interference between the SM and O3W , and σBSM

is the pure BSM component.

However, it has been demonstrated [12,13] that in the
high-energy limit, E > mW , the 2 → 2 amplitudes for
transverse vector boson production, ff → WTVT, have
different final-state helicity configurations for the SM
(& ∓) and BSM (&&) components. This means the effect
of the interference is typically not detectable when con-
sidering observables inclusive over the decay angles, for
example, the pT of the photon or W& boson. This narrows
our sensitivity in such observables to just the pure BSM
contribution at order C2

3W, which scales as Λ−4. In this
scenario, the validity of any derived constraints can be
limited by the unknown effect of the leading dimension-
eight contributions, which also enter at order Λ−4.
Therefore, increasing the sensitivity to the interference,
which scales as Λ−2, is important for improving the validity
of the constraints in any global EFT interpretation [18].
A method has been proposed [12,19] that gives sensi-

tivity to the SM-BSM interference by measuring the decay
angles of the final-state fermions. A special coordinate
system, illustrated in Fig. 2, is defined event-by-event by a
Lorentz boost to the center-of-mass frame of the W&γ
system, where the boost direction is denoted r̂. Since the
longitudinal component of the neutrino momentum is not
measurable, additional constraints are required in the
calculation of the W&γ four-momentum, described in

FIG. 2. Scheme of the special coordinate system for W&γ
production, defined by a Lorentz boost to the center-of-mass
frame along the direction r̂. The z axis is chosen as theW& boson
direction in this frame, and y is given by ẑ × r̂. The W& boson
decay plane is indicated in blue, where the labels fþ and f− refer
to positive and negative helicity final-state fermions. The angles
ϕ and θ are the azimuthal and polar angles of fþ.

FIG. 1. LO Feynman diagrams forWþγ production showing initial-state (left) and final-state (center) radiation of the photon, and the
WWγ TGC process (right).
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• First integrated and 
differential fiducial cross-
section measurements 


• 2022 data (29 fb−1), ZZ→4l

ZZ production cross-sections @ 13.6 TeV
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• Combination of ATLAS 
Higgs and EWK 
measurements, plus LEP/
SLC EWPO at Z pole.

ATLAS Higgs+EWK(+EWPD) global combination

ATLAS Higgs results
([2021 STXS comb])
ATLAS EWK data
([EWK comb])
[LEP/SLC EWPO at Z pole]

Decay channel Target Production Modes L [fb�1] Ref.
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H ! bb̄

WH,ZH 139 [14,15,16]
VBF 126 [17]
tt̄H 139 [18]

Process Important phase space requirements Observable L [fb
�1
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ATLAS Higgs+EWK(+EWPD) global combination

ATLAS Higgs results
([2021 STXS comb])
ATLAS EWK data
([EWK comb])
[LEP/SLC EWPO at Z pole]

Decay channel Target Production Modes L [fb�1] Ref.

H ! �� ggF,VBF,WH,ZH, tt̄H, tH 139 [10]
H ! ZZ

⇤ ggF,VBF,WH,ZH, tt̄H(4`) 139 [11]
H ! WW

⇤ ggF,VBF 139 [12]
H ! ⌧⌧ ggF,VBF,WH,ZH, tt̄H(⌧had⌧had) 139 [13]

H ! bb̄

WH,ZH 139 [14,15,16]
VBF 126 [17]
tt̄H 139 [18]

Process Important phase space requirements Observable L [fb
�1

] Ref.

pp ! e±⌫µ⌥⌫ m`` > 55GeV , pjetT < 35GeV plead. lep.T 36 [19]

pp ! `±⌫`+`� m`` 2 (81, 101)GeV mWZ
T 36 [20]

pp ! `+`�`+`� m4` > 180GeV mZ2 139 [21]

pp ! `+`�jj mjj > 1000GeV , m`` 2 (81, 101)GeV ��jj 139 [22]

Eigenvectors used for the fit
I 7 Wilson coeffs. +

17 linear combinations
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• LHC data provides opportunities in discovering and studying events 
with multiple bosons. 


• More in the pipeline with full Run-2 data


• e.g. VVV with boosted jets targeting EFT


• LHC Run 3 data collection on-going at 13.6 TeV


• Measurements at different center of mass. More stats provides 
opportunities in differential measurements, more extensive 
studies on dim-6 and dim-8 operators, isolating longitudinally 
polarized components. 


• And other creative ways of analyzing our datasets.


• Stay tuned!



Same-sign W boson pairs (ssWW) with a 
hadronically decaying τ 
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• Significance: 


• 2.7 standard deviations observed (1.9 expected) for electroweak same-sign WW 
scattering, QCD production fixed to SM. 


• Simultaneous fits: observed (expected) significance of 2.9 (2.0) standard 
deviation 


• VBS EWK production has been confirmed in e/μ channels.e.g. Observation of VBS 
WW EWK

6

Because of the large background and complex signal topology, nine significant features to sep-
arate signals and backgrounds, chosen from a larger set of kinematical observables, are com-
bined in a single machine-learning discriminator (a feed-forward deep neural network, DNN).
Specifically, two dedicated transverse masses are defined to exploit the particular kinematical
properties of the VBS ssWW reaction [31]:

M
2
1T =

⇣q
M

2
tl
+ p

tl

T

2
+ p

miss
T

⌘2
�

���~pT

tl + ~pmiss
T

���
2
, (2)

M
2
�1 =

⇣
p

t
T
+ p

l

T
+ p

miss
T

⌘2
�

���~pT

t + ~pT

l + ~pmiss
T

���
2
. (3)

The variable M1T is the transverse mass of the t` system with p
miss
T . For the second quantity,

the t and ` momenta and p
miss
T are projected in such a way the t` system has a null invariant

mass, and then the transverse mass of the three objects is obtained. The DNN implemented
is optimized to discriminate signals from the main sources of background. It consists of one
hidden layer with 200 neurons. The training is implemented with Adam Optimizer [32], and
early stopping, dropout, and L2 regularization [33] techniques are used to avoid overfitting.
The variables used as input to the DNN model are listed below:

• VBS jet pair invariant mass Mjj;

• transverse mass MT(`,~pmiss
T

);
• transverse mass M1T;
• transverse mass Mo1;
• pT of leading VBS jet;
• pT of subleading VBS jet;
• pT of th;
• pT of `;
• ratio of pT of the leading track of the jet associated with th to the th pT.

The statistical analysis is implemented with a maximum likelihood fit to extract the signal
strength, the ratio of the signal yield observed to that predicted by the model, exploiting the
asymptotic limit of Wilks’ theorem [34]. To validate the results obtained by relying on the
asymptotic limit, the same estimate is computed by instead generating frequentist toy sam-
ples for the signal and the background, taking into account their statistical fluctuations. Data
yields in both SRs and CRs are incorporated in the likelihood via Poisson probability density
functions. The inputs to the fit are the distributions in the DNN output of the data, the signal,
and the backgrounds estimated as described above. The distributions in the SRs and CRs are
affected by common sources of systematic uncertainty, described in the next section, and thus
their expectations are correlated in the fit.

6 Systematic uncertainties
Systematic uncertainties in signal and background are introduced as nuisance parameters in
the statistical fit. The uncertainty determined by the CMS luminosity monitoring is 1.6%, 2.3%,
and 2.5% for 2016, 2017, and 2018 integrated luminosities, respectively. The uncertainties are
partially correlated among the data sets considering the luminosity measurement schemes pro-
vided by the same monitoring [35–37]. This uncertainty is considered to affect only the yields
(not the shapes).
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Figure 3: Distribution of DNN output for the e + th (left) and µ + th (right) channels for the
full data sample, in the tt CR (upper), OS CR (middle), and SR (lower) rows. Data points are
overlaid on the post-fit background (stacked histograms). The overflow is included in the last
bin. The middle panels show ratios of the data to the pre-fit background prediction and post-fit
background yield in yellow and green, respectively. The yellow (green) bands in the middle
panels indicate the systematic component of the pre-fit (post-fit) uncertainty. The lower panels
show the distributions of the pulls, defined in the text.

DNN as main 
discriminate for 
background 
suppression

https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-21-001/index.html
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-21-001/index.html
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Figure 4: Particle level 2D differential cross-sections of )HI of the two / bosons for the @@̄ ! // ! 4✓ process
as predicted by (a) the SM and (b) in the presence of the BSM aNTGC vertex. The BSM prediction shows the
contribution of the interference effects only, excluding the quadratic term in Equation (1), when 5

4
/
= 1.

sensitive and non-sensitive bins to maximise the sensitivity for the four-lepton system. Each bin of the
O)HI,1)HI,3 observable represents approximately an L-shaped grouping of the bins around the )HI,3 = )HI,1
line as shown in Figure 5(a). The small fraction of events with miss-paired leptons in the // ! 44 (4`)
final states was studied and found to have negligible impact on the CP-sensitivity of the OO.

Figure 5(b) shows the measured data compared with the total SM signal and background MC prediction
at the detector level of the OO O)HI,1)HI,3 . The bins 1 to 7 and 24 to 30 in Figure 5(b) represent the first
quadrant and the third quadrant, respectively, of the 2D distribution of )HI,1 vs )HI,3 shown in Figure 4. In
these two quadrants, the )HI observables for both / bosons have the same sign in the SM and are the most
CP-sensitive region, along with the two central bins representing the bin number 15 and 16 of the OO.
The measured data agree closely with the prediction within the measurement’s statistical precision and
systematic uncertainties. Figure 5(b) also shows an asymmetric prediction in the presence of a CP odd
BSM coupling when 5

4
/
= 1.

6.2.2 Detector corrections

Particle-level differential cross-sections for the on-shell // production are obtained by correcting the
detector effects such as inefficiency and resolution. The background-subtracted event yields are corrected
using an iterative Bayesian unfolding method [91].

The first step of the correction multiplies each bin yield by a fiducial correction factor obtained from the
S����� SM prediction, which accounts for the events that satisfy the detector level but fail to satisfy the
fiducial-level event selections. This correction accounts for the 5 � 20% of the fake fiducial events in
various bins caused by the resolution effects. Then, the detector resolution-induced bin migrations are
corrected iteratively using the SM particle-level distribution as the initial prior. With an increasing number
of iterations, the statistical uncertainty increases, and the residual bias relative to the prior decreases due to
the improvement of its knowledge. Two iterations were deemed optimal as a compromise between the
increasing statistical uncertainty and decreasing bias. The final step in the unfolding procedure is to correct
for the detector inefficiency by dividing the per-bin yield by the ratio of the number of events satisfying
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Figure 5: (a) The 2⇡ ! 1⇡ mapping and (b) the detector-level measurement of the OO O)HI,1)HI,3 . The measured
distribution is compared with the SM signal prediction and the total background. The ‘Others’ category includes the
contribution from CC̄/ and ++/ processes. The non-prompt background is estimated by using the fake-factor method.
The grey band represents the effect of the total theoretical and experimental uncertainties for the detector-level
predictions, and the vertical error bars on data represent the statistical uncertainties. The effect of CP-odd BSM
coupling is also represented by the dashed histogram.

both the particle- and reconstruction-level selections to the number of events passing the particle-level
selections.

A data-driven closure test is performed to evaluate the model dependence of the unfolding method. This
test first simulates a pseudo-data sample by reweighting the SM prediction to the shape observed in the
data. The pseudo-data sample is then unfolded using the nominal SM prediction. The comparison of the
unfolded pseudo-data with the reweighted particle-level prediction gives the intrinsic bias of the unfolding
method, which was found to be less than 1% in each bin of the unfolded O)HI,1)HI,3 observable in the
case of two iterations of unfolding. This resulting bias is taken as a systematic uncertainty of the final
result. Moreover, the uncertainty related to the choice of the generator in the unfolding is studied using the
alternative P����� prediction of the @@̄ ! // process, which is reweighted to match the nominal S�����
lineshape to avoid double counting of the data-driven bias. The generator bias estimated by comparing the
difference between the unfolded results is negligible.

Additionally, an injection test is performed to evaluate the robustness of the unfolding algorithm in the
presence of BSM physics in the data. A detector-level distribution for the BSM aNTGC parameter 5

/

4 = 1
is injected into the SM detector-level prediction. The BSM-injected detector level distribution is then
unfolded using the inputs from the nominal SM prediction. When compared, the unfolded distribution
agrees closely with the corresponding particle-level distribution within uncertainties.

7 Systematic uncertainties

Both the polarisation and CP property studies presented here are affected by some common sources of
theoretical, experimental, and background-related uncertainties.
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Evidence of pair production of longitudinally polarized 
vector bosons and study of CP properties in 𝒁𝒁 → 4l 


