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JUNO Experiment Motivation

B JUNO’s sensitivity to NMO can be
enhanced by combining the
measurements of reactor neutrinos and
atmospheric neutrinos.

B Event reconstruction and flavor
identification are challenging but crucial
for the study of atmospheric neutrino
oscillations.

B JUNO is a next-generation 20 kton liquid- i [Atmosphere
scintillator neutrino detector. [3AN
B The Central Detector is instrumented by 17612
20-inch Large-PMTs and 25’600 3-inch Small-
PMTs.
B JUNO’s main physics goal is the determination
of neutrino mass ordering (NMO).

Features extracted from each PMT's waveform reflect Combining the waveform features of all PMTs forms a spherical point

the event's topological structure and carry information cloud signal, upon which different types of neural network models have
about the event's direction, energy, etc. been explored.
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Flavor identification result* Flavor identification result* using both
without using event-level features waveform and event-level features B A mu|ti_purpose machine |earning approach has been proposed
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