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Outline of lectures

Part 1: Supermassive black holes in galactic nuclei: 
detections and mass measurements (2 lectures)

Part 2: Scaling relations between black holes and their 
host galaxies (2 lectures) 

Part 3: The cosmological evolution of AGN and BHs 
(2 lectures)

Part 4: The observational signatures of coevolution 
(2 lectures)
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Black hole - galaxy coevolution
In previous lectures we have described in detail the following seminal results 
obtained in the last ~10 years:

the detections of supermassive black holes in galactic nuclei

the relations between MBH and host spheroid properties

the downsizing in the evolution of Active Galactic Nuclei

the consistency between the mass function of local supermassive black 
holes and that of AGN remnants 

We can infer that

supermassive black holes in nearby galaxies were grown during past AGN 
activity

BH growth is tightly linked to galaxy growth and evolution, possibly due 
to AGN feedback on the host galaxy (co-evolution)

BH/AGN are fundamental ingredients in galaxy evolution 
(→Cedric Lacey’s lectures)
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BH-galaxy co-evolution 

1. Plenty of cold gas, frequent mergers and/or interactions: at the beginning 
SF and BH accretion proceed as fast as they can (Eddington limit).

BH and stellar mass increase at high rate.

BH and SF highly obscured by surrounding gas and dust.

2. When BH sizeable compared to host galaxy (MBH~107-108 M⊙), LAGN~LEdd 
powerful enough to expel gas from galaxy (eg. Silk & Rees 98, King 03)

BH growth and SF gradually reduces.

At the end, most of the original gas is  expelled and an unobscured type 
1 AGN shines in a generally passive galaxy.
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BH-galaxy co-evolution 

3. Almost no gas left, BH growth and SF can occur only through gas and 
dust in stellar winds and/or accretion of pristine gas. 

Galaxy interactions or secular processes (eg. bars) can destabilize gas 
and make it available from BH growth or SF.

Local MBH-galaxy relations are the result of the balance between AGN 
activity (LEdd ~ MBH), which tends to expel gas, and galaxy gravitational 
attraction (Egrav~σ4Re), which tends to retain it. 

The balance is found for MBH~0.001 Msph.
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Open questions
What process brings the gas into the bulge? 

Is it mergers, secular processes (e.g. bars and the formation of 
pseudobulges), cold and/or hot accretion?

What process brings the gas in the bulge from ~kpc scales to subpc 
scales for BH accretion?

What process determines the fractions of gas transformed into stars and 
accreted onto the BH?

Why SFR/BHAR ~ 1000 ?

What the process responsible for AGN feedback (if any) and what is the 
magnitude of its effects on the host galaxy? 

What comes first, the BH, the galaxy (stars) or are they co-eval?

The answers to these questions are still open, and we still do not have a 
complete and coherent observational and theoretical framework (see the 
review from Heckman 2009).
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Black hole - galaxy coevolution ?
What are the observational evidences of this standard picture of BH-galaxy 
coevolution?

The first crucial step is how to measure BH masses at all redshifts:

the “virial” BH masses

We will then explore the relation between BH growth and galaxy evolution by 
studying 

the redshift evolution of MBH-galaxy relations

the star formation activity in AGN hosts at high-z

the metallicity of AGN hosts (“integrated” star formation)

the observational evidences for AGN feedback
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MBH from reverberation mapping (→RBLR, see Hagai Netzer’s lectures) 
does not depend on distance ... 

BUT is

very demanding in terms 
of telescope time;

difficult at high L and high 
z (small ΔF/F, long ΔT, 
cosmological time 
dilation ...).

Single Epoch Virial BH Masses
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The R–L Relationship: Host-Galaxy Starlight 19

FIG. 5.— The Hβ RBLR–L relationship after correcting the AGN luminosities for the contribution from host-galaxy starlight. The top panel shows each separate
measurement as a single data point, and the bottom panel shows the weighted mean of multiple measurements for any individual object. The solid lines are the

best fit to the relationship (listed in bold face in Table 9), which has a slope of α = 0.519+0.063
!0.066.
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Radius - Luminosity relation (Kaspi+2000,2005, Bentz+09):
can estimate BLR size from continuum luminosity!

Single Epoch (SE) MBH: combine line widths with continuum luminosity

Are consistent with Reverberation Mapping (RM) MBH and with MBH-σ/L 
correlation.

Bentz+09
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The BH mass ladder    (→Peterson 2002)

Spatially resolved
Gas & stellar Kinematics

Local universe (< 250 Mpc)

MBH-σ,L,M
correlations

calibration (Onken +04)
 MBH(RM)

MBH
~0.5 dex

calibration (Vestergaard 
& Peterson 06)

MBH(SE) 
MBH(RM)

~0.4 dex

1

Virial BH masses
Type 1 AGNs only

Reverberation Mapping (RM) 
MBH = f V 2RBLR/G

Time expensive

RBLR-L relation

(Kaspi +00, Bentz+09)2 MBH = f V 2RBLR/G

Single Epoch (SE)
MBH = f̃ V 2Lα3 MBH = f̃ V 2Lα
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The effect of radiation pressure
Scattering of radiation from free electrons → classical Eddington limit

Radiation pressure generally negligible (except for L~LEdd). 
However, BLR clouds are not completely ionized 
→ consider radiation force for the absorption of ionizing photons.
Assume BLR clouds are optically thick to ionizing radiation:

L ≤ LEdd = 4πGMBHmpc/σT � 1.3× 1038

�
MBH

M⊙

�
erg s−1



The effect of radiation pressure
Scattering of radiation from free electrons → classical Eddington limit

Radiation pressure generally negligible (except for L~LEdd). 
However, BLR clouds are not completely ionized 
→ consider radiation force for the absorption of ionizing photons.
Assume BLR clouds are optically thick to ionizing radiation:

L ≤ LEdd = 4πGMBHmpc/σT � 1.3× 1038

�
MBH

M⊙

�
erg s−1

ΔA - cloud surface exposed to 
ionizing radiation
NH - cloud column density

r

ΔA
NH

F =
� +∞

ν0

Lν/hν

4πr2
(1− e−τν ) ∆A

hν

c
dν =

Lion

4πr2c
∆A

V 2

r
=

GMBH

r2

�
1− a

4π Gc mp NH MBH

L

�
Circular orbits: a =

Lion

L



The effect of radiation pressure

f V 2 =
G MBH

r

Adopted virial relation:

f V 2 =
G MBH

r

Marconi+08,09
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calibrated directly using (true) MBH estimated from MBH-σ/L from Bentz+09

Direct calibration of SE virial MBH

No 
rad. 

press.

Hβ

σ 0.25 dex

σ 0.45 dex σ 0.30 dex

MgII

σ 0.25 dex

CIV

σ 0.30 dex

σ 0.40 dex

WITH 
rad. 

press.
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Line widths
It is possible to 
compute the expected 
relations FWHM(Hbeta) 
vs FWHM(MgII) and 
FWHM(CIV) vs FWHM
(MgII) and compare 
them with observed 
ones.

This is possible IF the 
virial MBH estimates 
using these lines 
provide the same BH 
mass, with or without 
radiation pressure.
The effect of radiation 
pressure can nicely 
explain the observed 
distributions. 



Virial BH masses at high z

From the analysis of observed L, FWHM distributions MgII is less affected by 
radiation pressure (NH~1023.5 cm-2):

NH distribution in BLR clouds, Hβ and CIV emission dominated by lower NH 
(~1023 cm-2) clouds, and MgII by larger NH (~1023.5 cm-2) clouds (consistent 
with photoionization models).

MgII seems to be the best line for virial MBH estimates, can be used up to 
z<7.6 from the ground (Marconi +12)

Virial MBH from Hβ and CIV are affected by radiation pressure:
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With Masses of Active Black Holes ...
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Figure 3. Distributions of line widths (FWHM) as a function of redshift for the
LBQS (squares), BQS (asterics), and SDSS color-selected (triangles) samples.
No significant changes are seen in the distribution with redshift, except the
SDSS color selected sample does not have as extreme wide lines as some LBQS
quasars.

no significant change in FWHM with redshift with the exception
that the SDSS quasars do not have the extreme wide lines that
some LBQS quasars do.

4. BLACK HOLE MASS FUNCTIONS

The quasar black hole mass function, Ψ(MBH, z), is defined
as the comoving space density of black holes per unit black
hole mass as a function of black hole mass and redshift. To
determine the space density (i.e., the number of black holes per
unit comoving volume) in a given mass and redshift bin, we use
the 1/Va method presented by Warren et al. (1994), where Va is
the accessible volume, defined by Avni & Bahcall (1980). The
mass function and its statistical uncertainty are described as

Ψ(〈MBH〉, 〈z〉) =
∑

i=1

1
Va,i ∆MBH

, and (2)

σ (Ψ) =
[
∑

i=1

(
1

Va,i ∆MBH

)2
]1/2

, (3)

respectively. The sum is performed over the objects (denoted by
i) with redshift in the range 〈z〉 − ∆z/2 and 〈z〉 + ∆z/2 and with
masses in the range 〈MBH〉 − ∆MBH/2 and 〈MBH〉 + ∆MBH/2.

We follow the method of Fan et al. (2001a) and Vestergaard
et al. (2008) of including the selection function of the quasar
survey in the computation of the accessible volume:

Va,i (za) =
(∫ za

zmin

p(z)
dV

dz
dz

)

i

. (4)

The “accessible redshift,” za , is the minimum of zmax, the
maximum redshift that object i can have and still be detected
by the survey, and the upper redshift limit in the survey or
in the adopted redshift bin, i.e., za = min[zmax, zlimit]. The
volume element, dV/dz, is defined by Hogg (1999) for a ΛCDM
cosmology.

For the BQS a constant survey completeness of p = 0.88,
determined by Schmidt & Green (1983), was adopted. For the

Figure 4. Mass functions as a function of mass for the samples analyzed in this
work. Top panel: the LBQS (for all five redshift bins), the BQS, and the SDSS
color-selected samples. Middle panel: the LBQS alone (for the five different
redshift bins). Bottom panel: the BQS and the SDSS color-selected samples are
shown with selected redshift bins of the LBQS for ease of comparison. The
mass functions show turnovers toward low masses due to incompleteness.
(A color version of this figure is available in the online journal.)

LBQS, we adopt the survey completeness as a function of red-
shift presented by Hewett et al. (2001, their Table 7). The selec-
tion function for the SDSS color-selected sample was presented
by Fan et al. (2001a) and is a function of both luminosity redshift
and spectral energy distribution p(L, z, SED).

We show the black hole mass functions of the three samples
as a function of black hole mass in Figure 4. We limit the LBQS

BH Mass Function of quasars
(Vestergaard & Osmer 2009)
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Figure 6. Observed distributions of the Eddington ratio for the luminosity-
matched z = 2 and z = 6 quasar samples are shown as hatched histograms. The
two distributions are clearly different showing that a much higher fraction of
z = 6 quasars are accreting at or just above the Eddington limit. The solid black
line shows the intrinsic λ distribution for z = 6 black holes after accounting
for the fact that high-λ black holes are more likely to be found in flux-limited
quasar samples than those with low values of λ.
(A color version of this figure is available in the online journal.)

the distribution as a function of luminosity, however inspection
of Figure 5 suggests no luminosity dependence. In Figure 6,
we show the λ distribution at z = 6. The distribution can be
approximated by a lognormal with peak λ = 1.07 and dispersion
0.28 dex. Therefore, the typical quasar at z = 6 is observed to be
accreting right at the Eddington limit and there is only a narrow
λ distribution.

The peak of the distribution is four times higher than for
the most luminous quasars at 2 < z < 3 found by Shen
et al. (2008). However, the Shen et al. work used a smaller
luminosity bin than in our study, so in order to make a detailed
comparison with lower redshift we need to use a sample
that is matched in luminosity. We use the McLure & Dunlop
(2004) Mg ii FWHM line widths and luminosities for SDSS
quasars at 1.7 < z < 2.1. We use the same equation from
Vestergaard & Osmer (2009) as for the z = 6 sample to
determine MBH. In order to get luminosity-matched samples,
we produce 10,000 randomly drawn samples of 17 quasars
from the z = 2 SDSS sample matched to the L3000 distribution
of the z = 6 sample. λ is determined for each z = 2 quasar
using the same bolometric correction as the z = 6 sample.
The resulting λ distribution at z = 2 is shown in Figure 6.
The distribution peaks at significantly lower λ than the z = 6
sample (λ = 0.37) and is somewhat broader with dispersion
0.39 dex. A Kolmogorov–Smirnov test shows a probability of
10−6 that these two samples are drawn from the same parent
distribution. Our results at z = 2 are slightly different to the
results of Shen et al. (2008), likely due to the fact that we have
a broader luminosity range.

The fact that virial black hole masses are calculated by
MBH ∝ FWHM2L0.5 and that the FWHM distribution is not a
strong function of luminosity or redshift at z < 4 has led skeptics
to suggest that the virial black hole mass estimates are purely
driven by the luminosity dependence. We have shown here a
strong dependence of FWHM with luminosity at z = 6 and a
marked difference in the λ distribution at z = 6 compared to
z = 2. Given the theoretical expectation that one should see such
a change at the highest redshifts (as we discuss further below)
lends strong support to the use of virial black hole estimators at

both high redshift and high luminosity (despite the fact that the
method is only calibrated via the luminosity–broad-line-region
(BLR) radius relation at low redshift and low luminosity).

The observed distribution of λ in Figure 6 is that of several
magnitude-limited samples of quasars (SDSS and CFHQS). It
is therefore not necessarily the same as the distribution of λ for
a volume-limited sample of z = 6 black holes. Black holes with
low accretion rates may not pass the quasar selection magnitude
limits. One would expect the luminosity-selected sample to have
a distribution of λ shifted to higher values than the intrinsic λ
distribution of all black holes with a given MBH.8

To determine the expected magnitude of this effect, we have
carried out simulations with a range of plausible black hole mass
functions and Eddington ratio distributions. In each simulation,
we generate 106 black holes in the mass range 3×107–1010 M$
according to the mass function and assign an Eddington ratio
randomly from a lognormal distribution. Excluding other causes
of scatter (such as scatter in the bolometric correction) this
allows us to determine the absolute magnitude of each black hole
and then select absolute magnitude-limited quasar samples. Due
to the steepening of the black hole mass function at high masses
(see Section 5), the absolute magnitude limit of the simulated
sample is important. We chose the results for an M1450 < −25
sample because this is the typical magnitude of the CFHQS
quasars. The observed distribution of λ is still a lognormal one
and is shifted toward higher values from the input distribution
by 0.26 dex. Therefore, the intrinsic distribution which matches
our observed z = 6 distribution has a peak at λ = 0.60.
The intrinsic dispersion is only marginally broader than that
observed (0.30 dex intrinsic compared to 0.28 dex observed). For
brighter quasars, M1450 < −26, the results are very similar with
a further positive shift in λ of 0.05 dex, i.e., about 10%. From
these simulations, we determine that the intrinsic distribution
of λ for a volume-limited sample of z = 6 black holes would
be a lognormal with peak λ = 0.6 and dispersion 0.30 dex.
This distribution, P (λ), is plotted as a solid line in Figure 6, so
the relatively small offset from the observed distribution can be
appreciated. Although there may be some small dependence of
the distribution with MBH, there is no evidence for a dependence
in luminosity in Figure 5 so we assume no MBH dependence. The
observed z = 2 Eddington ratio distribution in Figure 6 would
be similarly offset from the intrinsic z = 2 distribution due to
the same selection effect being at work. We have not modeled
this because we only need the z = 6 intrinsic distribution for
the analysis in this paper.

4.3. Comparison with Models, Lifetimes, Light Curves, and
Duty Cycles

In this section, we compare the results above with several
models for black hole accretion growth, concentrating on the
distribution of Eddington ratios at z = 6, implications for quasar
lifetimes, light curves, and the duty cycle. If the duty cycle is
close to unity, i.e., there are no completely inactive black holes
at z = 6, then the solid curve in Figure 6 shows that essentially
all z = 6 black holes are accreting at λ > 0.1 and half of them
at λ > 0.6.

Di Matteo et al. (2008) used hydrodynamic cosmological
simulations to study the growth of black holes from z = 10 to
low redshift. The accretion rate onto the black hole was governed

8 Note that this is different to the bias noted by Shen et al. (2008) for the λ
distribution in a narrow luminosity bin which is biased too low due to scatter
and the slope of the black hole mass function.

L/LEdd at 
high z 

(Willot+09)
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Figure 11. Ke06 AGN in red galaxies divided into S2s (red
points) and L2s (blue points). The left panel shows L/LEdd vs.
[O i]/[O iii] and the right panel L/LEdd vs. Lbol. Large blue points
denote L2s from the Ho et al. (1997) sample. The two diagonal
strips in the right panel are two subclasses of the S2s and L2s pop-
ulations. The top one contain AGN with 7 < log MBH < 7.3M!

and the bottom one AGN with 8 < log MBH < 8.3M!.

tio is a good accretion rate indicator. Adding the Ho et al.
L2s change this conclusion and illustrates the double-nature
distribution of L/LEdd with respect to [O i]/[O iii].

The right hand side of the diagram explores the lumi-
nosity dependence of L/LEdd. As found in several earlier
studies, Lbol and L/LEdd are strongly correlated over more
than three orders of magnitudes in the SDSS sample, and
over more than five orders of magnitude when including the
Ho et al. L2s. The L/LEdd range in the S2 class is smaller,
∼ 2 orders of magnitudes. The Ho et al. sources fall on the
continuation of the SDSS correlation. All L/LEdd and Lbol

for L2s would drop by about a factor 5 if the [O iii]λ5007
would have been used instead. MBH can be considered as
an additional dimension of the L/LEdd vs. Lbol correlation.
This is illustrated by the two parallel bands where the up-
per stripe show L2s and S2s with MBH=107−7.3M! and the
lower one MBH=108−8.3M!. There are clear and smooth
transitions between S2s and L2s and between all BH mass
groups, over more than five orders of magnitude in Lbol and
no indication for a different sources of mass supply.

Fig. 12 shows a comparison of 0.1 < z < 0.2 type-I
and type-II SDSS AGN. In this case I use the entire Ke06
type-II sample since the type-I group is not divided accord-
ing to galaxy colour. The diagrams show L/LEdd vs. Lbol

(left panel) and L/LEdd vs. MBH (right panel). The divi-
sion between S2s and L2s is the same as in Fig. 11 and the
type-I sources are shown by small black squares. Lbol for
type-Is is measured as explained in N09 (the [O iii]λ5007
method) which is appropriate for such objects. As seen, the
type-I sources overlap, accurately, the S2s region in both
diagrams. LINERs are completely missing from the type-I
sample which results is a much narrower L/LEdd range of
such sources for all mass BHs.

The distribution of L/LEdd in high redshift AGN sam-
ples has been studied, extensively, in several recent publi-
cations. Kollmeier et al. (2006), Netzer et al. (2007), Shen
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Figure 12. Left: Same as right panel of Fig. 11 but for 0.1 <
z < 0.2 AGN. Small black squares are type-I AGN from NT07.
Right: the same for L/LEdd vs. MBH.

et al. (2007), and Gavignaud et al. (2008), used various se-
lected samples, with different redshifts and depths, to ad-
dress this issue. The results of the various studies are quite
different due to, among other things, the selection methods
and the way used to estimate MBH. All those samples, as
well as other low redshift type-I SDSS samples, clearly do
not contain LINERs. The reason is the much fainter AGN
continuum and broad emission lines in such sources which
makes their detection against the stellar continuum very dif-
ficult. The L2 fraction in the present low redshift sample is
as large, or even larger than the S2 fraction yet all the above
studies completely ignored this population. Obviously, there
may well be fewer L2s at high redshifts yet it is very unlikely
that such sources are completely missing. This suggests that
the overall range of L/LEdd in type-I AGN of all BH mass
is likely to be much larger than assumed so far.

3.2 AGN and starburst correlations

3.2.1 Star formation in type-II AGN

Most sources in the DR4 sample show clear indications for
starburst activity and long SF history. This has been dis-
cussed in K03, K06, Groves et al. (2006a; 2006b), KH09 and
various other papers. Very detailed discussions, with various
prescriptions of how to deduce the SFR, are given in B04
and in Salim et al. (2007; hereafter S07).

According to B04, the SSFR in galaxies hosting type-II
AGN can directly be obtained from the SDSS spectroscopy.
This is achieved by calibrating the SB luminosity in “pure”
SB systems against the stellar age indicator, Dn4000, us-
ing emission line luminosities, mostly L(Hα) (see details in
B04). This can then be applied to all AGN where Dn4000
has been measured to derive the SFR within the fibre. The
above methods is subjected to large uncertainties, especially
in older and redder systems, since the calibration of the
method is based on Dn4000 measurements in only SB galax-
ies. In older systems, the typical stellar age can reach several
Gyrs yet most of the Hα emission is produced in very young
(few × 107 yr) HII regions. This results in a big spread of

c© 2002 RAS, MNRAS 000, 1–16

L/LEdd vs MBH (Netzer+09)
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MBH-galaxy relations for AGN at z=0
Bentz+2009 presents the results of HST imaging of the galaxies in the 
reverberation mapping database by Peterson+2004.
They deconvolve AGN and host galaxy emission at HST resolution to 
estimate λLλ,AGN (5100 Å) and host bulge luminosity.
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Figure 1. Comparison of black hole mass and V-band bulge luminosity values
from Wandel (2002) (open circles) and this work (filled circles) for objects that
are common to both. The new values cover a range of 2.5 dex in luminosity and
show a clear trend, while the values from Wandel (2002) have a range of ∼2
dex in mass within a limited ∼1.5 dex range in luminosity.

Figure 2. MBH–Lbulge relationship for AGNs with reverberation-based masses
and bulge luminosities from two-dimensional decompositions of HST host-
galaxy images. The solid line is the “best” fit with a slope of α = 0.80 ± 0.09.
The dashed line is the fit from Wandel (2002) to his sample of broad-line AGNs
and has a slope of α = 0.90 ± 0.11.

for the objects or the same analysis techniques in determining
the black hole mass. All of the reverberation-based black hole
masses have since been homogeneously analyzed and updated
by Peterson et al. (2004), and PG 2130+099 has an updated mass
from the analysis of a new reverberation data set by Grier et al.
(2008). Figure 2 shows the black hole masses versus the host
galaxy V-band luminosities for the full sample of 26 objects
included in this study.

Table 2
Fits to the MBH–Lbulge Relationship

Sample K α Scattera

BCES

AGNs −0.02 ± 0.06 0.80 ± 0.09
AGNs (+ extra components) −0.07 ± 0.08 0.85 ± 0.11
FF05 ellipticals 0.42 ± 0.12 1.43 ± 0.21
FF05 ellipticals (− outliers) 0.30 ± 0.10 1.42 ± 0.24

FITEXY

AGNs −0.05 ± 0.06 0.76 ± 0.08 0.38
AGNs (+ extra components) −0.13 ± 0.06 0.80 ± 0.09 0.44
FF05 ellipticals 0.15 ± 0.11 1.11 ± 0.21 0.73
FF05 ellipticals (− outliers) 0.14 ± 0.11 1.18 ± 0.19 0.64

Notes. a The fractional scatter, quantified as the fraction of the measurement
value of MBH that must be added in quadrature to the error value in order to
obtain a reduced χ2 of 1.0.

3. THE BLACK HOLE MASS–BULGE LUMINOSITY
RELATIONSHIP

We employed two independent fitting routines in our exam-
ination of the MBH–Lbulge relationship: FITEXY (Press et al.
1992), which estimates the parameters of a straight-line fit
through the data including errors in both coordinates; and BCES
(Akritas & Bershady 1996), which accounts for the effects of
errors on both coordinates using bivariate correlated errors and a
component of intrinsic scatter. FITEXY numerically solves for
the minimum orthogonal χ2 using an iterative root-finding algo-
rithm and is a “symmetric” algorithm in that it does not assume
a dependent and an independent variable. Following Tremaine
et al. (2002), we include an estimate of the intrinsic scatter as
the fraction of the measurement value (not the error value) that
is added in quadrature to the error value to obtain a reduced χ2

of 1.0. The statistical accuracy of reverberation masses is only a
factor of 2–3 (Onken et al. 2003), so the fractional error is added
to the MBH measurement. BCES also accounts for, but does not
quantify, intrinsic scatter. For comparison with the “symmetric”
fits from FITEXY, we adopt the bootstrap of the BCES bisector
value with N = 1000 iterations. Fits of the form

log
MBH

108 M#
= K + α log

Lbulge

1010 L#
(1)

were performed utilizing both the single-component bulge
luminosities and the multiple-component bulge luminosities and
are presented in Table 2. The power-law slope ranges from
0.76 ± 0.08 to 0.85 ± 0.11 depending on the definition of the
bulge luminosity and the specific fitting routine utilized. We
take the BCES fit nearest the middle of this range, with a slope
of 0.80 ± 0.09, as the “best” fit.

For comparison, we fit the quiescent galaxy MBH–Lbulge re-
lationship using the sample of nearby galaxies with dynamical
black hole mass measurements (Ferrarese & Ford 2005; FF05).
We restricted the sample to ellipticals, both to circumvent the
need for bulge–disk decompositions and because ellipticals are
reported to show less scatter about the MBH–Lbulge relationship
(see McLure & Dunlop 2001). Bulge magnitudes were con-
verted to the V band using a typical elliptical galaxy color of
B−V = 0.9. The fitting results are presented in Table 2, includ-
ing fits to the quiescent galaxy relationship excluding Cygnus A
and NGC 5845, both of which are known to deviate significantly
(FF05).

Relation is surprisingly tight 
(intrinsic scatter ~0.4 dex, 
similar to quiescent galaxies);
Slope is 0.75-0.85 compared 
to 0.9-1.3 of quiescent 
galaxies (Gultekin+09); 
is the different slope telling us 
about a different between 
locally active BHs and 
quiescent ones? Or is it due 
to observational biases?Gultekin+2009

Bentz+2009
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MBH-galaxy relations for AGN at z=0
Woo+11 combines data from reverberation mapping database (Peterson
+2004) and new Rev. Map. observations at low L (Lick Monitoring project) 
and obtain the MBH-σ relation for local AGN (also determine f, in agreement 
with earlier determinations (Onken+2004).
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Figure 6. Dependence of residuals from the MBH–σ∗ relation (∆ log MBH = (log VP + log f )− (α +β log σ/(200 km s−1)) on parameters related to the accretion state:
VFWHM/σline (top left); Eddington ratio (top right); VFWHM (bottom left); line dispersion σline (bottom right) of the Hβ line. In this plot, we adopt the local relation
with α = 8.12, β = 4.24 taken from Gültekin et al. (2009), and log f = 0.72 as determined in Section 6.2.

the dependence since the line width of most of our objects is
relatively small, σline < 2000 km s−1. By dividing our sample
at σline = 1500 km s−1 into two groups of similar sample size,
we separately measured the virial coefficient for narrower-line
and broader-line AGNs. The difference in the virial coefficient is
∆ log f = 0.1–0.2, which is not significant given the uncertainty
of 0.15 dex on the virial coefficient.

5. DISCUSSION

We present the MBH–σ∗ relation of the reverberation sample
in Figure 7, using the slope, β = 3.55 ± 0.60, determined in
Section 4.1 and the average virial coefficient, 〈log f 〉 = 0.72 ±
0.10, determined in Section 4.2. Compared to the local quiescent
galaxies, active galaxies follow a consistent MBH–σ∗ relation
with a similar slope and scatter. Note that the mean black hole
mass of the reverberation sample (〈log MBH/M%〉 = 7.3±0.74)
is an order of magnitude smaller than that of quiescent galaxies
(〈log MBH/M%〉 = 8.2 ± 0.79). The slightly shallower slope
of the reverberation sample is consistent with the trend in the
quiescent galaxies that the slope is shallower for galaxies with
lower velocity dispersion (σ∗ < 200 km s−1); see Gültekin
et al. (2009). In contrast, the slope of late-type quiescent
galaxies (4.58 ± 1.58) seems higher than the slope of our active
galaxies, which are mainly late-type galaxies. However, given
the uncertainty in the slope (β = 3.55 ± 0.60) of the active
galaxy MBH–σ∗ relation, the difference between quiescent and
active galaxies is only marginal. We did not attempt to divide
our sample into various morphology groups or a few mass bins
to test the dependence of the slope, since the sample size is still
small and biased toward lower mass objects.

Figure 7. MBH–σ∗ relation of active galaxies with reverberation black hole
masses (blue), compared with non-active galaxies with dynamical black hole
masses. The reverberation masses were determined assuming the virial coef-
ficient, log f = 0.72 ± 0.10. The solid line is the best-fit slope of the active
galaxies, while the dashed line is the best fit to the inactive galaxy samples from
Gültekin et al. (2009).
(A color version of this figure is available in the online journal.)

Woo+2010

Relation is also surprisingly 
tight (intrinsic scatter ~0.4 
dex, similar to quiescent 
galaxies);
Slope is 3.6 ± 0.6 compared 
to 4.2-0.4 of quiescent 
galaxies (Gultekin+09); 
consistent within the large 
errors
Virial products are scaled by 
~5.2 (similar to Onken+2004)
Quasars are missing (difficult 
to measure σ



MBH-galaxy relations at low z (<1)
Treu et al. find evidence for evolution of MBH-σ/L 
zero point since z~0.5 (e.g. Bennert+11).
Intrinsic scatter (constant with z) is ~0.3 dex).
With high z objects (see later) evolution is as
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Figure 5. Upper left panel: BH mass–spheroid V-band luminosity relation. Colored circles represent measurements for the intermediate-redshift Seyfert galaxies (red:
z = 0.57, green: z = 0.36, blue: z = 0.36 taken from Paper II; squares indicate objects for which the fitting procedure ran into the lower limit of the spheroid effective
radius and we used priors to obtain a measure of the spheroid luminosity). Black circles correspond to the local reverberation-mapped sample (zave ! 0.08) studied by
Bentz et al. (2009a, 2009b) and re-analyzed here, including the best fit (black solid line; see the text and Table 4 for details). For all objects, the spheroid luminosity is
evolved to z = 0 assuming pure luminosity evolution (see the text for details). Note that no selection effects are included here. Intermediate-z objects with signatures
of interaction or mergers (see Figure 1 and Paper II) are indicated by a large open black circle. The dashed line shows the fiducial local relation for inactive galaxies
(Marconi & Hunt 2003), transformed to V band (group 1 only; see the text for details). Upper middle panel: the same as in the left panel, this time all z = 0.36 objects
in blue. Green circles are the high-z AGN sample (average z ∼ 1.8) taken from Peng et al. (2006b) and treated in a comparable manner. We assume 0.4 dex as error on
MBH, and 0.12 dex as error on luminosity (based on the error quoted by Peng et al. 2006b of 0.3 mag). We mark those high-z objects for which the BH mass is based
on the C iv line as green squares. Upper right panel: distribution of residuals in log MBH with respect to the fiducial local relation of reverberation-mapped AGNs.
Top panel: distribution of residuals for intermediate-redshift Seyfert galaxies (blue: z = 0.36; red: z = 0.57) and for the high-z AGN sample from Peng et al. (2006b;
green). Bottom panel: local sample. Lower panels: the same as in the upper panels, for the total host-galaxy luminosity.
(A color version of this figure is available in the online journal.)

high-z sample using the same prior as above), i.e., consistent
within the errors. If we exclude all objects for which MBH
was estimated based on the C iv line (which may be more
uncertain; Section 6.2), the evolution is less well constrained,
since half of the high-z objects are excluded. Using again a prior
on σint = 0.38 ± 0.09 as above, it results in β = 1.1 ± 0.3. The
slope also gets shallower when using the local inactive galaxy
sample from Marconi & Hunt (2003, group 1 only, transformed
to V-band magnitude, see Section 6.1): β = 0.9 ± 0.2.

7.4. BH Mass–Host-galaxy-luminosity Relation

We calculate the total host-galaxy luminosity for both
our intermediate-redshift Seyfert sample and the local
reverberation-mapped AGNs and show the MBH–Lhost relation
in Figure 5 (lower left panel). Note that, for consistency and lack
of additional information, we assume the same k-correction tem-
plate and passive luminosity evolution for the total host galaxy
as for the spheroid luminosity (see Section 5.2). Conservatively,
we also assume the same error on the total luminosity as on the
spheroid luminosity of 0.5 mag, although, generally, the error
on the total luminosity is smaller.

Compared to the MBH–Lsph relation, the MBH–Lhost relation
is apparently non-evolving: if we again treat the intrinsic scatter
of the relation as a free parameter and marginalize over it, the
offset we derive with respect to the local relation (solid black
lines in Figure 5, lower left panel) is ∆ log MBH = −0.03 ±
0.09 ± 0.04 (with respect to Lhost,V; including the full sample
at both z = 0.36 and z = 0.57). Expressed as offset in spheroid
luminosity, ∆ log Lsph = 0.04 ± 0.09 ± 0.04.

The best fit to the local reverberation-mapped AGNs (black
solid line in Figure 5, lower left panel) gives a marginally
steeper slope than for the MBH–Lsph relation (α = 0.96 ± 0.18
versus α = 0.70 ± 0.10; Table 4). Overplotting the high-
z comparison sample (Figure 5, lower middle panel), their
luminosity remains the same as in the upper middle panel: the
objects were fitted by Peng et al. (2006b) by only one component
(without any evidence of a second component) and thus Lsph
= Lhost. Apparently, the high-z comparison sample does not
follow the same MBH–Lhost relation, instead the offset remains.
The distribution of the residuals in logMBH of the distant AGNs
with respect to this fiducial local relation is shown in Figure 5
(lower right panel).
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Figure 6. Left panel: offset in log MBH as a function of log (1 + z) with respect to the fiducial local relation of reverberation-mapped AGNs (Figure 5, upper middle
panel). The best fit to all data points (solid black line) of the form ∆ log MBH = γ log(1 + z) including intrinsic scatter in log MBH as a free parameter but ignoring
selection effects is γ = 1.2 ± 0.2. (Note that the average data points for each sample are plotted only to guide the eye.) For comparison, we also overplot the
selection-bias corrected evolution (MBH/Lsph ∝ (1 + z)1.4±0.2; dotted line) with the 1σ range as dashed lines. As in Figure 5, squares indicate objects for which the
fitting procedure ran into the lower limit of the spheroid effective radius and we used priors to obtain a measure of the spheroid luminosity. Right panel: the same as
in the left panel as a function of look-back time. Here, the symbol size corresponds to BH mass.
(A color version of this figure is available in the online journal.)

Figure 7. Results of Monte Carlo simulations probing the effect of selection effects on the slope β of the relation ∆ log MBH = β log(1 + z) at fixed zero-redshift
spheroid luminosity corrected for evolution, and intrinsic scatter σint of the MBH–Lsph relation which is assumed to be non-evolving. Plotted are the 68% and 95%
joint confidence contours. Left panel: including both intermediate-z and high-z sample, without an assumed prior on σint. Both β and σint are well constrained
(β = 1.4 ± 0.2; σint = 0.3 ± 0.1). Middle panel: the same as in the left panel, including the prior by Gültekin et al. (2009; i.e., σint = 0.38 ± 0.09), resulting in the
same β within the errors. Right panel: the same as in the middle panel, but for intermediate-z sample only. While our sample alone does not cover a large enough
range in redshift, we find β = 2.8 ± 1.2 using the prior by Gültekin et al. (2009) on σint.

8. DISCUSSION

8.1. The Role of Mergers

Theoretical studies generally invoke mergers to explain the
observed scaling relations between BH mass and host-galaxy
spheroid properties—a promising way to grow both spheroid
and BH. In a simple scenario, spheroids grow by (1) the merging
of the progenitor bulges (assuming that both progenitors have
a spheroidal component), (2) merger-triggered starbursts in the
cold galactic disk, and (3) by transforming stellar disks into
stellar spheroids (e.g., Barnes 1992; Mihos & Hernquist 1994;
Cox et al. 2004), thus increasing the spheroid luminosity and
stellar velocity dispersion. The fueling of the BH, on the other
hand, is triggered by the merger event as the gas loses angular
momentum, spirals inward and eventually gets accreted onto
the BH, giving rise to the bright AGN or “quasar” period in

the evolution of galaxies (e.g., Kauffmann & Haehnelt 2000;
Di Matteo et al. 2005). Eventually, if BHs are present in the
center of both progenitor galaxies, they may coalesce. In such a
simple scenario, evolution in the BH mass–spheroid-luminosity
relation is not necessarily expected: both spheroid and BH grow
from the same gas reservoir, and bulge stars added to the final
spheroid followed the BH mass–spheroid-luminosity relation
prior to merging, so the relation will be preserved when the
BHs coalesce. However, while mergers provide a way to grow
both spheroids and BHs, they may do so on very different
timescales. Moreover, the merger history of galaxies varies,
depending, e.g., on formation time and environment. Different
types of merger, for example, with a different relative role of
dissipation (e.g., Hopkins et al. 2009a) have different effects on
the growth of spheroid and BH: for a gas-rich major merger
between an elliptical galaxy and a spiral galaxy—the latter

MBH

Lsph

∼ MBH

Msph

∼ (1 + z)1.4±0.2

MBH/Msph is 
already ~1.6 
times the local 
value at z~0.4 
i.e. ~4 Gyr ago.

Intriguingly no evolution when considering Total 
host luminosity.

Bennert+11
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At high z ...

At high redshift the detection of 
the host galaxies is very difficult 
especially in luminous QSOs.

High spatial resolution mandatory 
(but not sufficient!) and we can 
“hope” to measure only total 
galaxy luminosity!

Host galaxies of QSOs appear 
already fully formed after ~2 Gyr 
and are passively evolving, ie 
fading in luminosity 
(eg Falomo +08).

To compare with local MBH-Lsph 
relation need to correct for 
passive evolution (model 
dependent ...).

Observed

QSO subtracted

Residuals

SB profiles

Host galaxy

Falomo +08

Fig. 4.—Contour plot of the object (top panel ), object after subtraction of the PSF model (second from top), and residuals of the best fit (third from top). Scale
of contour plots is in arcseconds. Bottom panel: The radial surface brightness profile of the object ( filled points) and the fitted model (solid line) with components
( point source, dotted line; host galaxy, dashed line). The uncertainty in the radial surface brightness profile of the point source (PSF model) is about 0.1 mag at 0.500 and
0.3 mag at 1.200.
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MBH-galaxy relations at high z (>1)

Peng +06 no evolution using observed LR  at z>1.7, evolution is found after 
correction for passive evolution of the host ... MBH/Mstars ~3-6 times larger 
than today! Also McLure +03, Schramm +08, Salviander +07 ...

Lower evolution (less important passive evolution correction) at lower 
redshift (z<1.7),  MBH/Mstars ~1-2 as of today.

10 PENG ET AL.

Fig. 8.— The observed (a, left) and evolution corrected (b, right) correlations between black hole mass and host luminosity for the high
redshift host sample. The round solid points are the local comparison sample, and the solid line is the best fit, local relationship between
MBH and host luminosity. The high redshift hosts are shown using circles for the gravitationally lensed hosts, triangles for the Ridgway
et al. (2001) hosts and squares for the Kukula et al. (2001) hosts. An Sbc SED was used to make all the k-corrections. The dotted line
shows the best fit relation for the high redshift hosts using the Sbc SED to make the k-corrections, and the dashed lines show the effect of
using either the E/S0 (redder SED) or Im (bluer SED) templates rather than the Sbc template. Points with vertical lines (|) show broad
absorption features in their spectra which may make the estimate of MBH a lower limit. Points with horizontal lines have z > 2.5. The
point that is crossed out is not included in the fits (see Appendix). The dotted lines fitted to the z ≈ 2 (open) points are displaced from
the z = 0 relationship by 0.3 (a) and 1.5 (b) mag. The dotted circle and square illustrate problematic objects which are discussed in the
text and in Appendix D. These two objects are excluded from further discussions. In the representative errorbar shown, the MBH error is
the scatter in the virial relation, while the host galaxies have an uncertainty of roughly 0.3 mag.

timated the widths, finding consistency. The AGN con-
tinuum luminosity comes from first separating the AGN
from the host galaxy in the lens image fitting as described
above. We then fit this broad-band HST photometry (V,
I and H) with a power law to estimate the continuum lu-
minosities entering the virial relations. Since the virial
relations depend only on the (roughly) square root of
the continuum luminosity, even substantial errors have
little effect on the estimate of MBH. The corresponding
values shown in Table 4 for the Ridgway et al. (2001)
and Kukula et al. (2001) samples are from P06 after
changing from the E/S0 template (P06) to the Sbc tem-
plate (here) used for making k-corrections to the host
galaxy photometry. For seven of the QSOs we can es-
timate MBH from both the C iv and Mg ii. Four of 9
agree to better than 30% while the other five differ by
factors of 0.5, 0.5, 1.5, 3, and 3. The agreement is reas-
suring and consistent with other studies finding that the

virial technique mass estimates have a scatter of a factor
of ∼ 3 (Kaspi et al. 2000, Vestergaard 2002, McLure &
Jarvis 2002, Kollmeier et al. 2005). For the 9 objects
with multiple MBH estimates we adopt the average.

4. RESULTS

We examine the evolution of the MBH-LR relationship
by dividing our host sample into two sub-samples which
span equal time intervals and comparing them to the lo-
cal relation. Our high redshift sub-sample of 31 objects
spans the period 10–12 Gyrs ago (1.7 ! z ! 4.5) and our
low redshift sub-sample of 20 objects spans the period
8–10 Gyrs ago (1.0 ! z ! 1.7). We use the sample of 20
nearby, normal early-type galaxies, excluding lenticular
galaxies, with MBH measurements by Kormendy & Geb-
hardt (2001) and LR measurements from Bettoni et al.
(2003). The MBH–LR relation for these local galaxies is

12 PENG ET AL.

Fig. 9.— The observed (a, left) and evolution corrected (b, right) correlations between black hole mass and host luminosity for the lower
redshift (z ! 1.7) host sample. See Figure 8 for details. Points with a vertical line (|) may have underestimated values of MBH due to
either broad absorption features or narrow emission line components. The dotted line is displaced from the solid line representing the local
MBH-LR relation by 0.5 magnitude. See Appendix regarding FBQ 09051+532.

stellar mass deficit under the hypothesis that the quasar
hosts are dusty, star forming galaxies.

In summary, our overall estimate is that the stellar host
for a black hole of fixed mass at z ! 1.7 is on average
a factor of 4 less massive than today if we use the Sbc
model for the k-corrections. Leaving out z ! 3 object
lowers the deficit by " 10%. The mass deficit rises to
a factor of 6 for the Im SED and falls to a factor of 3
for the E/S0 SED, so we adopt 4+2

−1 as our standard es-
timate. This estimate of the deficit is designed to be
a lower bound in the sense that any other assumption
about the stellar populations in the host corresponds to
adding more rapidly evolving, younger stellar popula-
tions that will increase the correction for evolution and
thus increase the mass deficit compared to a passively
evolving model. If all the scatter were due to random
effects, this is a 6σ result, given an RMS scatter of 0.4
dex in MBH and 0.8 mag in MR.

4.2. The Evolution of the MBH-LR Relation Since
1 " z " 1.7

When we carry out the same analysis for our low
redshift sample, as shown in Fig. 9, we find that the

host galaxy mass deficit (Fig. 9b) is at most a factor
of two. The observed R-band luminosities are about
0.5 mag brighter than the local relation, but the pas-
sive evolution-corrected luminosities are about 0.5 mag
fainter than the local relation. Unfortunately, we have
fewer points and they exhibit more scatter (0.7 dex in
MBH, 1.2 mag in MR) than we found for the higher red-
shift sample.

The larger scatter is due to several factors. First, we
have fewer objects in this redshift bin and several of
them may be problematic (see the Appendix D). One
lensed host, SBS 0909+532 (z = 1.38) we discard en-
tirely because the fits are unstable. Another lensed host,
FBQ 0951+2635 (z = 1.24) is well-detected and mod-
eled, but lies 3 mag from the general trend. We include
it in the fits since we lack an objective basis for rejecting
it, but it does bias our fits towards fainter hosts by 0.15
mag and accounts for a third of the implied evolution
of this redshift bin. Six of the unlensed hosts may have
biased estimates of the black hole mass due to beam-
ing effects, contributions from narrow emission lines or
broad absorption lines (see Appendix A). As a second
source of scatter, the stellar populations in this redshift
range may be more heterogeneous simply because the

z < 1.7 z > 1.7
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MBH-galaxy relations at high z (>1)

Decarli+2009: ~100 
quasars with HST 
imaging (~R band rest 
frame), and host galaxies 
classified as ellipticals.

As for Peng+06,evolution 
is found after accounting 
for passive evolution.

At z~3 MBH/Msph is ~7 
times larger than at z=0

2456 R. Decarli et al.

Figure 1. The MBH–Lhost and MBH–Mhost relations in three different redshift bins. Squares (triangles, circles) mark quasars in which MBH is derived from
Hβ (Mg II, C IV). The reference (solid) line is the Bettoni et al. (2003) relation (upper panels) or the MBH/Mhost = 0.002 case (lower panels). The dotted line
is the best fit to the data, assuming the same slope of the rest-frame relations. No significant redshift evolution is observed when comparing MBH with the
observed host galaxy luminosities. On the other hand, a clear offset is apparent in the MBH–Mhost relationship as a function of the redshift.

Figure 2. The redshift dependence of MBH (top panel), Mhost (middle
panel) and their ratio " (bottom panel). The symbol code follows Fig. 1.
The best linear fits are plotted. The average points with rms as error bars of
the Hβ subsample (big square), of the low- and high-z C IV data (big circles)
and of the Mg II data with redshift <1 and >1 (big triangles) are also shown.

Figure 3. The redshift dependence of " for RLQs (top panel) and RQQs
(bottom panel) separately. The symbol code is the same as in Fig. 2. The
number of objects in each subsample is also provided in parenthesis.
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MBH-galaxy relations at high z (>1)
McLure +06 selects a sample of 3C RR Radio Loud Quasars (broad lines → 
virial MBH) and a sample of 3C RR Radio Loud galaxies (→ stellar masses).
Assume they are extracted from the same parent population to estimate 
average MBH/Mstar

Find z evolution of MBH/Msph which is ~ 4 times larger at z~2 than today.1398 R. J. McLure et al.

Figure 2. The distribution of the 3C RR quasars on the optical-radio lumi-
nosity plane. The solid line shows the relation for the lowest likely optical
luminosity at a given radio luminosity adopted during the calculation of the
black hole mass completeness limit (see Section 4).

M bh/M sph ratio is different from no evolution of the redshift zero
normalization at the >99.99 per cent1 level.

Although the 3C RR sample is purely radio selected, and therefore
does not have a defined optical flux limit, it is subject to an effective
optical flux limit through the correlation between radio and optical
luminosity (e.g. Serjeant et al. 1998). Consequently, it is of obvious
concern that the apparent redshift evolution of the 3C RR quasar
black hole masses may simply be the result of Malmquist bias.

However, it is relatively straightforward to demonstrate that this
is not the case. As a function of redshift, we are interested in cal-
culating the minimum virial black hole mass that one of the 3C RR
quasars could have, whilst still producing a radio source more lu-
minous than the 3C RR flux limit. Therefore, at each redshift we
first calculate the absolute radio luminosity of a source with an ap-
parent flux density equal to the 10.9-Jy 3C RR flux limit (Laing
et al. 1983). Secondly, using the optical luminosity–radio luminos-
ity distribution of the 3C RR quasars (Fig. 2), we then determine the
minimum allowable optical luminosity. In Fig. 2, the adopted lim-
iting optical luminosity as a function of radio luminosity is shown
as the solid line. Although this linear relation between optical and
radio luminosity provides a good description of the lower envelope
of the 3C RR quasar optical luminosities, it is nevertheless some-
what arbitrary. However, it can be seen from Fig. 2 that moving the
adopted limit to significantly higher optical luminosities is clearly
ruled out. Furthermore, it should be noted that moving the adopted
limit to lower optical luminosities would imply greater sensitiv-
ity to lower black hole masses, making Malmquist bias less of a
concern. Finally, to calculate the minimum virial black hole mass,
we assume that the broad emission-line velocity width must be
>2000 km s−1, if the source is to be regarded as a broad-line type 1
quasar. As a function of redshift, the resulting minimum allowable
black hole mass, effectively the black hole mass completeness limit,
is the upper envelope of the shaded grey region shown in Fig. 1.

The results of this calculation immediately demonstrate that the
radio flux limit of the 3C RR sample does not automatically force
the 3C RR quasar black hole masses to increase with redshift. On

1All significances based on !χ2 assume Gaussian errors. It should be noted
that significances could be reduced depending on the true form of the error
distributions.

Figure 3. The evolution of the M bh/M sph ratio for the 3C RR sample (see
the text for details). The solid line shows the best fit to the observed evolution,
while the dark grey shaded area shows the 1σ uncertainty of this fit. The light
grey shaded area illustrates the ±0.3-dex uncertainty on the local M bh/M sph
ratio, centred on M bh/M sph = 0.002. The best fit shown in this figure has
a value of reduced χ2 " 1. However, alternative binning schemes produce
reduced χ2 values consistent with unity, while leaving the fitted parameters
unchanged.

the contrary, it remains perfectly possible for the 3C RR quasars to
harbour black hole masses as small as #108 M$ right out to redshift
z # 2. Therefore, it seems clear that the redshift evolution of the 3C
RR quasar black hole masses is genuine, and not the result of biases
inherent to the 3C RR radio selection.

5 T H E E VO L U T I O N O F T H E B L AC K
H O L E : S P H E RO I D M A S S R AT I O

In Fig. 3, we show the evolution of the M bh/M sph ratio within the
3C RR sample, where each data point is simply 〈log (M bh/M$)〉 −
〈log (M sph/M$)〉 within each redshift bin. The solid line shows the
best-fitting relation, which has the form

log(Mbh/Msph) = 2.07(±0.76) log(1 + z) − 3.09(±0.25) (3)

with the dark grey shaded region indicating the 1σ uncertainty
on this fit. It can be seen from equation (3) that the slope of the
best-fitting relation is formally inconsistent with a non-evolving
M bh/M sph ratio at the 2.7σ level (99 per cent). However, it is im-
portant to note that the expected M bh/M sph ratio for local quiescent
galaxies of the same stellar mass as the 3C RR hosts is still relatively
uncertain. In Fig. 3, the light grey shaded area shows the ±0.3 dex
uncertainty on the redshift zero ratio of M bh/M sph = 0.002 pre-
dicted by the recent M bh–M sph studies of Marconi & Hunt (2003)
and Häring & Rix (2004). It can be seen from Fig. 3 that, although
the M bh/M sph ratio of the 3C RR sample is evolving over the red-
shift interval 0 < z < 2, the normalization remains within the current
redshift zero uncertainties until z # 1.5. Consequently, in evaluating
the significance of the apparent evolution, it is perhaps better to look
for the best non-evolving fit to the data with a normalization within
the redshift zero uncertainties (light grey shaded area). Under this
constraint, the best fit to the data has log (M bh/M sph) = −2.44 ±
0.08, just within the redshift zero uncertainties. However, the dif-
ference in chi-square between this non-evolving fit and the best fit
is !χ 2 = 7.4, which for two free parameters is significant at the
98 per cent level.
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Statistical analysis similar to this (but with differences) have been conducted 
by eg,  Merloni+2004, Trakhtenbrot & Netzer 2010, with similar results.
Trakhtenbrot & Netzer 2010 find that MBH/Mstar depends on BH mass.
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Figure 3. The distributions of M∗/MBH at different redshifts, for the three
MBH subgroups discussed in the text: local red galaxies (magenta) and
high-redshift AGN (blue and red). Dashed lines represent the HR04 sample.

NGC 4649 and NGC 4697, where we used new measurements re-
ported in Gebhardt & Thomas (2009), Shen & Gebhardt (2010)
and Forestell, Gebhardt & Fisher (2010). This sequence extends
up to MBH " 6 × 109 M$ and M∗/MBH ∼ 100 and shows a clear
dependence on MBH, similar to the red galaxies in our sample and
in contradiction to the claims of a constant M∗/MBH ∼ 500–1000.
Several of the HR04 galaxies are, in fact, disc+bulge systems with
relatively small bulges, and the replacement of Mbulge by M∗ will
enlarge the plotted M∗/MBH. Based on this fact and the large un-
certainties on the estimated M∗/MBH, we suggest that our sample
of local red galaxies is consistent with the HR04 sequence. We also
show in Fig. 2, M∗/MBH and MBH for our z " 2 sample. The high-
redshift objects form a similar sequence, shifted down by about
0.75 dex, with approximately the same slope. The z " 1 sequence
(not shown) is situated between the two.

Fig. 2 provides important clues about the redshift evolution of
M∗/MBH. First, M∗/MBH evolution must be considered for a given
MBH. The population mean of M∗/MBH would fail to account for the
fact that the way such samples are drawn is biased towards larger
MBH at higher redshifts. To demonstrate this, we show in Fig. 3 three
histograms, representing three vertical cuts in Fig. 2 for 0.2-dex
wide MBH bins centred at 108, 108.5 and 109 M$. These correspond
to the case of M∗ but no MBH growth. The typical growth factors of
M∗/MBH between z = 2 and 0.1 are ∼3.8 for MBH = 108 M$, ∼5.7
for MBH = 108.5 M$ and ∼7.8 for MBH = 109 M$. We also show,
in dashed vertical lines, the mean M∗/MBH in the HR04 sample
for the same MBH obtained from the best (BCES bisector) linear fit
to their data. The corresponding M∗/MBH growth factors are ∼2,
∼3.3, and ∼5.6, for the same values of MBH.

4 D ISCUSSION

The analysis presented here suggests strong evolution in M∗/MBH

up to z = 2, much steeper than what is suggested in other studies.
In particular, our mean values of M∗/MBH at z " 1 and 2 are
smaller than the ones reported in D10, which is the most up-to-date
compilation of such works. There are three main reasons for these
differences.

(i) As already mentioned, most earlier works estimate M∗ by
assuming a passive evolution from a high formation redshift. This is
obviously an over-simplification of the evolution of most galaxies
and significant epochs of SF at z < 4 (e.g. D07; E07; Drory &
Alvarez 2008; van Dokkum et al. 2010, and references therein).
Accounting for younger stellar populations would result in lower
M∗ and thus lower M∗/MBH (see D10 and Peng et al. 2006).

(ii) The D10 sample represents the minority of the AGN popula-
tion, as hinted by two biases. First, the majority of the D10 sources
lie in the top 15 per cent of the MBH distributions corresponding to
their redshift. Secondly, the selection criteria for the D10 HST ob-
servations could have been biased towards large, resolved galaxies
with large M∗.

(iii) The mean MBH in high-redshift AGN samples is systemati-
cally larger than the corresponding low-redshift MBH. For example,
in our large sample of red galaxies, 99 per cent of the sources
show MBH < 108.8 M$ while 20 per cent of the z " 1 and 57 per
cent of the z " 2 AGN have larger MBH. All the z " 2 sources in
D10 have MBH ! 108.7 M$. Such objects should only be compared
with local galaxies which host BHs that are at least as massive. As
Fig. 2 shows, this corresponds to M∗/MBH = 100–200, instead of
the commonly used ∼700.

In conclusion, while our work applies to most AGN, the D10 sample
probably represents the remaining sources.

The results presented here point to a scenario where many galax-
ies have to increase their mass by factors of 4–8 (2–4) since z " 2
(z " 1). The growth factors for the most massive BHs are not well
determined since the number of very massive galaxies in the local
Universe is not large enough to reliably extend the results of Fig. 2
beyond MBH " 109 M$. These numbers represent the requirement
for the galaxies to overgrow their SMBHs by the above factors. This
seems to be consistent with models which suggest that the high mass
SMBHs observed at z " 2 could have accumulated most of their
mass by that redshift (Marconi et al. 2004). On the other hand, it
may be in contradiction with at least some scenarios linking AGN
activity to the shut-down of SF in their host galaxies (see Somerville
et al. 2008; Cattaneo et al. 2009 and references therein).

While a full discussion of the various growth scenarios of M∗
is beyond the scope of this Letter, we comment briefly on some of
these ideas. Major galaxy mergers would increase both M∗ and MBH,
either through starbursts and gas accretion in ‘wet mergers’ or the
possible coalescence of the two SMBHs involved in ‘dry mergers’.
However, theoretical and observational arguments (e.g. Lotz et al.
2008; Genel et al. 2009) suggest a low rate of such events for z <

2 galaxies. Thus, major mergers cannot change M∗/MBH by more
than a factor of ∼2–3 between z = 2 and 0. Small ‘dry mergers’ may
help. For example, Naab, Johansson & Ostriker (2009) show that
present-day massive red ellipticals gain ∼40 per cent of their mass
through accretion of smaller companions since z ∼ 2. Intense SF in
outer parts of galaxies due to external source of cold gas which does
not find its way to the centre (e.g. van Dokkum et al. 2010), is another
possibility. More possibilities and more references are discussed in
Benson & Devereux (2010). The M∗/MBH distributions presented
here suggest an increase in M∗/MBH by factors beyond what is
suggested in many theoretical studies.

Finally, we comment on the possibility that the suggested evo-
lution of M∗/MBH could be due to two wrong assumptions. First,
many more AGN hosts may not lie on the SF sequence or may not
obey the Lbol–SFR correlation used here. This is unlikely to be the
case at low redshift, where SDSS type II AGNs are used. However,
the selection of at least some of the most luminous, high-redshift

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 406, L35–L39
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MBH-galaxy relations at high z (>1)
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Figure 1. Examples of SED decompositions. Black circles are rest-frame fluxes corresponding to the 14 bands used to constrain the SED of each object. Purple and
blue lines correspond respectively to the galaxy and the AGN template found as best-fit solution through the χ2 minimization for the BC03 template set (red and dark
green for the P07 one), while the black line shows their sum (dark gray for P07 total). Pink and cyan dotted lines show the range of allowed SED from the BC03
template library within 1σ of the best-fit MK measure, and light gray their sum. For one objects (VIMOS IDs 834988) our fitting procedure returns only an upper limit
for the galaxy rest-frame K-band magnitude (overall 10/89); in this case we only plot the AGN spectral component. The inset in each panel shows the normalized
probability distribution, P = exp (−χ2

red/2), for the rest-frame K-band absolute magnitude of the host galaxy, with the solid vertical line marking the best-fit value
and the dashed lines the 1σ uncertainties. The red vertical line marks instead 5% of the K-band magnitude of the AGN component. The full set of images of SED
decomposition can be found at http://www.mpe.mpg.de/∼am/plot_sed_all_rev.pdf

the parameter associated with the highest possible value of MK
within the uncertainty. Finally, whenever we decide that only
an upper limit can be meaningfully associated with the K-band
luminosity of the host galaxy, we assign an upper limit to the
object’s total stellar mass adopting the median mass-to-light
ratio of all other objects in the sample (this corresponds to
adopting the following relation between the logarithm of the
total stellar mass and MK for the upper limits in the sample:
logM∗ = −0.55 − 0.4(MK − 3.28), see Section 3.2). In total,
for 10/89 objects we can provide only upper limits for the host-
galaxy SED component (and thus for MK and M∗).

3.1. Rest-frame K-band Luminosities

We are mainly interested here in determining the total mass
of the host. It is generally believed that local scaling relations

apply only when the bulge/spheroid component of the host
galaxy is considered (Kormendy & Gebhardt 2001; but see the
recent works of Kim et al. 2008; Bennert et al. 2009, for a
different view); however, reliable bulge-disk decomposition for
our AGN hosts are problematic and will not be considered here;
we will briefly discuss the implications of this issue later, in
Section 6.1. In most of the objects of the sample the nuclear
AGN emission dominates the emission in all optical bands, and
the constraints on the host-galaxy emission are derived mostly
in the wavelength range where the AGN SED has a minimum,
around 1.2 µm, (Elvis et al. 1994; Richards et al. 2006). This is
close to the rest-frame K band, which is itself a good (i.e., such
that the mass-to-light ratio in the K band has a 1σ scatter of about
0.1 dex) indicator of total mass (see, e.g., Madau et al. 1998;
Bell et al. 2003). We thus proceed in two steps: we first try and
constrain the rest-frame K band magnitude of the AGN hosts,
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Fig. 7.— Black hole mass host stellar mass relation for zCOSMOS type–1 AGN in the redshift range

1 < z < 2.2. Symbols with leftwards arrows represent upper limits on the host mass. The black

solid line is the best fit to the Häring & Rix (2004) local spheroids sample relation, with dashed

lines marking a ±0.3 dex offset. Red arrows represent the direction of evolution of the points in the

MBH-M∗ plane in 300 Myr on the basis of their instantaneous accretion- and star formation-rates

and an AGN duty-cycle estimated from the amplitude of the corresponding luminosity and mass

functions (see text for details).

Separate AGN and galaxy via SED fitting.
Large uncertainties due to assumed 
galaxy and AGN templates, but more 
accurate than the use of single band L 
and direct estimate of total Mstar.
They find evolution

Merloni+10 select type 1 AGN with L> 1044.5 erg/s at 1<z<2 from COSMOS.
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Very high z (~6)

Impossible to image the host galaxy ...
Highest redshift QSO has z=6.42;
MBH ~3 × 109 M⊙ (Willot +03) 

From resolved CO emission, virial 
dynamical mass  Mdyn ~ 1010 M⊙ within 
the central 1.5 kpc.
MBH might be up to 10-30% of total 
dynamical mass (Walter +03, +09).
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Red! and blue!shifted [CII][CII] emissionContinuum emission

CO(3!2)

Figure 1: [CII] observations of the z=6.42 quasar J1148+5251 obtained with the
IRAM Plateau de Bure interferometer. Observations were obtained in the most ex-
tended antenna configuration during three tracks in early 2007 and 2008 (νobs=256.17GHz,
νrest=1900.54GHz), resulting in a resolution of 0.31′′×0.23′′ (1.7 kpc×1.3 kpc; the beam-
size is shown in light blue colour in the middle panel). The resolved CO emission from
VLA observations14 is displayed as colour scale in all three panels. The cross indicates
the absolute position (uncertainty: 0.03′′) of the (unresolved) optical quasar as derived
from Hubble Space Telescope observations26. Left: Contours represent the far–infrared
continuum emission obtained from the line–free channels of the [CII] observations in-
tegrated over a 445 km s−1 bandwidth (contour levels are –0.9 (grey), 0.9 and 1.8mJy
(black); rms noise: 0.45mJy). There is good agreement between the optical quasar
and the peak of the continuum emission, as well as the peak of the molecular gas emis-
sion traced by CO, demonstrating that our astrometry is accurate on scales of < 0.1′′.
Middle: Contours show the [CII] emission over a velocity range of –293 to +293 km s−1

(contours are plotted in steps of 0.72 mJy; rms noise: 0.36mJy). The (rest–frame)
beam–averaged peak brightness temperature of the [CII] emission is 9.4±0.9 K (from
the peak flux of 7.0±0.36mJy at a resolution of 0.31′′ × 0.23′′), which is similar to
the CO brightness temperature (8.3K)14. If the intrinsic temperature of the gas were
similar to that of the dust2 (30–50K), this would imply that we have not fully resolved
the CO or the [CII] emission. Right: Contours of blue– and a red–shifted emission
(averaged over velocities from 75–175 km s−1 on either side) are plotted as blue and red
contours at 3.2 and 4.8mJy, respectively (rms noise: 0.63 mJy). The dynamical mass
of ∼ 1010 M# within the central 1.5 kpc deduced from these observations (assuming
vrot ∼ 250 km s−1) is in agreement with earlier estimates on larger spatial scales14.

7

Figure 2: Spatially integrated [CII] spectrum of the z=6.42 quasar J1148+5251. The
[CII] line is detected at high significance (bandwidth covered: 1GHz, or 1100 km s−1)
and is present on top of a 4.5±0.62 mJy continuum (consistent with an earlier estimate1

of 5.0±0.6 mJy). Gaussian fitting to the line gives a [CII] peak flux of 12.7±1.05mJy, a
full width at half maximum (FWHM) velocity of 287±28 km s−1 and a central velocity
of 3±12 km s−1 relative to the CO redshift4 of z=6.419 (νobs=256.17 GHz). This leads
to a [CII] flux of 3.9±0.3 Jy km s−1 (consistent with earlier, unresolved observations5 of
4.1±0.5 Jy km s−1), which corresponds to a [CII] luminosity27 of L′

[CII]=1.90±0.16×1010

Kkms−1 pc−2 or L[CII]=4.18±0.35×109 L# (adopting a luminosity distance of DL=64
Gpc16), yielding L[CII]/LFIR=1.9×10−4. This ratio is by an order of magnitude smaller
than what is found in local starforming galaxies (a finding consistent with local ultra-
luminous infrared galaxies, ULIRGs5,28,29). The line–free channels of the [CII] obser-
vations are used to construct a continuum image of J1148+5251 at 158 microns (rest
wavelength) as shown in Fig. 1 (left).

Walter +09



SMG galaxies
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Figure 1. Black-hole–host galaxy (corresponding to the spheroid mass for
these systems) mass relationship for SMGs and other systems (as indicated).
SMGs (circles) cannot lie a factor ≈ 4–6 above the local relationship (as found
for z ≈ 2 quasars and radio galaxies; Peng et al. 2006; McLure et al. 2006)
without overproducing the local black-hole mass density; see §4 for discussion.
The solid square indicate where X-ray luminous broad-line SMGs would lie,
assuming that the average CO dynamical mass represents the spheroid mass
in these systems, and shows that this subset of the broad-line SMG population
could be more evolved than typical systems. The solid bar indicates how the
SMBH masses for the SMGs varies depending upon the assumed Eddington
ratio (η). This figure is taken from Alexander et al. (2008); see §5 of that
paper for further details.

Borys et al. (2005) is 2×1011 M!; here we only consider the six z > 1.8 SMGs in
Borys et al. (2005) that do not have UV or near-IR excess emission over that ex-
pected from stars, giving a value ≈ 2 times lower than estimated by Borys et al.
(2005). The stellar-mass estimate is slightly higher than the masses estimated
from CO and Hα dynamics, and may be more representative of the overall mass

SMG (SubMm Galaxies, high z analogs of ULIRGs with typical 
SFR ~ 1000 M⊙/yr) seem to have smaller BHs compared to host spheroid 
w.r.t. quasars at similar redshifts.
With typical virial BH masses, ≈ 6 ×107 M⊙, SMGs appear to be in a phase 
of rapid BH growth.

Alexander+08,+09
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assuming that the average CO dynamical mass represents the spheroid mass
in these systems, and shows that this subset of the broad-line SMG population
could be more evolved than typical systems. The solid bar indicates how the
SMBH masses for the SMGs varies depending upon the assumed Eddington
ratio (η). This figure is taken from Alexander et al. (2008); see §5 of that
paper for further details.
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Errors or selection effects?
Lamastra et al. (2010) considered Semi-Analytical models of galaxy 
evolution by Menci et al. which takes into account hierarchical buildup of 
structures (galaxies and BHs) and feedback effects. BH accretion (AGN) is 
triggered by galaxy encounters/merging in haloes.
They looked at predicted MBH/Mstar for different objects.

32 A. Lamastra et al.

the AGN, !E = εAGNηc2!macc. The value of the energy feedback
efficiency for coupling with the surrounding gas is taken as εAGN =
5 10−2 (see Menci et al. 2008).

3 R E S U LT S : OV E RV I E W O F S M B H G ROW T H

As a first step in the study of the relative growth of BHs and host
galaxies, we show in Fig. 1 the local (left-hand panel) and the high-
redshift (z = 4, central panel) MBH–M∗ relation that we obtain from
our model.

The predicted local relation is consistent with observations, and
the data lie on the predicted confidence region represented by the
contour plot, although the predicted distribution shows a small off-
set from the observed best-fitting relations derived by Marconi &
Hunt (2003) and Häring & Rix (2004). Although, in principle, the
model parameters (like the AGN feedback efficiency εAGN or the
normalization of the star formation efficiency) could be tuned to op-
timize the fitting to the observed local MBH–M∗ relation, this would
also affect the predicted properties of the galaxy population (e.g. the
evolution of the luminosity function, the colour distributions, the
local Tully–Fisher relation) at both low and high redshifts. Since
the model is intended to provide a unified description of AGNs
and galaxy evolution, we chose to adopt the same fiducial model
adopted in our previous works since it provides a good match to
a wide set of galactic properties (see Menci et al. 2006, 2008).
Instead, a robust feature of the MBH–M∗ is constituted by the be-
haviour of the scatter, which is almost independent of the model
parameters and even on the specific mechanism assumed to trigger
the AGN feeding. In fact, its decrease with increasing MBH is typi-
cal of hierarchical scenarios, and it is due to the early assembly of
progenitors into a unique main progenitor which characterizes the
merging histories of massive objects formed in biased, high-density
environments (see Menci et al. 2008).

Note that the MBH–M∗ relation is predicted to evolve with z as
shown by the central panel of Fig. 1, with the massive end of the
distribution reaching the region corresponding to the observations
of luminous, BL AGNs at z ≥ 4 (see Appendix A for details on
the data). A typical prediction of our interaction-driven model is
that the evolution of the MBH–M∗ relation increases for increasing
stellar or BH mass. Indeed, while low-mass BHs in model galaxies
at high redshifts are characterized by MBH/M∗ ratios close to their
local values (at least for the majority of them), for the most massive
simulated BHs the MBH/M∗ is substantially larger than the model
local values. We can quantify the evolution of the MBH/M∗ in our
model through the quantity $ defined in Section 1 (equation 1);
since our model predicts a whole distribution of local MBH for
each stellar mass M∗ (not just a simple power law, as is generally
adopted to fit the local data), we compute $ as the deviation of the
MBH/M∗ ratio of each model BH from its own local value. Then for
galactic hosts with stellar mass M∗ ≈ 1011 M% the BH masses at
z ≥ 4 are typically MBH ≈ 109.6 M% (see central panel of Fig. 1),
more massive than the predicted local value by a factor of $ ≈
5. These objects constitute the progenitors of the local extremely
massive BHs, and their growth with time is represented by the paths
shown in the right-hand panel of Fig. 1. Note how such paths are
characterized by an assembly of BH masses extremely rapid in the
early phases, which is faster than the stellar mass growth since they
approach their final position in the MBH–M∗ plane passing above
the local MBH–M∗ relation.

The physical origin of the above behaviour can be understood as
follows: such high-redshift massive BHs (the counterpart of those
observed by Walter et al. 2004; Maiolino et al. 2007; Riechers
et al. 2008) are formed from galaxies collapsed in biased, high-
density regions of the primordial density field where the collapse
and growth of galactic hosts are accelerated. The star formation and
BH accretion histories of such objects are shown in Fig. 2, and can
be schematically divided in two phases.

Figure 1. Left-hand panel: the local predicted MBH–M∗ relation is compared with data by Häring & Rix (2004, diamonds), and Marconi & Hunt (2003,
squares, here M∗ is derived using the best-fitting virial relation of Cappellari et al. 2006); the colour code represents the density (per Mpc3) of BHs in a given
MBH–M∗ bin, as indicated by the upper colour bar. The contour plot allows to show how the predicted behaviour of the scatter (growing with decreasing stellar
mass) is consistent with the observed scatter of the data points. Central panel: the predicted MBH–M∗ relation at z = 4 (colour coded as above) is compared
with data corresponding to observations of BL AGNs and host galaxies in the range 4 ≤ z ≤ 6; details on the data and corresponding references are provided
in Appendix A. We also show as a solid line the predicted median local value, corresponding to the median local value of MBH for model galaxies with given
M∗. Right-hand panel: we show some of the paths in the MBH(t)–M∗(t) plane followed, during their evolution, by BHs (and by their host galaxies) reaching a
final mass of MBH(z = 0) ≥ 1010 M%.
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Figure 2. Top panel: we show the star formation histories for a subset of
model galaxies. All histories have been normalized to unity when integrated
over cosmic time, to make easier the comparison, such a normalization
defines the units of the y-axis. Bottom panel: the BH mass accretion histories
for the same model galaxies, normalized as above. The chosen subset of
galaxies in our Monte Carlo simulation is the same adopted to illustrate the
paths in the MBH–M∗ plane in Fig. 1.

At high redshifts z ! 3, the rapid interactions characterizing
the dense environment of such galaxies are effective in rapidly
destabilizing the galactic gas and in feeding the central BHs. In
fact, in such environments and cosmic times, both the interaction
rate in equation (2) and the fraction of destabilized gas (equation 3)
are large; the first, due to the large densities, and the second due to
the large ratio m′/m ≈ 1 (i.e. a mass m′ of the merging partner close
to the mass m of the main progenitor) characteristic of this early
phase (z ! 3) when galaxy interactions mainly involve partners with
comparable mass. The frequent starbursts in star formation and the
corresponding episodes of BH mass accretion at this early cosmic
times are shown in Fig. 2.

At lower z, the decline of the interaction rate and of the destabi-
lized fraction f acc suppresses the growth of BHs which in our model
is only due to galaxy interactions (see the drop in the BH accretion
episodes in the bottom panel of Fig. 2), while quiescent star forma-
tion still proceeds, as is shown by the smooth component in the star
formation histories in the top panel of Fig. 2. The latter, quiescent
component of star formation continues to build up stellar mass at
z " 2 (though at a milder rate), thus lowering the MBH/M∗ ratio.
The overall result is that, when the MBH/M∗ ratio is normalized to
the final local value, the excess !(z) increases with redshift.

Note that the above result is the outcome of two physical pro-
cesses: (1) the approximately two-phase growth of cosmic structures
(with major merging at high redshifts and accretion of small clumps
at low z) characteristic of hierarchical scenarios, as noted by sev-
eral authors (e.g. Zhao et al. 2003; Diemand, Kuhlen & Madau
2007; Hoffman et al. 2007; Ascasibar & Gottlöber 2008); (2) the
interaction-driven scenario for the triggering of AGN activity.

In the above picture, we expect the paths with !(z) ≥ 1 to dom-
inate the growth histories of massive objects, formed in biased
regions of the density field where high-redshift interactions are ex-
tremely effective, while we expect the high-redshift values of ! to
progressively lower when galaxies formed in less dense environ-
ment (and hence with a lower mass on average at any given z) are
considered, due to the progressively lower efficiency of interactions
in triggering BH accretion at high z. Indeed, the dependence of the
above effect on BH mass and on redshift constitutes a typical sig-
nature of the above interaction-driven model for the growth of BHs
in galaxies.

4 R E S U LT S : TH E E VO L U T I O N O F MBH−M∗
FOR DI FFERENT AGN POPULATI ONS

4.1 The early BH growth and high-redshift QSO

An efficient way to test the above scenario is to investigate how the
paths followed by BHs and by their host galaxies to reach the local
MBH–M∗ relation depend on their properties (mass, gas fraction and
star formation rate), and to compare such specific predictions with
the corresponding available observations for which we will use the
mean local value of the MBH/M∗ ratio obtained from the Häring &
Rix (2004) sample to calculate !. We will devote the next sections
to this.

To explore in detail the growth of BHs in galaxies with different
properties, we start with the most extreme objects, namely, the
massive BH already in place at high redshifts.

The time evolution of the MBH/M∗ ratio of such extreme objects
is shown in Fig. 3 in terms of the excess !(z) over their local value
for model BHs with masses MBH ≥ 109 M% at z ≥ 4. For such
objects, !(z) ≥ 1 holds at any time between z = 6 and the present,

Figure 3. The predicted evolution of the BH to stellar mass ratio ! (nor-
malized to the local value, see equation 1), for the evolution of BHs with
masses MBH ≥ 109 M% at z ≥ 4. The six filled contours correspond to
equally spaced values of the fraction of objects with a given value of !(z)
at the considered redshift: from 0.01 for the lightest filled region to 0.1 for
the darkest. For reference we draw as a dashed line the local value !(0) =
1. The data points represent the excess ! derived from the observed BH
masses of the high-redshift BL AGN following the procedure described in
Appendix A.
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with ! ≈ 5 holding at z = 5–6. These ! values are consistent with the
observations of luminous QSO at 3.6 < z < 6.4 (see Appendix A).

4.2 The BH growth at intermediate-redshift and BL AGNs

Now, we focus on BL AGNs at intermediate redshift 1 ≤ z ≤ 2
and AGN bolometric luminosity L ≥ 1044.5 erg s−1, for which the
model results can be compared with detailed existing observations.
Such objects are expected to form in less biased regions of the
primordial density field compared to the class of high-redshift QSO
discussed in the previous section; in fact, they have a comparable
AGN luminosity but are found at a lower redshifts, and thus are
expected to originate from merging histories characterized by a
lower rate of high-redshift encounters. Therefore, according to our
picture discussed at the end of Section 3, we expect such objects to
show a lower excess !(z). This is indeed the case, as illustrated in
Fig. 4, where we compare the model predictions with observations
by Merloni et al. (2010).

The distribution of ! for such intermediate objects is still dom-
inated by ! ≥ 1 at any redshift; the model predicts typical values
! ≈ 1.5–2, smaller than those attained by the high-redshift QSO
shown in Fig. 3, and consistent with the observational range. Be-
sides providing an average ! close to the observational value, it is
interesting to note how the model predicts a scatter in remarkable
agreement with the observed distribution (see right-hand panel in
Fig. 4). This indeed constitutes an extremely important test for mod-
els based on the hierarchical scenarios, since the scatter is directly
related to the spread in the merging histories of the host galaxies, a
specific prediction of these models which cannot be tuned though
adjustable free parameters.

Note that the model predictions shown in Fig. 4 refer to all AGNs
in the redshift and luminosity ranges specified above, while the data
we compare with include only unobscured objects. However, in
our model the obscuration properties of AGNs depend only on the
amount of gas swept by the blast wave originated by the AGN

at the time of observation (see Section 2.3), i.e. on the detailed
hydrodynamic of the interstellar medium during the last, short ("t !
5 × 107 yr) AGN active phase. Since the ! ratios of model BHs
basically depend on the integrated, past history of the simulated
BHs and host galaxies, we expect distribution of ! for obscured
and unobscured AGNs to be similar. While we cannot perform
an exact investigation of this issue (we do not model the nuclear
obscuration of AGNs), a first-order estimate of the effect of selecting
only obscured objects can be performed by considering in our model
only AGNs hosted in galaxies with high gas surface densities #gas ≥
30 M& pc−2: even in this case the mean value of ! in the distribution
in Fig. 4 is only decreased by a factor of ≈1.2, leaving the scatter
unchanged.

4.3 The growth of BHs in gas-rich galaxies: comparison
with submm emitting galaxies

In our model, a completely different set of BH accretion histories
is that corresponding to AGNs in SMGs. Their large gas fractions
(f gas " 0.6 relative to the total baryonic mass) and star formation
rate (ṁ∗ = 100–1000 M& yr−1, see the Introduction) indicate that
these galaxies originate from merging histories characterized by
less prominent high-redshift (z " 4) starbursts and BH accretion
episodes, so that a large fraction of gas is left available at lower
redshifts z ≈ 2–3. To compute quantitatively the predicted MBH and
M∗ for such galaxies and to compare with existing observations,
we selected from our Monte Carlo simulations galaxies with (i) gas
fractions f gas ≥ 0.7, (ii) star formation rates ṁ∗ ≥ 100 M& yr−1;
(iii) AGNs with X-ray luminosities L1 ≤ L ≤ L2, where L1 and
L2 have been chosen as to match the selection criteria adopted for
the observations we compare with (Borys et al. 2005; Alexander
et al. 2008); the X-ray luminosities (in the band 2–10 keV) have
been computed from the bolometric luminosities in equation (4)
adopting the bolometric correction by Marconi et al. (2004).

Figure 4. Left-hand panel: the predicted evolution of the BH to stellar mass ratio ! (normalized to the local value, see equation 1), for AGNs selected as to
have a bolometric luminosity L ≥ 1044.5 erg s−1 at 1 ≤ z ≤ 2. The four filled contours correspond to equally spaced values of the fraction of objects with a given
value of !(z) at the considered redshift: from 0.01 for the lightest filled region to 0.1 for the darkest. The data points represent the excess ! derived from the BH
masses of the COSMOS BL AGN measured by Merloni et al. (2010). Note that the bulk of the BH building up occurred at higher redshift, when most of the
galaxy interactions triggering the BH accretion take place: the slow evolution !(z) for 1 ≤ z ≤ 2 is driven by the gradual and much milder growth of the stellar
mass. Right panel: the distribution of log ! for all galaxies in the redshift range 1 ≤ z ≤ 2 for model galaxies (solid line) is compared with the corresponding
observed distribution (Merloni et al. 2010, filled histogram). The latter has been obtained including the lower limits shown in the left-hand panel. The average
value and the dispersion for log ! shown on the top refer to the observed distribution, these values are nearly insensitive to the exclusion of the lower limits.
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Figure 5. The predicted evolution of the BH to stellar mass ratio ! (normalized to the local value, see equation 1) is shown in Panels A and B for AGNs in
SMG-like galaxies selected from our Monte Carlo simulation according to the criteria (i) and (iii) (see text). The five filled contours correspond to equally
spaced values of the fraction of objects with a given value of !(z) at the considered redshift: from 0.01 for the lightest filled region to 0.1 for the darkest.
Panels A and B refer to the different selection in X-ray luminosity of the AGNs shown on the top of the panels. We compare with data for SMGs with X-ray
obscured AGNs (Panel A) and with BL AGNs (Panel B) in the same luminosity range adopted for the selection of model galaxies. The data correspond to
individual galaxies for which both BH and stellar or dynamical masses measurements were available in the literature (see Appendix B). The error bars in the
Panel A show only the uncertainties in the data due to the adopted Eddington ratio λ, while error bars on Panel B include the observational uncertainties in
both the BH and the stellar mass measurements. We also show as a shaded area the 1σ uncertainty region around the value of ! obtained by Alexander et al.
(2008) from average BH (adopting λ = 0.2) and stellar masses (obtained from near-infrared luminosity and CO line widths) taken from various samples (see
Alexander et al. 2008 and references therein). Note that the extremely gas-rich galaxies selected as SMGs represent rare evolutionary paths (see text for the
computed and the observed number densities) compared to typical galaxies at such redshifts. The statistical fluctuations associated with the low number of
selected SMGs in our model reflects in the irregular contours and the isolated bins shown in the figure.

The resulting predicted distribution of the MBH/M∗ ratio is shown
in Figs 5(a) and (b) for SMG with AGN luminosity in two different
ranges (see caption) as to compare with the ! estimates of six X-ray
obscured and three BL SMGs for which individual estimates of MBH

and M∗ were available in the literature (see Appendix B for details
on the adopted data). Although the comparison with observations
results are still indicative (due to the large uncertainties associated
with the Eddington ratios and with the measurements of both the BH
and the stellar mass, see Appendix B), the model predicts for bulk
of the SMG population values of ! ≤ 1, due to the slower growth of
BHs at high redshifts. This is due to the particular merging histories
corresponding to our selection criteria; large residual gas fractions
at z ≈ 2.5 imply less frequent high-redshift encounters at z ≥ 4
and less effective bursts and BH accretion episodes at these early
epochs. Since in our model the high-redshift interactions are the
only trigger for early BH growth, this results in lower values of
!(z) at later times (z = 2–3). Such results do not depend on the
details of the selection criteria (i) and (ii) that we adopted to extract
SMG-like galaxies from our Monte Carlo simulations. Indeed, we
have verified that adopting different thresholds for the gas fractions
(f gas ≥ 0.6) and star formation rates (up to 400 M% yr−1) the fraction
of galaxies with ! < 1 is always dominant.

It must be noted that the observed SMG at z = 2 in the right-hand
panel of Fig. 5 has a ! value much lower than that predicted by the
model at the same redshift. In view of the unavoidable uncertainties
affecting the present observational data (discussed in Appendix B),
it will be important to confirm the reliability and the statistical sig-
nificance of such a data point as a marker of the unobscured AGNs
in SMGs, since it would constitute a severe test for our model which
predicts a basically similar behaviour of !(z) for obscured and un-
obscured AGNs. On the other hand, the predicted distribution of
! for SMG-like galaxies shows a mild dependence with the AGN

luminosity, being larger for luminous AGN. Although the uncertain-
ties in present data do not allow yet to make precise comparisons,
this trend constitutes a model prediction which is at least consistent
with estimates of ! based on average values for MBH and M∗ in
SMG galaxies (see the shaded area).

An interesting feature of our interaction-driven model for BH
accretion is that the SMGs produced by the model end up in low-
redshift descendants which lie below the local MBH–M∗ relation as
shown in Fig. 6. In other words, the low-redshift (z ≤ 2) descendants
of SMGs are predicted to have BHs with low-intermediate masses

Figure 6. Typical growth paths for BH and stellar masses for our model
SMG-like galaxies. The dots represent the final location (at z = 0) of the
descendents of SMG-like galaxies selected according to our criteria (i) and
(iii) (see text) in the redshift range 2 ≤ z ≤ 3. The dashed line represent
the median value of the local MBH–M∗ relation for all model galaxies at
z = 0.
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Figure 5. The predicted evolution of the BH to stellar mass ratio ! (normalized to the local value, see equation 1) is shown in Panels A and B for AGNs in
SMG-like galaxies selected from our Monte Carlo simulation according to the criteria (i) and (iii) (see text). The five filled contours correspond to equally
spaced values of the fraction of objects with a given value of !(z) at the considered redshift: from 0.01 for the lightest filled region to 0.1 for the darkest.
Panels A and B refer to the different selection in X-ray luminosity of the AGNs shown on the top of the panels. We compare with data for SMGs with X-ray
obscured AGNs (Panel A) and with BL AGNs (Panel B) in the same luminosity range adopted for the selection of model galaxies. The data correspond to
individual galaxies for which both BH and stellar or dynamical masses measurements were available in the literature (see Appendix B). The error bars in the
Panel A show only the uncertainties in the data due to the adopted Eddington ratio λ, while error bars on Panel B include the observational uncertainties in
both the BH and the stellar mass measurements. We also show as a shaded area the 1σ uncertainty region around the value of ! obtained by Alexander et al.
(2008) from average BH (adopting λ = 0.2) and stellar masses (obtained from near-infrared luminosity and CO line widths) taken from various samples (see
Alexander et al. 2008 and references therein). Note that the extremely gas-rich galaxies selected as SMGs represent rare evolutionary paths (see text for the
computed and the observed number densities) compared to typical galaxies at such redshifts. The statistical fluctuations associated with the low number of
selected SMGs in our model reflects in the irregular contours and the isolated bins shown in the figure.

The resulting predicted distribution of the MBH/M∗ ratio is shown
in Figs 5(a) and (b) for SMG with AGN luminosity in two different
ranges (see caption) as to compare with the ! estimates of six X-ray
obscured and three BL SMGs for which individual estimates of MBH

and M∗ were available in the literature (see Appendix B for details
on the adopted data). Although the comparison with observations
results are still indicative (due to the large uncertainties associated
with the Eddington ratios and with the measurements of both the BH
and the stellar mass, see Appendix B), the model predicts for bulk
of the SMG population values of ! ≤ 1, due to the slower growth of
BHs at high redshifts. This is due to the particular merging histories
corresponding to our selection criteria; large residual gas fractions
at z ≈ 2.5 imply less frequent high-redshift encounters at z ≥ 4
and less effective bursts and BH accretion episodes at these early
epochs. Since in our model the high-redshift interactions are the
only trigger for early BH growth, this results in lower values of
!(z) at later times (z = 2–3). Such results do not depend on the
details of the selection criteria (i) and (ii) that we adopted to extract
SMG-like galaxies from our Monte Carlo simulations. Indeed, we
have verified that adopting different thresholds for the gas fractions
(f gas ≥ 0.6) and star formation rates (up to 400 M% yr−1) the fraction
of galaxies with ! < 1 is always dominant.

It must be noted that the observed SMG at z = 2 in the right-hand
panel of Fig. 5 has a ! value much lower than that predicted by the
model at the same redshift. In view of the unavoidable uncertainties
affecting the present observational data (discussed in Appendix B),
it will be important to confirm the reliability and the statistical sig-
nificance of such a data point as a marker of the unobscured AGNs
in SMGs, since it would constitute a severe test for our model which
predicts a basically similar behaviour of !(z) for obscured and un-
obscured AGNs. On the other hand, the predicted distribution of
! for SMG-like galaxies shows a mild dependence with the AGN

luminosity, being larger for luminous AGN. Although the uncertain-
ties in present data do not allow yet to make precise comparisons,
this trend constitutes a model prediction which is at least consistent
with estimates of ! based on average values for MBH and M∗ in
SMG galaxies (see the shaded area).

An interesting feature of our interaction-driven model for BH
accretion is that the SMGs produced by the model end up in low-
redshift descendants which lie below the local MBH–M∗ relation as
shown in Fig. 6. In other words, the low-redshift (z ≤ 2) descendants
of SMGs are predicted to have BHs with low-intermediate masses

Figure 6. Typical growth paths for BH and stellar masses for our model
SMG-like galaxies. The dots represent the final location (at z = 0) of the
descendents of SMG-like galaxies selected according to our criteria (i) and
(iii) (see text) in the redshift range 2 ≤ z ≤ 3. The dashed line represent
the median value of the local MBH–M∗ relation for all model galaxies at
z = 0.
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A few caveats
MBH are virial masses and are plagued by several possible problems 
(different calibration of f, radiation pressure and in general winds and non 
gravitational motions)

L and Mstar are not directly measured: are obtained after applying K-
corrections, correction for passive evolution (L) and depend on assumed 
SF histories and IMF (Mstar)

L (hence Mstar) are difficult to measure when the AGN is very bright 
compared to the host galaxy (eg for quasars) and could be significantly 
contaminated by scattered light from the AGN itself (Young+2009)

There are many observational biases (after all we are mostly observing 
bright type 1 AGN) and they are difficult to account for.

An obvious bias is the observation of sources in different evolutionary 
stages (eg Lamastra+2010)
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Summary on MBH-galaxy z evolution
There seems to be a consensus on the evolution of the MBH/Msph ratio 
from 0 to high z: at high z MBH is larger than local value for a given Msph

Msph alway refers to the stellar mass, thus it seems that the bulge 
growth in stars is lagging behind BH growth

MBH/Mdyn has not been studied yet for obvious difficulties in 
determining the host galaxy dynamical mass (wait for ALMA?); for 1 
(one) object at z~1.3 MBH/Mdyn is roughly equal to the local value 
(Inskip+2011)

Obviously is Mdyn which determines the capability of the galaxy to 
retain its gas under the effect of AGN feedback.

There are hints that MBH/Mtotal might not vary (Bennert+2009, Jahnke
+2009) or vary less  (Peng+2006, Merloni+2010) at z<1-1.5 compared to 
MBH/Mbulge; this is not true at higher redshift (quasars of Peng+2006). 

Are most stars in AGN hosts formed at z>1.5 during, eg merging 
processes, and then redistributed to form the bulges through secular 
processes? 
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New galaxy classification
With the huge number of galaxies observed by SDSS a new classification 
scheme for galaxies has emerged beyond the Hubble one.

Early and late type galaxies form two sequences (seen in many properties):

the red sequence made of non-star-forming, high mass spheroidal 
galaxies, (old, red and dead galaxies)

the blue sequence (blue cloud) consists of star-forming, low mass 
galaxies which are disc-dominated.

3.9 The Red and Blue Sequences 89

type galaxies are found to form two distinct sequences which are known as the red
and blue sequences. In summary:

– The red sequence consists of non-star-forming, high mass spheroidal galaxies,
or, more colloquially ‘old, red and dead’ galaxies.

– The blue sequence consists of star-forming, low mass galaxies which are disc-
dominated.

These two sequences are defined by a number of the characteristic properties which
have already been introduced.

3.9.1 Colour Versus Absolute Magnitude

Perhaps the most striking distinction between the two sequences appears in the
plot of the colour 0.1(g − r) against absolute magnitude M. Figure 3.20a shows
the distribution of these properties for 144,000 galaxies from the SDSS catalogue
(Blanton et al., 2003). Superimposed on the diagram are isodensity contours, the
bulk of the galaxies lying within the heavy white contours. The separation into two
sequences is clearly defined, the oval region at the top of the diagram being the red
sequence and the broader region towards the bottom right the blue sequence.

Baldry and his colleagues have shown that the colour distribution of these galax-
ies can be separated into red and blue sequences which can be can be very well-
described by Gaussian distributions over the magnitude range −23.5 ≤ Mr ≤
−15.75 (Baldry et al., 2004). It is striking how precisely the overall colour distri-
bution in each bin of absolute magnitude over this wide magnitude range can be
decomposed into two Gaussian distributions (Fig. 3.21). The red galaxies are the

Fig. 3.20. a Illustrating the bimodality in the distribution of colour 0.1(g − r) of galaxies
as a function of optical absolute magnitude (Blanton et al., 2003). b A plot of Sérsic index
against colour for 10,095 galaxies selected from the Millennium Galaxy Catalogue (Driver
et al., 2006)
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New galaxy classification
One possibility (Faber+07) is the following:

galaxies form most of their stars in the blue cloud;

star formation is then quenched after a major merging (e.g. AGN 
feedback?) which doubles its mass and moves the galaxy to the red 
sequence;

the galaxy stays there 
evolving passively or 
moves along the red 
sequence following many 
dry mergers.

The final position on the red 
sequence will mostly depend 
on the time when the major 
merging takes places.

slope 0:06 ! 0:09 dex per unit redshift ( jB rising with time).
Taking the 1 ! minimum slope of "0.03 dex per unit redshift
(falling with time) and assuming a minimum change in mass-
to-light ratio M #/LB of 1.0 mag gives a rise in total red stellar
mass of a factor of 2.3. The geometric mean of these two num-
bers gives a minimum increase of a factor of 2 in the number
of red L# galaxies from z ¼ 1 to now, the same as claimed by
B04.

To obtain the maximum rise, we take the formal difference
in "# estimated in x 4.2 between z ¼ 0 and 1 using method 1 and
all data (0:56 ! 0:09 dex) and add the 1 ! error bar. This yields
a maximum rise of 0.65 dex, or a factor of 4.5. However, this
maximum still does not contain a correction for the likely grow-
ing contamination by dusty galaxies at z % 1, which could add
another 30% or more, for a factor of about 6.

6. DISCUSSION

6.1. A ‘‘Mixed’’ Scenario for the Formation
of Spheroidal Galaxies

The most arresting conclusion to emerge so far from the
study of luminosity functions is the growth in the number of red
L# galaxies since z ¼ 1, as shown in Figure 7. Barring mergers
among a large and undiscovered population, which would have
to be tiny and/or highly obscured to avoid detection in present
surveys, this rise means that the ancestors of a large fraction of
today’s red L# galaxies must be visible in existing blue samples
at z ¼ 1 and later. The implications of this were discussed by
B04. We build on their arguments by adding data on the blue
luminosity function (measured here by DEEP2 and COMBO-17
for the first time) and the properties of local E galaxies, which we
argue also have strong implications for formation scenarios. Our
discussion focuses on typical field galaxies at high redshift, since
DEEP2 and COMBO-17 sample all galaxies regardless of loca-
tion. The red sequence in distant clusters has also been exten-
sively studied, but we do not try to fold these data into the picture
at this time.

It is well established that residence on the red sequence (in
the absence of dust) requires that star formation be quenched or
at least strongly reduced. Stellar populations become red enough
to join the red sequence just 1Y2 Gyr after star formation is
stopped (e.g., Newberry et al. 1990; Barger et al. 1996; Bower

et al. 1998; Poggianti et al. 1999), but in order for them to stay
there, the star formation rate must remain low. Gebhardt et al.
(2003) explored a ‘‘frosting model’’ with an early high rate of
star formation followed by a slowly decaying # component.
Based on colors, they found that only 7% of the total stellar mass
could be formed in the # component; similar limits on present-
day star formation rates are set byGALEX observations (Yi et al.
2005; Salim et al. 2005). In short, the large buildup in red stellar
mass after z ¼ 1 could not have arisen from star formation within
red galaxies themselves (see also B04). Rather, the stellar mass
near L# on the red sequence must have migrated there via one
of three processes: (1) the quenching of star formation in blue
galaxies, (2) the merging of less luminous already quenched red
galaxies, or (3) some combination of the two. In the following
discussion, we focus on galaxies arriving on the red sequence
near L# because the data are complete there and photometric
errors are not as serious as they are for brighter spheroids. Gal-
axies may of course also be migrating to the lower end of the red
sequence, and the data reviewed in x 5 (point 8) suggest that this
is also happening.

It is helpful to visualize this mass migration as the move-
ment of progenitor galaxies through the CMD or, more funda-
mentally, the color-mass diagram. Sample tracks are shown in
Figure 10. Two parent regions are illustrated, a narrow red locus
corresponding to the red sequence and a broader blue clump,
which we call the ‘‘blue cloud.’’ The rather constant morphol-
ogy of the CMD since z ¼ 1 (B04; Weiner et al. 2005; Paper I )
suggests that these parent regions are relatively stable in size
and location. In reality, they are also moving as galaxies evolve,
but this will not be too important if individual galaxies move
through them more rapidly. With that assumption, we show the
clumps as fixed and the galaxies as moving through them with
time.

Each final galaxy today is represented by its most massive
progenitor at any epoch. Stellar mass is migrating toward the
upper left corner, where luminous red galaxies reside. For a gal-
axy to get there, two things must happen: the mass composing
the final galaxy must be assembled via gravitational collapse,
and star formation must be quenched. A key question in the
formation of red sequence galaxies therefore is, did quench-
ing occur early in the process of mass buildup, midway, or late?
If extremely early, the pieces that would become the final galaxy

Fig. 10.—Schematic arrows showing galaxies migrating to the red sequence under different versions of the merging hypothesis. Evolutionary tracks are plotted in the
color-mass diagram. Here it is assumed that red galaxies arise from blue galaxies when star formation is quenched during amajor merger, causing the galaxy to double in
mass, but the exact nature of the quenching mechanism is not crucial. Quenching tracks are shown by the nearly vertical black arrows. The mergers would be gas-rich (or
‘‘wet’’) because the progenitor galaxies are blue objects making stars and hence contain gas. Once a galaxy arrives on the red sequence, it may evolve more slowly along
it through a series of gas-poor, or ‘‘dry,’’ mergers. These are shown as the white arrows. They are tilted upward to reflect the aging of the stellar populations during the
more gradual dry merging. A major variable is the time of mass assembly vs. the time of quenching. Three possibilities are shown. Track A represents very early
quenching while the fragments of the galaxy are still small. In that case, most mass assembly occurs in dry mergers along the red sequence. Track B is the other extreme,
having maximally late quenching. In that case, galaxies assemble most of their mass while still blue and then merge once to become red with no further dry merging.
Track C is intermediate, with contributions from both mechanisms. This ‘‘mixed’’ scenario best matches the properties of both distant and local ellipticals. In addition to
the merging scenario illustrated here, the gas supply of some disks may simply be choked off or stripped out without mergers, to produce disky S0s. Such tracks would
be vertical, but aside from this their histories are similar. S0s dominate on the red sequence below L#, ellipticals above (Marinoni et al. 1999).
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Star Formation in AGN
In AGN UV and H emission are severely contaminated by emission from the 
accretion disk. 
A reliable estimator  is usually FIR emission at 60-100 μm because this is 
mostly due to emission from cold dust in SF regions.
Important AGN contribution due to torus emission is for ~< 50 μm
Beware of radio loud objects (e.g. synchrotron emission).

example of sed fitting (Mainieri+11)

6 V. Mainieri et al.: Black hole accretion and host galaxies of obscured quasars in XMM-COSMOS

Fig. 5. Two examples of SED decomposition. Black circles are the observed photometry in the rest-frame (this object is at z=2.23).
Purple and blue lines correspond respectively to the galaxy and AGN template found as the best fit solution while the black line
shows their sum.

5. Distinguishing the AGN and host galaxy emission with SED fitting
The main goal of our study is to use the rich multiwavelength coverage of the COSMOS field to constrain the properties of the
galaxies hosting Type-2 QSOs. In particular, we wish to estimate their stellar mass and star-formation rate (SFR). The technique
we used is a detailed model fitting of the total SED of the Type-2 QSOs for 14 different photometric bands that encompass optical
to MIR wavelengths: six SUBARU bands (B, V, g, r, i, z); U, J, and K bands from CFHT; four Spitzer/IRAC channels, and 24µm
from Spitzer/MIPS (see Brusa et al. 2010 and references therein). This allows us to sample a wide wavelength interval ranging
from ∼ 3800Å (UCFHT) to 24 µm. As already presented in Merloni et al. (2010), we fitted the observed SED with a grid of models
compiled by combining AGN and host galaxy templates. For the AGN component, we adopted the Richards et al. (2006) mean
QSO SED derived from the study of 259 IR selected quasars with both Sloan Digital Sky Survey and Spitzer photometry. We allow
for extinction of the nuclear AGN light by applying a SMC-like dust-reddening law (Prevot et al. 1984) of the form: Aλ/E(B−V) =
1.39 λ−1.2µm . The E(B−V) values for the AGN component are allowed to vary in the range 1 ≤ E(B−V) ≤ 9. Assuming a Galactic gas-
to-dust ratio, our selection criteria NH > 1022 cm−2 would correspond to E(B − V) > 1.7, but there is evidence (e.g. Maiolino et al.
2001) that the E(B-V)/NH ratio in the circumnuclear region of an AGN may be lower than the Galactic value, at least for part of
the AGN population. Our choice to set the lower boundary to E(B − V) = 1 is a compromise between allowing lower than Galactic
values for the dust-to-gas ratio and avoid degeneracies in the SED fitting procedure caused by the inclusion of an unobscured AGN
template. As for the upper boundary in the reddening for the AGN component, E(B − V) < 9, it corresponds to the average X-ray
column density of our Type-2 QSO sample of NH ∼ 5 × 1022 cm−2 for a Galactic dust-to-gas ratio. We verified that allowing higher
values of E(B-V) would not affect the values for the physical quantities derived from the SED fitting, since an AGN template with
E(B − V) = 9 has practically no significant impact below ≈ 2µm.
While Merloni et al. (2010), dealing with unobscuredQSOs, assumed that all the 24 µm flux is due to the AGN, we tried to estimate
the AGN contribution at those wavelengths using the results of Gandhi et al. (2009). These authors found a strong correlation
between the core luminosity at 12.3 µm and the X-ray luminosity in the [2-10 keV] band for a sample of local Seyfert galaxies. In
the mid-infrared, they used high-resolution observationswith the VISIR/VLT instrument, and owing to the superb angular resolution
of those images were able to minimize the contamination by unresolved extended emission to the core fluxes. We used their Eq. (2)
for the best-fit correlation obtained by considering only the 22 well-resolved sources

log(
L12.3µm
1043

) = (0.19 ± 0.05) + (1.11 ± 0.07)log(L2−10keV
1043

).

Using the formula above, we estimated the AGN flux at 12.3 µm from the L[2-10 keV] luminosities corrected for obscura-
tion obtained from the X-ray spectral analysis. We associated an error in this mid-infrared flux using the dispersion observed by
Gandhi et al. (2009) in the ratio of mid-infrared to X-ray luminosity, σ(logLMIR/LX) = 0.18 (see their Table 2 and Fig. 2). Finally,
we included in the SED fitting procedure the constraint that the AGN component matches this predicted flux in the mid-infrared.
For the host galaxy, we created a library of synthetic spectra using the well-known stellar population synthesis models of

AGN

Galaxy

Galaxy (SF) 
dominates



Summary for local AGN (Heckman 09)
Two modes of accretion:

One associated with Seyfert, Quasars: radiatively efficient accretion with 
L/LEDD~0.01-0.1. 

This is the mode primary responsible for BH growth; 
locally only low mass (<108 M⊙) BH are growing (eg. Heckman+04)

One associated with (massive) Radio galaxies: radiatively inefficient 
accretion with very low L/LEDD

Most of the energy is injected into highly collimated relativistic jets
Most studies made in type-2 (obscured) AGN using the torus as a 
coronograph for the central source

Most local AGN hosts lie in the “green valley”, actually most galaxies in  
the green valley host AGN (eg. Kauffmann+07)
most present day accretion in galaxies with young stellar populations, 
intermediate Mstar, high surface mass densities (eg. Heckman+04)
Kauffman+07 showed that the necessary condition to have a strong AGN 
or young bulge, is to have blue (young) disk: does the gas that builds the 
bulge and BH come from the disk?
But there are no evidences for association of AGN activity with merger 
events!

(→Mike Crenshaw’s lectures)



Summary for local AGN
Recent work by Schawinski+10 taking advantage of morphological 
classification by galaxy zoo (made by ~250.000 volunteers) allowed to 
separate galaxies in green valley:

early type galaxies: least massive BHs are growing
late type galaxies: most massive BHs are growing
only low mass early types are growing at high L/LEdd
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Figure 5. Distribution of AGN host galaxies on the u − r color–mass diagram (green dots). Top left: galaxies of all morphologies; top right: early-type galaxies;
bottom left: indeterminate-type galaxies; bottom right: late-type galaxies. The solid, shaded contours in each case show the galaxy population, on top of which we plot
the individual AGN as green points. The large points are those AGN with L[O iii] >1041 erg s−1. In the panels for each specific morphology class, we only plot AGN
host galaxies in that specific class. Furthermore, to guide the eye, we overplot the contours of all galaxies from the top left panel as gray dotted contours. The contour
levels in all panels are linear and represent the same contour levels. From this figure, we see that AGN host galaxies preferentially have green host galaxy colors and a
range of stellar masses—but that this range is clearly morphology dependent. That is, AGN host galaxies are a very particular subset of normal galaxies, and the way
in which they are separated depends on morphology.
(A color version of this figure is available in the online journal.)
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Figure 6. Distribution of the fraction of galaxies that host AGN on the color–mass diagram. The layout of this figure is similar to that in Figure 5, though for clarity,
we do not shade the contours of the galaxy population. The filled contours represent the AGN fraction, which has been calculated in cells of size 0.175 dex in stellar
mass and 0.125 mag in u − r color. We consider only cells that contain at least 50 objects to minimize noise. The legend in the top left panel relates the shading level
to the AGN fraction. As we argue in Section 4, the AGN fraction is a proxy for the AGN duty cycle. This figure reveals in stark terms that those galaxy populations
that only very specific sub-populations of galaxies have a high AGN duty cycle: in the early-type population, it is only low-mass galaxies in the green valley that have
a high AGN duty cycle. Early-type galaxies on the red sequence, regardless of mass, do not have an appreciable duty cycle. In the late-type population, it is massive
galaxies that have an AGN high duty cycle. The duty cycle peaks strongly in a “sweet spot” in the green valley. The high mass of late-type AGN host galaxies is
somewhat misleading, as they have similar black hole masses, and therefore bulge masses, to the early-type AGN hosts. Their higher stellar mass is therefore due to a
disk, rather than a bulge (see Table 2). Example images are shown in Figure 10. The Milky Way galaxy most likely resides in the “sweet spot” for the AGN duty cycle
in late types.
(A color version of this figure is available in the online journal.)
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Figure 7. Distribution of the fraction of AGN host galaxies on the color–mass diagram for AGN that have an Eddington parameter L[O iii]/MBH > 0.7 which
corresponds to an Eddington ratio of !0.1. The layout is identical to Figure 6. This figure shows that the duty cycle of high-Eddington AGN is very low in all galaxy
populations except for low mass early types in the green valley. The prominent locus of high duty cycle in massive late types in Figure 6 is therefore not dominated
by high-Eddington accretion.
(A color version of this figure is available in the online journal.)

in Section 3.3, their absence is not significant for AGNs at
the lower end of the L[O iii] of AGNs in our sample (see
Figure 4), because the signature of the AGN narrow-line region
could be overwhelmed by star formation. At higher luminosities
of !1041 erg s−1, the absence of blue cloud AGN is highly
significant, as we would have been able to detect them. At even
higher luminosities of LX ! 1043 erg s−1, Schawinski et al.
(2009a) have established the complete absence of AGNs in the
blue cloud using hard X-ray observations by the Swift satellite.

What happens when we split the AGN population by morphol-
ogy? In the remaining panels of Figures 5 and 6, a dramatically
different picture emerges wherein the early- and late-type AGN
host galaxies are shown to be significantly different popula-
tions. The absolute distribution of AGN host galaxies in Figure 5
already shows that the typical host stellar mass early-type AGN
hosts are lower than that of late-type AGN hosts.

Turning to the AGN fraction and therefore to where the AGN
duty cycle is highest, this picture becomes even more extreme.
The AGN fraction peaks at a stellar mass of M∗ ∼ 1011 M$
in the general population, and ranges from 109.5 to 1011.5 M$.
Once we split by morphology in Figure 6, the difference between
early- and late-type hosts becomes even more striking than for
the absolute distribution: while for the late types the AGN
fraction still peaks strongly at 1011 M$, the AGN fraction in
the early-type population peaks at M∗ ∼ 1010 M$, an order
of magnitude lower than in both the late types and the general
population. This division has not been apparent in previous
works due to a lack reliable morphological classification for very
large numbers of galaxies. Because the early-type AGNs make
up only ∼11% of all AGN (see Table 2), their properties are
overwhelmed by the late types in a general AGN host galaxies
sample.

The most striking aspect of the AGN fraction in Figure 6
is that in the early-type population, the AGN duty cycle is
highest in an extreme population of early types that do not

reside on the red sequence, but rather below it at the low-mass
end and above the bulk of the blue cloud, i.e., in the green valley.
Similarly, the AGN duty cycle for late-type galaxies is highest
in objects that are more massive and redder than the typical late-
type population. These red late types will include a substantial
fraction of inclined spirals with intrinsically blue colors, but
dimmed and reddened by dust. If the detected AGN fraction
is independent of host galaxy inclination, which is expected
if the bulk of the nuclear obscuration comes from the central
regions orientated randomly with respect to the galaxy, then
these contaminants to the red part of the late-type color–mass
diagram from the part with much lower AGN fractions will
make this conclusion even stronger.

The indeterminate-type galaxies exhibit an AGN fraction
distribution similar to the late types, though their AGN fraction
does not extend into the higher mass red sequence. This may be
explained by the fact that the incidence of indeterminate-type
galaxies in the red sequence is much higher than that of late
types. We therefore tentatively conclude that the indeterminate-
type AGNs, which are 45% of the AGN population after all,
appear to behave more similar to the late types than the early
types.

When we make a cut in Eddington parameter of L[O iii]/
MBH > 0.7, corresponding to an Eddington ratio of L/LEdd ∼
0.1, an even more extreme picture occurs. By making a cut in
Eddington ratio, we avoid any bias toward more massive black
holes which radiate at higher luminosities at fixed L/LEdd than
their low-mass counterparts. Figure 7 is identical to Figure 6
except for the cut in L/LEdd. This reveals that the duty cycle of
high-Eddington AGNs is significant in only one population of
low-redshift galaxies: low-mass early-type galaxies in the green
valley.

We conclude that the early- and late-type host galaxies of
AGNs are fundamentally different populations: for late-type
hosts, AGNs preferentially reside in massive (1011 M$) galaxies

Fraction of galaxies that are Agn
All galaxies L/LEdd>0.1

Schawinski+10



Summary for local AGN
Possible explanation: 2 modes of BH growth in early and late type galaxies

low mass, early type AGN are post starburst galaxies moving toward 
low mass end of red sequence 
(following a major merger?) 
and can be the low mass, low 
luminosity (downsized) version 
of evolution mode involved in 
formation of massive galaxies 
(and the production of quasars)

role of agn in late types less 
clear: high host stellar masses, 
grand design stellar disks 
indicates they are not the 
product of major mergers. Are 
they the result of secular 
processes like those that lead to 
the formation of pseudobulges?
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Figure 1. Example images of AGN host galaxies in three morphology classes. The top two rows are late-type host galaxies, the middle rows are indeterminate-type
and the bottom two rows are early-type host galaxies. In the top left of each image, we show a bar of 5 kpc length at the redshift of the object. In the bottom, we
provide the SDSS object ID.
(A color version of this figure is available in the online journal.)

this extreme starburst line and the empirical pure starburst line
of Kauffmann et al. (2003b), there is a substantial population
of composite objects where both AGNs and star formation are
comparable in ionizing luminosity. We exclude this class for this
study and note that by removing this class of potential AGNs,
we may be removing an important phase in the AGN–galaxy
co-evolution at low redshift. The main problem with the com-
posite class is the lack of easily accessible spectral indicators
that would allow a clean separation of AGNs and star formation.

We are thus left with galaxies whose emission lines are
dominated by sources of ionization other than young stars. These

sources may be AGNs, but can also include slow-moving shocks
and gas excited by post-AGB stars and horizontal branch stars
(see Ho 2008; Stasińska et al. 2008; Sarzi et al. 2010). These
non-stellar sources are empirically divided into two branches, a
division that is most obvious in the [O i]/Hα diagram (Figure 2,
right). The lower branch of this population was first designated
as “low-ionization narrow emission-line regions,” or LINERs,
by Heckman (1980). The upper branch is identified with galaxies
hosting Type 2 (Seyfert) AGN.

Originally thought to be low-luminosity AGN, the nature of
the LINER ionization mechanism has since been debated, and it

Late types

Indetermined

Early types



At higher redshifts it is almost impossible to study the host galaxies of 
quasars for them we can only get information on their overall star formation.

Obscured AGNs from X-ray or IR surveys (I will use mostly COSMOS).

Obscured AGN populate the red sequence and green valley like at z~0.
AGN are found in the most massive 
galaxies
~2/3 of the hosts show substantial SF 
(>10 M⊙/y)
in general, ~half of them live in galaxies 
which are still actively forming stars 
(1/SSFR< tHubble)
for these, red colors means blue colors 
with extinction

AGN fraction increases with host galaxy 
stellar mass (as observed locally) but 
AGN fraction (eg. duty cycle) is overall 
larger than local universe

236 M. Brusa

(e.g., Menci et al. 2008), in which AGN activity is present in a larger fraction of galaxies
at higher redshift.

The fact that the most luminous obscured AGN are found in the most massive galaxies
at all redshifts may suggest that L/LEdd of the obscured AGN is similar, particularly in
the case of the most luminous sources (log LX > 43 erg s−1), for which the luminosity
threshold introduces a bias against the sources accreting at lower rates in the lowest
redshift bin. Assuming the local Magorrian relation between MBH and M∗ (e.g., Marconi
& Hunt 2003) and a bolometric correction of 20 (e.g., Marconi et al. 2004) the median
observed values of LX/M∗ correspond to L/LEdd ∼ 0.1. Although it suffers from large
uncertainties associated with the stellar mass and BH mass estimates, this value can be
considered as representative of the accretion state of the most luminous obscured AGN
in the present sample. Similar results are obtained for Chandra Deep Field North X-ray
sources at z = 2–4 (Yamada et al. 2009) and are also typical of unobscured type 1 AGN
at z > 1 (see Merloni et al. 2009).

3. The Evolution of the MBH–Mbulge Relation
Local scaling relations have proved themselves unable to unambiguously determine

the physical nature of the SMBH–galaxy coupling. A large number of theoretical models
for the AGN-galaxy interaction have been proposed, all tuned to reproduce the z = 0
observations. One obvious way out of this impasse is the study of the evolution of scaling
relations, which had until recently been limited to a handful of objects in narrow redshift
windows (Peng et al. 2006 and these proceedings; Woo et al. 2008 and these proceedings;
Jahnke et al. 2009 and these proceedings).

Within the zCOSMOS collaboration, a massive spectroscopic campaign with ∼ 10, 000
spectra of galaxies and AGN (Lilly et al. 2007), we have pioneered a new method to unveil

Figure 4. Fraction of obscured AGN with LX > 1043 erg s−1 as a function of the stellar mass
in three different redshift bins. Filled circles refer to the “obscured” AGN sample. The dashed
(continuous) lines represent the fraction of AGN with L(O iii) > 108 .0 (108 .5 ) L" in an optically
selected sample in the local universe (z < 0.2) from SDSS (Best et al. 2005).

AGN at z>1

Brusa+09



Obscured quasars (rare) mainly reside in massive galaxies

At z~1 >50% of all type 2 QSO are actively forming stars at a rate 
comparable to that of normal SF galaxies

fraction of hosts increases with redshift (~70% at z~2, 10% at z~3)

morphologically, most hosts seem 
to be bulge dominated, there are few 
signs of mergers and interaction

as seen locally, it seems that 

bulge dominated have L/LEdd < 0.1

disk dominated L/LEdd > 0.1 (high 
L/LEdd is not due to (major 
mergers) which would disrupt the 
disk.

AGN at z>1

Mainieri+11

12 V. Mainieri et al.: Black hole accretion and host galaxies of obscured quasars in XMM-COSMOS

Fig. 11. Evolution of the average SSFR for Type-2 QSOs hosts with log(M!)=[10.6,11.0] M! from z∼ 1 to z∼ 2. The lines are the
same as in Fig. 10.

correlation and quenched galaxies with little star formation and high stellar masses. The tight correlation between SFR and M! for
star-forming galaxies has been confirmed to already be in place at higher redshifts (Noeske et al. 2007a, and Elbaz et al. 2007 up
to z≈ 1; Daddi et al. 2007, and Pannella et al. 2009 up to z≈ 2), also when using PACS/Herschel observations (Rodighiero et al.
2010). We refer to it as the main sequence (MS) of star-forming galaxies following Noeske et al. (2007a). The slopes of the MS
at different redshifts appear to be the same but the normalization has decreased by a factor ≈ 3.7 going from z≈ 2 to z≈ 1, and
an additional factor ≈ 7 at z≈ 0 (Daddi et al. 2007). This decrease in the activity of star-forming galaxies of a given stellar mass
reflects the decline in the global SFR density with time, and a likely cause of this is gas exhaustion (e.g. Noeske et al. 2007b).
The galaxy dichotomy found using the correlation between SFR and M! is more fundamental than that based on rest-frame colors:
red colors do not necessarily mean that the galaxy has stopped forming stars (see the discussion in Sec. 6.2, and the red colors of
some MS galaxies at high M! in Fig. 17 of Elbaz et al. 2007). Our aim is to compare the properties of the host galaxies with a
parent sample of normal galaxies in the context of this correlation.
In the redshift range 0.8 <z< 1.2, we have 35 Type-2 QSOs; and we were able to establish a good fit to their SED for 348 of which.
We find that ≈ 62% of the Type-2 QSO host in this redshift range are actively forming stars. In the sample of star-forming galaxies
used by Elbaz et al. (2007) to derive the MS at z≈ 1, only “blue” galaxies were considered (see their Fig. 13). For consistency, we

8 Source 5326 has near-IR photometry contaminated by a nearby source and will not be considered in this analysis.

hosts with 
logMstar=10.6-11



SF in quasars
CO(1-0) is the strongest molecular line from ISM and star forming regions, 
and is correlated with FIR emission, i.e. it is strongly correlated with SF 
Quasar host galaxies are also rich in molecular gas, and the properties of. 
CO emission in high-z quasars and radio galaxies are not strongly different 
from local and lower redshift powerful starburst.

emissivity. Multiple band observations greatly help to remove the
degeneracy between these quantities (Beelen et al., 2006; Wang
et al., 2008). Fig. 9 shows the rest-frame infrared SED of one of
the most distant QSOs (z = 6.4) known so far, for which the far-IR
thermal bump is relatively well sampled thanks to various submm
and mm observations. The inferred dust masses are as high as sev-
eral times 108 M!. The discovery of such huge masses of dust in the
most distant QSOs is puzzling. Indeed, in the local universe the
main source of dust are the atmospheres of evolved stars (mostly
AGB). However, at z > 6 the age of the Universe is less than 1
Gyr, which is the minimum time required for AGB stars to evolve
in large numbers and to significantly enrich the ISM with dust. This
suggests that in the early universe other mechanisms dominate the
dust production. Core-collapse SNe are candidate sources of dust
on short timescales. Observations have indeed found dust formed
in SN ejecta (Sugerman et al., 2006; Rho et al., 2008), as also ex-
pected on theoretical grounds (Todini and Ferrara, 2001; Nozawa
et al., 2003). The extinction curve inferred in high-z QSOs and gal-
axies appears in agreement with that expected for dust produced
in SN ejecta (Maiolino et al., 2004; Stratta et al., 2007; Willott et
al., 2007), supporting the idea that SNe may indeed be the major
source of dust in the early universe. However, even with the high-
est dust yield observed so far, the huge mass of dust inferred from
mm–submm observations of the most distant QSOs remains diffi-
cult to account for (Dwek et al., 2007).

Extensive reviews on the CO emission in high-z objects, and in
AGNs in particular, are given in Solomon and Vanden Bout
(2005) and in Omont (2007). More than half of the "40 CO detec-
tions obtained at high redshift (z > 1) are in AGNs (QSOs or radio
galaxies). In particular, all of the detections at z > 3.5 are in AGNs.
The higher detection rate in high-z QSOs is mostly due to their
huge far-IR luminosities and to the CO-FIR correlation (Section
2.1). The molecular gas masses inferred from the CO detections
are of the order of a few times 1010 M!. Except for the huge
amounts of molecular gas, the general properties of the CO emis-

sion in high-z QSOs and radio galaxies do not differ strongly from
local and lower redshift powerful starbursts. The observation of
multiple CO transitions suggests that the CO excitation tempera-
ture is higher in some QSOs (e.g., Weiß et al., 2007), but the statis-
tics are still very low. The CO emission follows the same trend with
the FIR luminosity observed in Fig. 3, indicating that QSO host gal-
axies are experiencing a strong starburst event in the process of

Fig. 9. Spectral energy distribution of one of the most distant QSOs, J1148 + 5152, at z = 6.4. Red and blue points show the observed photometry, while curved lines show a
combination of QSO and starburst templates fitting the data. Note the prominent thermal far-IR emission, indicative of a large amount of dust (a few times 108 M!) already
present in this object close to the epoch of re-ionization. Adapted from Beelen et al. (2006). (For interpretation of the references in colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 10. Correlation between the CO luminosity (tracing the molecular gas mass)
and optical luminosity of QSOs (tracing the black hole accretion rate). Note the non-
linear relation between the two quantities. From Maiolino et al. (2007b).

346 R. Maiolino /New Astronomy Reviews 52 (2008) 339–357

Maiolino+07

band that most of the molecular gas transitions are observed. How-
ever, cold molecular hydrogen H2 (by far the most abundant mole-
cule in the cold gas phase) cannot be detected directly, since it has
no electric dipole moment (therefore rotational transitions with
DJ ± 1 are not allowed). Carbon monoxide CO is the second most
abundant molecule: its rotational levels are excited by collisions
with H2, producing the brightest molecular lines in the spectrum
of any galaxy. The luminosity of the CO rotational transitions,
and in particular the fundamental one J(1? 0), are widely used
as tracers of the molecular gas mass through a linear relation:
LCO = aM(H2). However, the conversion factor a is found to depend
on the gas metallicity as well as on its physical conditions (temper-
ature and density).

The critical density of the CO transitions is relatively low, at
least for the low rotational levels. For instance, the critical density
of CO (1–0) (at 115 GHz) is about 2 ! 103 cm"3. As a consequence,
CO is generally little effective in tracing the high density regions of
molecular clouds. Moreover, the large optical thickness the CO
lines (at least for the low rational levels) prevents us to penetrate
dense molecular regions. Dense regions are better traced by other
species, such as HCN, HCO+ and CS, which are characterized by
higher critical densities for transitions in the same frequency bands
as the CO ones. For instance HCN (1–0), HCO+ (1–0) and CS (2–1)
(observable in the 3 mm band), have critical densities of 2 ! 106,
1.5 ! 105 and 4 ! 105 cm"3, respectively. However, these lines
are typically one order of magnitude fainter than CO.

There is a relationship between infrared luminosity and CO
luminosity, which is by itself not surprising (as most Luminos-
ity–Luminosity relations). More interesting is the fact that the rela-
tion is not linear, being LFIR / L1:7CO (Fig. 3, from Solomon and Vanden
Bout (2005)). Since LFIR is proportional to the star formation rate
SFR, while LCO is proportional to the molecular gas content M(H2)
(which is the fuel for star formation), the non-linear relation im-
plies that the star formation efficiency, defined as SFE = SFR/
M(H2) increases with the luminosity of the system. The inverse
of the star formation efficiency is the gas exhaustion timescale,
s = 1/SFE / LCO/LFIR, i.e. the time required by the starburst to totally
consume the available molecular gas, if the star formation pro-
ceeds at the rate currently observed. The non–linear relation be-
tween LFIR and LCO implies that the gas exhaustion timescale
decreases with luminosity, reaching values as low as 107, as illus-
trated in Fig. 3. It is clear that the most powerful starbursts are also
short lived. However, it should be mentioned that this picture
may be biased, especially for what concerns high redshift sources,
due to the incomplete census of galaxy populations. Indeed, Daddi
et al. (2008) have recently identified some powerful starburst
galaxies characterized by low SFE at z # 2.

The far-IR luminosity appears to be linearly correlated with the
luminosity of dense gas tracers, such as HCN. The relation is linear
over a very broad luminosity range spanning from Galactic star
forming regions to powerful starburst galaxies (Wu et al., 2005).
This result suggests that star formation always occurs in dense

Fig. 2. Visible image of the interacting galaxies ‘‘Antennae” (left) compared with their submm image at 350 lm (right). Note that most of the far-IR emission comes from a
region that is heavily obscured at optical wavelengths. Credit of the Space Telescope Science Institute and of C. Dowell.

Fig. 3. Left: Relationship between far-IR luminosity and CO luminosity obtained for normal spirals (blue crosses), ULIRGs (red circles) and high redshift galaxies with CO
detections (green diamonds). Note the non-linear relationship log LFIR ¼ 1:7 log L0CO " 5:0, indicated by the solid line. The right-hand axis translates the far-IR luminosity into
star formation rate. Right: LFIR=L0CO as a function of the far-IR luminosity. The right-hand axis gives the gas exhaustion timescale, where a is the L0CO " to"H2 conversion factor
(a % 1–5M& (K km s"1 pc"2)"1). Both figures are from Solomon and Vanden Bout (2005). (For interpretation of the references in colour in this figure legend, the reader is
referred to the web version of this article.)
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Type 1 quasars: host galaxies difficult to study but can compare global 
properties that can be obtained from the analysis of spectra, eg. total SF in 
the host (see eg the use of FIR emission)
LAGN - LSF correlation: even if there maybe selection effects it means that 
AGN activity is tightly linked with SF activity and this extend from low to high 
Luminosity AGN

SF in quasars

Netzer 09

type 2 AGN (Kewley+06)

Seyfert 2

Liner 2

High z qso 
(Lutz+08)

Low z qso 
(Netzer+07)

LSF ~ Lagn0.8

This correlation has been 
explained by Netzer+09 
with offset BH growth 
no distinction between 
quasars and lower 
luminosity AGN 
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Figure 13. LSF vs. Lbol for AGN. The type-II Ke06 AGN are
the small points with yellow error bars. The red points are S2s
and the blue points are L2s. QUEST QSOs from Netzer et al.
(2007) are shown as large black squares and high redshift QSOs
from Lutz et al. (2008) as large red squares. Empty symbols with
lines represent upper limits. The slope of the straight line is 0.8.

from pure SB (thick line) to a combined powerful SB-AGN
to to a combined weak SB-AGN. This is a “single event”
that can occur, in principle, several times in the history of
a galaxy. The long SF episode starts at time t0. Some of the
cold gas finds its way to the center which results in the onset
of BH accretion at time t1. The AGN rise time is short and
lasts until t2. This is followed by an intense AGN phase until
t3. The diminishing supply of cold gas to the SF regions, and
the central BH, cause a period where the two fade in parallel
until t4. The two processes may terminate together or, al-
ternatively, the AGN fading may last a little longer. In both
cases, LSF and Lbol are much smaller at large t compared
with their peak values. This schematic evolution resembles
the S07 suggestion of a smooth sequence that begins with
SF galaxies without AGN and extends at its massive end
to AGN hosts with different levels of SF. In this scenario,
weak AGN fall are associated with lower SFR relative to
the peak activity of both. The strong AGN phase has a tail
that extends into the domain of quiescent galaxies. AGN in
early type galaxies that do not show any SF activity are
not shown. The diagram shows two such scenarios with the
same SFR. One for a high luminosity AGN (top solid line,
large Lbol/LSF ) and one with a weaker AGN (dotted line,
smaller Lbol/Lsf).

The above scenario is translated to an LSF vs. Lbol

curve in the right side of the diagram. Here the straight
line represents the correlation of Fig. 13. Two pure SF-
dominated systems with different supply of gas are shown
as two rising and horizontal lines during times t0 − t2. The
fading parts, t3 − t4, representing the decreasing branches
of both LSF and Lbol, are shown as lines going down par-
allel to the main correlation. The regions t2 − t3 on both
curves are obviously more complex. They may involve con-
stant SF and BH accretion rates (i.e. one point on the curve)
or periods where both LSF and Lbol increase along the main
correlation, perhaps up to a point where L/LEdd∼ 1. In this
scenario, there are no missing objects below the correlation

Figure 14. A schematic SF-AGN evolution sequence. The left
part shows the relevant times for the SF (thick line) and AGN
(thin solid line - luminous AGN, dashed line - low luminosity
AGN) evolution. The time t0 − t1 precedes the onset of the AGN
accretion. The peak (Seyfert) AGN activity occurs between t2
and t3 and the long decay, up to t4, is the LINER, low accretion
rate phase. The right part translates this scenario to an LSF

vs. Lbol relationship illustrating two tracks for law luminosity
(bottom dashed line) and high luminosity (top solid line) events
(time flags are only marked for the latter). The diagonal line on
the right represents the observed relationship from Fig. 13.

line in Fig. 13 unless the AGN accretion continues into the
quiescent galaxy part with no SF activity. The left upper
part of the diagram will be filled by SF galaxies that are not
included in Fig. 13. These are found in the SDSS sample and
in several, high redshift LIG, ULIRG and SMG samples.

The correlation in Fig. 13 can be translated to a ra-
tio between the bulge growth rate, g(bulge), assumed to be
proportional to LSF , and BH growth rate, g(BH), assumed
to be proportional to Lbol. For BH radiation conversion ef-
ficiency of ηBH , and SF radiation conversion efficiency of
ηSF , the ratio is

g(bulge)

g(BH)
# 115

[

ηBH/0.1

ηSF /7 × 10−4

][

LBol

1042 erg s−1

]−0.2

. (4)

In bulge dominated systems, the time integrated ratio of
these quantities must equal the local measured value of
M∗/MBH . This number is larger by a factor of at least
six compared with the value inferred from eqn. 4. It sug-
gests that even the slowest accreting BHs in AGN domi-
nated sources, those at the bottom left part of Fig. 13, with
SFR∼ 0.1 M#/yr, are still growing at a relative rate which
is about six times faster than their integrated cosmic growth
rate. For the fastest accreting BHs in type-II AGN the ratio
is larger than 20. The constant (115) in the above equation
is similar to the one found by Silverman et al. (2009) in their
analysis of the BH growth rate and SFR in zCOSMOS galax-
ies (see their Fig. 13). These numbers can be translated, in
a simplistic way, to the ratio of duty cycles between BH
and SF activity. It it difficult to assign similar numbers to
the high redshift population since M∗/MBH is not known at
high redshift.

Heckman et al. (2004) studied the M∗/MBH ratio in
SDSS sources and found good agreement between the to-
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Ṁbulge

ṀBH

� 115

�
εBH/0.1

εSF /7× 10−4

��
LAGN

1042 erg s−1

�−0.2

If that ratio were constant with time, then its time integral should give 
Mbulge/MBH i.e. ~1000
Slow accreting BHs (L~1042 erg sec-1) are growing at a rate which is ~6 
times faster than global average over cosmic time
Very luminous BHs (L~1048 erg sec-1), are accreting at even faster rate, 
~100 times faster than average
it also tells that the time of AGN activity must be shorter than the time of star 
formation / bulge growth
This is consistent with the fact that we find Mstar/MBH < local value in 
quasars and other high z AGN.

LSF = εSF ṀSF c
2

LAGN = εAGNṀAGNc2
Since

LSF ~ Lagn0.8 is translated to

Netzer 09
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Metal abundances

The metal abundances of galaxies (metallicities) and the relative abundances 
of elements are determined by the star formation history.

The tracers of star formation like LUV, L(H), LFIR, LPAH trace the current star 
formation rate (SFR).

In contrast metallicity traces time integrated star formation, i.e. the build 
up of the galaxy stellar population.

Metallicity provides a much more global picture of galaxy evolution, less 
subject to episodic or sporadic phenomena.

Metal abundance is defined as

Element abundance is usually based on number 
of atoms and characterized by (e.g. for O):

12 + log

�
O

H

�
= 12 + log10

�
number of O atoms

number of H atoms

�

Z =
Mass of heavy elements (> He)

Mass of H

�
12 + log

�
O

H

��

⊙
� 8.7

Z⊙ � 0.02



Metallicities in normal galaxies
One well known result is that the metallicity of galaxies (measured through 
the O abundance) correlates with stellar mass: most massive galaxies are 
also the most metal rich (e.g. Tremonti+04)

This Mass-Metallicity relation evolves showing evidence for  “chemical” 
downsizing: most massive galaxies reach their final metallicities at z~2, while 
less massive galaxies do that at z<1.

 5 

are still in an early phase. 

 

On the observational side, a significant number of important results have been obtained. 

1. Large effort was devoted to study the metallicity evolution of high redshift galaxies. It is 

known that local galaxies follow a well-defined mass-metallicity relation, in which galaxies 

with larger stellar mass also have larger metallicities (Tremonti et al 2004; Panter et al 2008). 

Recently, a clear evidence for a metallicity evolution has been found up to z=2, mrtallicity 

decreasing with redshift (e.g. Savaglio et al., 2005, Erb et al. 2006, Perez-Montero et al 2008, 

Jabran-Zahid et al. 2010). In this framework, our group obtained the first evidence for  

evolution of the mass-metallicity relation at higher redshift, up to z~3.5, using a large set of 

VLT/SINFONI observations of ~40 Lyman-Break Galaxies (LBGs), (Maiolino et al. 2008, 

Mannucci  et al. 2009, see fig. 1). This project has attracted large attention in the international 

community, and a large amount of observing time was granted to these projects, including ESO, 

LBT, HST and Spitzer. 

Since metallicity and stellar mass provide two independent measurements of the integrated star 

formation, the evolution of the mass-metallicity relation provides crucial tests to theoretical 

models of galaxy evolution. For example, Mannucci et al. (2009) shown that infall of metal-

poor, intergalactic gas has a central role in shaping the mass-metallicity relation at high 

redshift. These observations are in sharp contrast with many models of galaxy formation (e.g., 

Kobayashi et al. 2007, de Rossi et al. 2007) based on the !CDM paradigm, while models 

including gas infall and stronger feedback effects tend to produce a better agreement (Brooks et 

al. 2007, Tornatore et al. 2007). A full comparison between existing models and these data is 

part of the current project.  

 

2. The same spatially-resolved spectra obtained with SINFONI have been used used to study, for 

the first time, the metallicity gradients in high redshift gradients. The results on the first three 

galaxies have been recently published in Nature (Cresci et al 2010). From our sample of LBGs 

at z~3, we selected three objects displaying regular velocity fields, evidence for the existence of 

undisturbed disks.  Metallicity maps were derived for these galaxies (see figure 2), showing that 

in all the three cases a region of low-metallicity can be found, inside a more metal rich galaxy, 

near the peak of the star formation activity. This result if the first direct evidence of the 

        

 

Figure 1: Evolution of the mass-

metallicity relation across cosmic 

time, from Mannucci et al. 2009. 

The right axis shows the 

metallicity in solar units. Labels 

show the average redshift of the 

different galaxy samples. Black, 

curve, z=0.07: Kewley et al. 

(2008); green, z=0.7: Savaglio et 

al. (2005); pink, z=2.2: Erb et al. 

(2006); turquoise: Maiolino et al. 

2008 (AMAZE); blue: Mannucci 

et al. 2009 (LSD) 

76 3 Galaxies

In the analysis of Tremonti and her colleagues, rather than using luminosity,
they work directly with the stellar mass of the galaxy (Tremonti et al., 2004). This
approach has become feasible thanks to the development of efficient and reliable
codes for determining the stellar and gaseous masses of galaxies from their optical
spectra (Bruzual and Charlot, 2003; Charlot and Longhetti, 2001). It turns out that
the correlation with stellar mass is stronger than that with luminosity. Figure 3.13
shows the strong correlation between metallicity and the total stellar mass of star-
forming galaxies. These observations provide important constraints on the physics
of the evolution of galaxies. With the advent of 8–10-metre class telescopes, these
studies have been extended to samples of galaxies at large redshifts and so constrain
directly the evolution of the stellar and gaseous content of galaxies of different
masses (Savaglio et al., 2005). These topics will be taken up in much more detail in
Chaps. 17 to 19.

Fig. 3.13. The stellar mass–gas phase metallicity relation for 53,400 star-forming galaxies
from the SDSS. The large black points represent the median in bins of 0.1 dex in mass which
include at least 100 data points. The thin line through the data is a best-fitting smooth curve
and the solid lines are the contours which enclose 68% and 95% of the data (Tremonti et al.,
2004)

Tremonti+04 Mannucci+09, Maiolino+09



Metallicities in AGN (from BLR)
The metallicities of most distant galaxies provide key insight into their star 
formation histories.

However, what we can currently do with great efforts (eg. ~6h observation 
time with VLT per galaxy) is to measure Z for galaxies up to z~3.

Much easier is the use of BLR spectra which can have high S/N up to the 
highest redshifts.

To measure metallicities one can use ratios of lines which have similar 
excitations and therefore are mostly sensitive on metal abundances (e.g. NV/
CIV, NV/HeII, FeII/MgII, Hamann & Ferland 89,93).

In practice one should compute BLR photoionization models for several 
values of abundances and then find the best match with observations to 
determine the value of ZBLR.

Of course, the results depends also on the relative abundances among the 
elements: since it is not possible to determine all the relative abundances, 
assumptions are made (e.g.relative abundances based on chemical 
evolution models of starburst galaxies, Hamann & Ferland 1999).



Metallicities in AGN (from BLR)
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Fig. 29. Theoretical emission-line flux ratios calculated by the LOC photoionization model, as a function of gas metallicity. Solid and dashed
lines denote the models with a large and a small UV thermal bump. For blended lines, in addition to the individual emission lines, their total
flux are drawn with thick lines.
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Fig. 30. Spectral fitting by adopting Eq. (1) (left), double Gaussian (middle) and modified Lorentzian (right), for emission lines. The composite
spectrum and the model fit are shown in upper panels while the residual spectrum is shown in lower panels. The presented composite spectrum
is for quasars at 2.0 ≤ z < 2.5 and −26.5 > MB ≥ −27.5.

4. Discussion

4.1. Comparison of emission-line fitting methods

Before comparing the results of photoionization model calcula-
tions with the measured emission-line flux ratios of SDSS DR2

quasars, we should discuss whether our measurement method
is appropriate or not. Our adopted formula for measuring emis-
sion lines (Eq. (1)) is different from the widely adopted for-
mulae such as multi-Gaussian and (modified) Lorentzian. In
Fig. 30, we compare the fitting results by adopting Eq. (1),

BLR line ratios from Nagao+06



BLR Metallicity
There are many studies in the literature on BLR abundances and among the 
most important results there are

BLR metallicities are usually much larger than solar (Baldwin & Netzer 78, 
Hamann & Ferland 89,92, Nagao+06). 

In some extreme cases they can 
reach even ~15 Z⊙  (Baldwin+03)

BLR metallicities do not appear 
to vary with redshift 
(Dietrich+03, Maiolino+03, 
Nagao+06, Juarez+09).

To understand implications, 
ZBLR~5 Z⊙ at z~4 means that 
active SF occurred at z>7. 

there is a correlation between 
ZBLR and LAGN: more luminous 
AGN have more metal reach 
BLR (Hamann & Ferland 93,99)
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Fig. 38. Estimated metallicities from our composite spectra, averaged
in the luminosity range −25.5 > MB > −28.5, as a function of redshift.
The estimation of the metallicity given in this figure is derived from
the fit with the varying β and Γ, which are presented in Tables 12–16.

Fig. 39. Estimated metallicities from our composite spectra, averaged
in the redshift range 2.0 ≤ z < 3.0, as a function of luminosity. The
estimation of the metallicity given in this figure is derived from the fit
with the varying β and Γ, which are presented in Tables 12 and 13.

other predictions and thus the metallicity inferred by each one
of the observed emission-line flux ratios would change accord-
ingly. In order to derive a more accurate metallicity for each
composite spectrum, a better approach is to vary the indices
of Γ and β to fit as many as emission lines as possible through
the model predictions with a certain metallicity. Therefore we
performed a fit of all available flux ratios for each composite
spectrum by varying gas metallicity, SED, Γ and β. We first
associated errors on the line fluxes with the following recipe:
(i) we set the minimum relative error to 5% and (ii) in any
case, absolute errors cannot be less than 1% of the absolute
flux of Cλ1549. The best fit β and Γ are obtained by min-
imizing χ2 computed using the logarithm of model and ob-
served line fluxes. This allows us to give more weight to the
points where the ratio between model and observed values is
smaller. We then perform the optimization on β and Γ for each
spectral composite, using all continua and abundance sets. In
Tables 12–16 we show, for each spectral composite, the model
with the lowest χ2 and the corresponding abundances set, as
well as the β and Γ values. For comparison, we also show the
best models with the classical β = −1 and Γ = −1. The mod-
els with optimized β and Γ provide a much better description
of the observed data but in most cases the inferred metallicities
are similar: Z/Z# = 5.0 for most cases, and Z/Z# = 2.0 or 10.0
for some other cases. In a few cases the metallicity obtained
by varying β and Γ are lower than inferred by the models with
fixed β = −1 and Γ = −1. Our results may be partly affected
by the lack of the resolution of metallicity in our model calcu-
lation, but they suggest that the typical metallicity of the gas in
the BLRs is ∼5Z#, or at least a super-solar value. In all cases

the optimized β values are lower, but close to, –1. Γ is gener-
ally in the range −2.0 < Γ < −1.5, and always Γ < −1. It is
interesting that the dispersions of the best-fit β and Γ is very
small. The averaged values are β = −1.08 and Γ = −1.52, and
their rms’s are 0.05 and 0.13, respectively. This result suggests
that the commonly adopted values of β = −1 and Γ = −1 are
not the best choice. The best-fit values of β and Γ may imply
some specific physical properties for the BLR, although we do
not discuss this issue further in this paper. Best-fit models and
observations are compared graphically in Fig. 37. N]/C is
not shown because its weighting factor in the fitting process is
very low (the errors are very large with respect to the N]/C
flux ratios; Table 12–16) and thus the fitting results are nearly
meaningless for this flux ratio. For the same reason, the results
for C/C are not good. Apart from these two flux ratios, the
fitting results appear in better agreement with the observations
when allowing β and Γ to be free. Interestingly, large N/C
ratios can be rather easily explained when the weighting func-
tions are varied. This suggests that the BLR metallicity cannot
be determined uniquely by using just N/C (or N/He).

In order to illustrate our results on the metallicity trends
in a graphical way, for the reader’s convenience, Fig. 38
shows the metallicity, averaged in luminosity, as a function of
redshift. Here we use the metallicities derived by the fit with
varying β and Γ given in Tables 12–16. To avoid biases when
calculating the average metallicity, we have only used the lu-
minosity bins for which a metallicity determination is available
at all redshifts. This limits the range of usable luminosities to
−25.5 > MB > −28.5, where the averaged metallicity are cal-
culated. The errorbars are the estimated errors on the mean ob-
tained by combining the uncertainty in the metallicity determi-
nation for each luminosity bin. The resulting plot shows what
was already clear from Tables 12–16 and from our earlier dis-
cussion, i.e., there is no significant evolution of the metallicity
as a function of redshift. Figure 39 shows the complementary
diagram, i.e., the metallicity, averaged in redshift, as a func-
tion of luminosity. Again, to avoid biases when calculating the
averaged metallicity, we have only used the redshift bins for
which a metallicity determination is available at all luminosi-
ties, which limits the range of usable redshifts to 2 < z < 3. The
resulting diagram shows that the averaged metallicity increases
significantly with absolute magnitude, as already inferred from
the individual results in Tables 12–16.

Another possibility which may cause the discrepancies
among the gas metallicities inferred from each emission-line
flux ratio is the elemental abundance ratios. In our model, the
relative elemental abundances are assumed to scale proportion-
ally to solar, except for nitrogen which is assumed to scale as
the square of other metal abundances. However these assump-
tions are an oversimplification. In more realistic metallicity
evolutionary scenarios abundances never scale linearly with the
global metallicity (e.g., Pipino & Matteucci 2004). The inclu-
sion of more realistic abundance pattern in our photoionization
models will be presented in a forthcoming paper.

Our analysis on the composite spectra shows that there is no
apparent dependence of emission-line flux ratios on redshift up
to z ∼ 4.5, which is consistent with the results of Dietrich et al.
(2002). This suggests that the chemical composition of the gas
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Fig. 38. Estimated metallicities from our composite spectra, averaged
in the luminosity range −25.5 > MB > −28.5, as a function of redshift.
The estimation of the metallicity given in this figure is derived from
the fit with the varying β and Γ, which are presented in Tables 12–16.

Fig. 39. Estimated metallicities from our composite spectra, averaged
in the redshift range 2.0 ≤ z < 3.0, as a function of luminosity. The
estimation of the metallicity given in this figure is derived from the fit
with the varying β and Γ, which are presented in Tables 12 and 13.

other predictions and thus the metallicity inferred by each one
of the observed emission-line flux ratios would change accord-
ingly. In order to derive a more accurate metallicity for each
composite spectrum, a better approach is to vary the indices
of Γ and β to fit as many as emission lines as possible through
the model predictions with a certain metallicity. Therefore we
performed a fit of all available flux ratios for each composite
spectrum by varying gas metallicity, SED, Γ and β. We first
associated errors on the line fluxes with the following recipe:
(i) we set the minimum relative error to 5% and (ii) in any
case, absolute errors cannot be less than 1% of the absolute
flux of Cλ1549. The best fit β and Γ are obtained by min-
imizing χ2 computed using the logarithm of model and ob-
served line fluxes. This allows us to give more weight to the
points where the ratio between model and observed values is
smaller. We then perform the optimization on β and Γ for each
spectral composite, using all continua and abundance sets. In
Tables 12–16 we show, for each spectral composite, the model
with the lowest χ2 and the corresponding abundances set, as
well as the β and Γ values. For comparison, we also show the
best models with the classical β = −1 and Γ = −1. The mod-
els with optimized β and Γ provide a much better description
of the observed data but in most cases the inferred metallicities
are similar: Z/Z# = 5.0 for most cases, and Z/Z# = 2.0 or 10.0
for some other cases. In a few cases the metallicity obtained
by varying β and Γ are lower than inferred by the models with
fixed β = −1 and Γ = −1. Our results may be partly affected
by the lack of the resolution of metallicity in our model calcu-
lation, but they suggest that the typical metallicity of the gas in
the BLRs is ∼5Z#, or at least a super-solar value. In all cases

the optimized β values are lower, but close to, –1. Γ is gener-
ally in the range −2.0 < Γ < −1.5, and always Γ < −1. It is
interesting that the dispersions of the best-fit β and Γ is very
small. The averaged values are β = −1.08 and Γ = −1.52, and
their rms’s are 0.05 and 0.13, respectively. This result suggests
that the commonly adopted values of β = −1 and Γ = −1 are
not the best choice. The best-fit values of β and Γ may imply
some specific physical properties for the BLR, although we do
not discuss this issue further in this paper. Best-fit models and
observations are compared graphically in Fig. 37. N]/C is
not shown because its weighting factor in the fitting process is
very low (the errors are very large with respect to the N]/C
flux ratios; Table 12–16) and thus the fitting results are nearly
meaningless for this flux ratio. For the same reason, the results
for C/C are not good. Apart from these two flux ratios, the
fitting results appear in better agreement with the observations
when allowing β and Γ to be free. Interestingly, large N/C
ratios can be rather easily explained when the weighting func-
tions are varied. This suggests that the BLR metallicity cannot
be determined uniquely by using just N/C (or N/He).

In order to illustrate our results on the metallicity trends
in a graphical way, for the reader’s convenience, Fig. 38
shows the metallicity, averaged in luminosity, as a function of
redshift. Here we use the metallicities derived by the fit with
varying β and Γ given in Tables 12–16. To avoid biases when
calculating the average metallicity, we have only used the lu-
minosity bins for which a metallicity determination is available
at all redshifts. This limits the range of usable luminosities to
−25.5 > MB > −28.5, where the averaged metallicity are cal-
culated. The errorbars are the estimated errors on the mean ob-
tained by combining the uncertainty in the metallicity determi-
nation for each luminosity bin. The resulting plot shows what
was already clear from Tables 12–16 and from our earlier dis-
cussion, i.e., there is no significant evolution of the metallicity
as a function of redshift. Figure 39 shows the complementary
diagram, i.e., the metallicity, averaged in redshift, as a func-
tion of luminosity. Again, to avoid biases when calculating the
averaged metallicity, we have only used the redshift bins for
which a metallicity determination is available at all luminosi-
ties, which limits the range of usable redshifts to 2 < z < 3. The
resulting diagram shows that the averaged metallicity increases
significantly with absolute magnitude, as already inferred from
the individual results in Tables 12–16.

Another possibility which may cause the discrepancies
among the gas metallicities inferred from each emission-line
flux ratio is the elemental abundance ratios. In our model, the
relative elemental abundances are assumed to scale proportion-
ally to solar, except for nitrogen which is assumed to scale as
the square of other metal abundances. However these assump-
tions are an oversimplification. In more realistic metallicity
evolutionary scenarios abundances never scale linearly with the
global metallicity (e.g., Pipino & Matteucci 2004). The inclu-
sion of more realistic abundance pattern in our photoionization
models will be presented in a forthcoming paper.

Our analysis on the composite spectra shows that there is no
apparent dependence of emission-line flux ratios on redshift up
to z ∼ 4.5, which is consistent with the results of Dietrich et al.
(2002). This suggests that the chemical composition of the gas

Nagao+06
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Fig. 6. Metallicity sensitive emission line flux ratios normalized by the
value measured in the composite spectra with −0.6 ≤ log(L/LEdd) <
−0.4 for the individual black hole mass bins, as a function of black
hole mass (left-hand panels). Emission line flux ratios normalized by
the value at 9.2 ≤ log(MBH/M#) < 9.4 for the individual Eddington
ratio bins, as a function of Eddington ratio (right-hand panels). Symbols
are the same as those in Fig. 5.
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−0.4 for the individual black hole mass bins, as a function of black
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An important caveat: BLR mass is 
small (~102-104 M⊙) therefore might 
not be representative of the overall 
formation history but might just reflect 
enhanced SF in the accretion flow 
(e.g. models by J.-M. Wang +10,11)



NLR Metallicity
Metallicities of the NLR would be a better tracer of the metallicity of the host 
galaxies, because of the much larger size compared to the BLR.

Also for high-L quasars, the NLR can be so large to encompass the whole 
galaxy.

However NLR emission lines are 
very weak or totally undetected in 
high redshift quasars.

One possibility is to study the 
NLR of high redshift radio 
galaxies.

Observations seem to indicate 
that ZNLR does not evolve with 
redshift up to z~4 (e.g. Nagao
+06, Matsuoka+11)

There might be a ZNLR-LAGN 
correlation as for the BLR 
(Nagao+06)

K. Matsuoka et al.: Chemical properties in the most distant radio galaxy

Table 1. Emission-line properties of TN J0924−2201.

Line ID Flux λc
a z FWHMb

[10−17 erg cm−2 s−1] [Å] [Å]
Lyα 16.10 ± 0.56 7533.2 5.195 28.9
N <1.25c – – –
C 5.46 ± 0.52 9579.2 5.184 16.1
He <5.54c – – –

Notes. (a) Central wavelength; (b) observed FWHM (includes instru-
mental broadening); (c) 3σ upper-limit fluxes.

4. Discussion

4.1. Metallicity

The detection of the C  emission allows us to investigate the
NLR metallicity at z = 5.19. First, the detection of C  indi-
cates that there is plenty of C3+ ions even at z = 5.19. The CO
detection in Klamer et al. (2005) supports the suggestion that
TN J0924−2201 had already experienced a significant metal en-
richment in the NLR gas clouds at z > 5.19.

To investigate a redshift evolution of the metallicity, we com-
pared some emission-line flux ratios of TN J0924−2201 with
those of lower-z HzRGs. We compiled emission-line flux data
of HzRGs from the literature (De Breuck et al. 2000; Matsuoka
et al. 2009) and plot their Lyα/C , N /C , and C /He  ra-
tios as a function of redshift (Fig. 2). Because the emissiv-
ity of collisionally-excited emission lines such as C  increase
at low metallicity (e.g., Nagao et al. 2006b), the Lyα/C  ra-
tio of TN J0924−2201 is expected to be lower than that of
lower redshift radio galaxies if there is any significant evolu-
tion of the NLR metallicity. As shown in Fig. 2, the Lyα/C 
ratio of TN J0924−2201 is somewhat lower than the average
value observed in radio galaxies at lower redshifts, suggest-
ing some metallicity evolution. However, the Lyα/C  ratio in
TN J0924−2201 is still within the scatter observed in lower
redshift radio galaxies, which prevents us from making any
strong claim on the metallicity evolution based on this line ra-
tio. Moreover, the Lyα/C  flux ratio is highly uncertain as a
consequence of the IGM absorption of Lyα, which increases at
higher redshift. Another source of uncertainty is that the Lyα
flux may be partly associated with star formation in the host
galaxy. De Breuck et al. (2000) reported that Lyα is unusually
strong in some HzRGs, especially at z > 3. Villar-Martín et al.
(2007) also confirmed that z > 3 radio galaxies tend to show
higher Lyα luminosities than lower-z ones. These results sug-
gest that the radio galaxy phenomenon is more often associ-
ated with massive starbursts at z > 3 than at z < 3. However,
TN J0924−2201 does not follow the trend reported by Villar-
Martín et al. (2007). More specifically, the Lyα luminosity of
TN J0924−2201 is 4.8 × 1043 erg s−1, comparable with the me-
dian of Lyα luminosity of HzRGs at z < 3, i.e., 4.4×1043 erg s−1

(Villar-Martín et al. 2007).
The middle panel of Fig. 2 shows the emission-line flux ratio

of N /C  as a function of redshift. The N  line is sometimes
regarded as a metallicity indicator for NLRs (e.g., van Ojik et al.
1994; De Breuck et al. 2000; Vernet et al. 2001; Overzier et al.
2001; Humphrey et al. 2008) and therefore it is interesting to
examine the redshift dependence of the N /C  flux ratio as an
indicator of the chemical evolution of HzRGs. Our upper limit
on the N /C  ratio is below many detections at low redshift, but
also consistent with several other upper limits. Hence our upper
limit on N /C  cannot really indicate whether or not the metal-

Fig. 2. Flux ratios of Lyα/C , N /C , and C /He  in HzRGs, as a
function of redshift. TN J0924−2201 is shown with the red-filled cir-
cle. The blue-open and black-open circles show the previous data of
HzRGs given in Matsuoka et al. (2009) and De Breuck et al. (2000),
respectively. The 3σ upper and lower limits are shown with arrows.

licity of the NLR of TN J0924−2201 is lower than observed in
lower redshift galaxies.

The bottom panel of Fig. 2 shows the emission-line flux ra-
tio of C /He  as a function of redshift. Because the luminos-
ity of the C  line increases at low metallicity, as mentioned
above, this lower limit indicates that the NLR metallicity of TN
J0924−2201 at z = 5.19 is comparable to or lower than that at
z < 5, as in the case of the N /C .

4.2. Carbon abundance

In this section we use the observational constraints dis-
cussed above to investigate the relative carbon abundance in
TN J0924−2201. The [C/O] abundance ratio is particularly inter-
esting to investigate galaxy evolution in the early universe, since
carbon enrichment is delayed compared to α elements because
a significant fraction of carbon is produced from intermediate-
mass stars, hence [C/O] can be considered a “clock” of star for-
mation (e.g., Hamann & Ferland 1993; Matteucci & Padovani
1993). In particular, a significant decrease in the carbon relative
abundance should be expected at high redshifts if galaxies are
indeed in a chemically young phase.

Motivated by this scenario, we examined the dependence
of the carbon abundance on the emission-line flux ratios, e.g.,
N /C  and C /He , by running photoionization models us-
ing the Cloudy (version 08.00; Ferland et al. 1998). We used
the “table AGN” command for the input SED of ionizing pho-
tons. We then assumed NLR clouds, with hydrogen density in
the range nH = 101.0−104.0 cm−3, ionization parameters in the
range U = 10−2.5−10−1.5, and (total) metallicity in the range
ZNLR = 0.5−2.0 Z#. These parameter ranges are typical of low-z
AGNs (e.g., Nagao et al. 2001, 2002), though it has not been
confirmed observationally that these parameter ranges can be
adopted for NLRs at z > 5. Note that very low or very high
metallicities are not expected for the NLR in TN J0924−2201,
as discussed in Sect. 4.1. For the chemical composition, we as-
sumed that all metals scale by keeping solar ratios except for
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Matsuoka+11



Observational evidences 
of AGN feedback



Feedback from AGN
Feedback from an accreting BH is probably needed to link BH and host 
galaxy growth (see, eg, Fabian 09 for a review).

Feedback is now believed to come in two flavors:

Radiative mode

operates in bulges with BH accreting close to L/LEdd 

due to radiation pressure in situ or to winds driven by radiation 
pressure

duration set by short timescales of AGN activity

Radio mode (→Cedric’s Lacey Lectures)

operates in galaxies with BHs accreting at low L/LEdd (galaxies with hot 
haloes and at the centers of clusters)

due to jets and outflows 

much longer timescales than those of high L/LEdd AGN activity



More on the Eddington limit ... 
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More on the Eddington limit ... 

τν � 1 Frad = ∆A
L

4πr2 c

LEdd = 4πGcµmpM(r)NH

Let’s now consider a cloud in the galaxy with mass M(r) where there is a BH 
accreting at a fraction λ of the Eddington limit

r

ΔA
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To unbind the gas cloud (and have feedback) the ratio between the AGN 
luminosity and the generalized Eddington luminosity must be > 1

LAGN = λLEdd = λ 4πGcµmpMBH
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More on the Eddington limit ... 
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If optical depth is dominated by the absorption of ionizing photons then

σabs � σion,ν(H) ∼ 6× 10−18 cm−2
�

ν

13.6 eV

�−3

with �hν� � 25 eV

σabs

σT
� 1.5× 106 OK, optically thin clouds opaque to ionizing 

photons can be accelerated. 
Ionized gas column density, i.e. optical depth 
depends on ionization parameter

If optical depth is dominated by the absorption by dust then (Fabian 09)

σdust ∼ 103σT ~OK, it seems almost a cosmic conspiracy!

Optically thin clouds can be accelerated and expelled by the galaxy from 
radiation pressure in situ!



Multistage AGN feedback 9

This problem of the survival of cold clouds in a post-shock hot
medium is well studied in the context of star formation and super-
nova feedback (see e.g. Klein, McKee & Colella 1994, and refer-
ences therein). In general, the collision of a shock or wind with
velocity vs with a cloud of initial characteristic (quasi-spherical)
radius R0 and density contrast χ (ratio of cloud density to external
medium density χ ≡ nc/n0) will launch secondary shocks within
the cloud with velocity vs/χ

1/2. This defines a ‘cloud-crushing’
time-scale t cc = χ 1/2 R0/vs. In the simple case of a pure hydro-
dynamic strong shock, if tcc is much less than the characteristic
time-scales for the density to change behind the shock and vs/χ

1/2

is comparable to or larger than the characteristic internal velocities
of the cloud, then the cloud will be stretched and ‘shredded’ by a
combination of Rayleigh–Taylor and Kelvin–Helmholtz instabili-
ties on a time-scale approximately a few tcc (see e.g. Klein et al.
1994; Xu & Stone 1995; Fragile et al. 2004; Orlando et al. 2005;
Nakamura et al. 2006). Given the definitions above, for vs ∼ vesc,
t cc is much less than the dynamical time-scales of interest at all the
spatial scales of interest (t cc # 107 yr for all r ! χ 1/2 R0 – i.e. for
clouds not in the very nuclear regions).

The material being mixed off of the surface of the cloud from
these instabilities expands into and mixes with the low-pressure
zones created by the passage of the shock on the sides of the cloud.
This leads to an effective net expansion of the cloud by a factor of
∼χ 1/2 in radius in the perpendicular shock direction. Eventually,
despite the initial compression, reflection shocks lead to a expan-
sion by a factor of ∼2 in the parallel shock direction, bringing the
original cloud material into an effective density and pressure equi-
librium with the external medium. The surface area of the cloud
can increase dramatically; for our purposes, we are interested in
the effective cross-section the cloud presents to the perpendicular
shock direction. The radii defined above should be thought of in
this manner: the initial cloud cross-section to the hot shock is πR2

0;
post-shock, the effective cross-section owing to this expansion and
equilibration is πR2

c ∼ χπR2
0 .

We illustrate this behaviour with a simple toy model system in
Fig. 1. Specifically, we show an example of a hydrodynamic simu-
lation of an idealized system, using the ZEUS code (Stone & Norman
1992a,b). The initial conditions consist of a Plummer sphere cloud
embedded in a uniform background, with density contrast of χ =
100 (peak density of the cloud relative to background), with the ini-
tial system in pressure equilibrium (uniform pressure) and periodic

boundary conditions in a large grid. At time t = tS, the low-density
material is rapidly accelerated into a mach ∼2 wind. Colour encodes
the gas density, from black (the arbitrary background density) to red
(the initial maximum). Note that the example shown is purely for
illustrative purposes – we do not include many possible complex-
ities, such as gas cooling, star formation or magnetic fields. The
behaviour of clouds in response to outflows with such sophisti-
cations has been extensively studied in the references above, and
more detailed extensions of such simulations to the regime of inter-
est here will be the subject of future work. Nevertheless, this simple
experiment illustrates much of the important qualitative behaviour.

The qualitative behaviour we care about – the mixing/
stretching/deformation of the cloud in the perpendicular shock di-
rection leading to an increase in the effective cross-section of the
cloud – is in fact quite general. Simulations have shown that the
same instabilities operate regardless of whether the ‘hot outflow’
is a strong shock, weak shock or wind (since we assume the hot
material is being unbound in this wind, it cannot be substantially
subsonic). The time-scale of cloud expansion increases by a factor
of a few in the weaker wind case, but it is still much less than the
relevant local galactic dynamical times (Klein et al. 1994; Jones,
Ryu & Tregillis 1996). The process is also similar in the case of
a cloud being impacted by AGN jets, despite the different densi-
ties, temperatures and magnetic field states associated with jets and
‘bubbles’ (see Krause & Alexander 2007; Antonuccio-Delogu &
Silk 2008). A cloud could in principle be stabilized against such
instabilities by being strongly magnetically dominated (Mac Low
et al. 1994; Jun & Jones 1999; Fragile et al. 2005; Shin, Stone &
Snyder 2008). However, in this limit, as the hot outflow sweeps up
the material, the pressure of the diffuse ISM trailing the outflow will
decline as a steep function of time t/t cc (Ostriker & McKee 1988).
Since, in this limit, the cloud is then overpressurized, it will expand
isothermally as the exterior post-shock pressure drops (the free ex-
pansion/equilibration time of the cloud being short compared to the
other time-scales of interest). Because this stops when the system
is equilibrated, the ‘effective’ net expansion of Rc is the same as
in the hydrodynamic shock case, even though the details are quite
different.

If nothing more were to happen to the cloud, this would only
suppress star formation for a short time. The cooling instabilities
that produced the cloud in the first place would operate. In the
‘typical’ ISM, clouds mix in the wake of stellar or supernovae-driven

Figure 1. An illustration from a simple simulation of the effects of a hot outflow on radiation feedback. Left: initial dense cloud in pressure equilibrium with
the diffuse ISM. Ionization and momentum flux from the quasar is negligible, because the effective surface area for absorption is small. Centre: at t = ts,
an outflow generated in the hot/diffuse ISM hits the cloud. Ambient pressure drops in the wake (low-pressure regions form on the perpendicular sides of the
cloud). A mix of instabilities shortly causes the cloud to mix in the perpendicular direction. Right: after a few cloud crossing times, the mixing has increased
the effective cross-section by a factor (Rc/R0)2 ! 10 in the perpendicular direction. The cloud may now (with lower density and higher cross-section to absorb
quasar photon momentum) be vulnerable to radiative feedback, and will be accelerated to v ∼ vesc.

C© 2009 The Authors. Journal compilation C© 2009 RAS, MNRAS 401, 7–14

More on the Eddington limit ... 
In the case of completely thick clouds (both for gas and dust absorption)

LAGN

LEdd[τν � 1]
= λ

MBH

M(r)

1

σT NH

> 1

NH <
1

λ

Mgal

MBH

1

σT

� 1.5× 1021 cm−2 λ

High column density (massive and compact) clouds cannot escape when 
accelerated in situ. Must start close to the BH where M(r) << Mgal

These clouds can only be expelled by fast flowing winds (v~1000 km/s)
Alternatively a slow moving wind from AGN (easier to create) could “inflate” 
cloud due to Kelvin-Helmholtz instabilities reducing NH toward AGN and then 
slowly ablate it with radiation pressure (e.g. Hopkins & Elvis 2009)



What outflows do feedback?
What we need to find are outflows with the following properties
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A nearby example: Mrk 231
Mrk 231 is the nearest ULIRG; combines powerful SF and AGN activity.

Outflows have been detected in:

ionized gas and absorption lines (Rupke & Veilleux 10)

in the nuclear region outflow velocities are up to ~1000 km/s extending 
up to 2-3 kpc from nucleus
in all directions

there is interaction with a 
radio jet with v~1400 km/s

there is also a slower 
(~600 km/s) outflow 
powered by star formation

mass and energy flux from 
outflow are > 2.5 ×SFR 
and > 0.7% ×LAGN 
consistent with feedback 
model from AGN

The Astrophysical Journal Letters, 729:L27 (7pp), 2011 March 10 Rupke & Veilleux

Figure 1. Left: absorption line fits to N i D. One spectrum is shown in each major outflow region (Sections 3.2 and 4). The spaxel coordinates of each fit are shown
in the upper left of each plot, the nucleus is located at spaxel [11,13], and spaxels are 0.′′3 in size. The vertical dashed lines show the locations of He i 5876 Å and N i
D according to the rotation curve. The red line is the total (absorption + emission) fit, while the blue line is absorption only. Right: emission-line fits to the Hα/[N ii]
spectral region. The red line is the total (extended line emission + broad-line region emission + continuum) fit, while the blue line is broad-line region emission +
continuum only.
(A color version of this figure is available in the online journal.)

from 5600 to 6950 Å and a spectral resolution of 1.80 Å at
6300 Å.

We reduced the data using the IRAF data reduction pack-
age provided by the Gemini Observatory, supplemented with
custom IDL routines. The 0.′′3 spaxels in the final data cube
maximize signal-to-noise ratio while adequately sampling the
seeing disk. The resulting cube contains 525 spectra and mea-
sures 6.′′3 × 7.′′5, with the long axis oriented northeast to
southwest.

We modeled the continuum and emission lines in each
spectrum using UHSPECFIT, a suite of IDL routines that fits
a continuum and emission lines to spectra (Rupke et al. 2010).
We fit the continuum at each point as a linear combination
of the nuclear spectrum and a smooth host galaxy continuum.
Where possible, we fit two Gaussian velocity components to the
emission lines. One component represents the narrow, rotating
velocity component, and the second represents an underlying
broad, blueshifted component.

We modeled the Na i D absorption lines using the method of
Rupke et al. (2005b). One velocity component provided good
fits throughout the cube. The nearby He i 5876 Å emission line
was parameterized using the fit to other lines, but in almost all
spaxels this line was absent or very weak.

Figure 1 shows six example fits to the emission and absorption
lines. They illustrate the high quality of the fits.

Our line profile modeling is based on Gaussian velocity
profiles. As such, we define outflow velocities in this Letter
based on the properties of the normal distribution. We define

negative velocities to be blueshifted and outflowing:

v50% ≡ center of Gaussian profile
(50% of gas has lower outflow velocity) (1)

v84% ≡ v50% − σ

(84% of gas has lower outflow velocity) (2)

v98% ≡ v50% − 2σ

(98% of gas has lower outflow velocity). (3)

3. RESULTS

3.1. Host Galaxy

Our data reproduce known properties of the host galaxy in
Mrk 231. Figure 2 shows the entire galaxy, with the GMOS
field of view superimposed. Hα emission traces young star
formation, including the edge of a prominent blue arc ∼5 kpc
south of the nucleus (Surace et al. 1998). The [N ii]/Hα map
reveals high excitation outside of star-forming regions; high
extranuclear excitation is common in ULIRGs (Veilleux et al.
1995; Monreal-Ibero et al. 2006).

The rotation of the central gas disk of Mrk 231 has been mod-
eled using CO observations (Bryant & Scoville 1996; Downes
& Solomon 1998), yielding a projected velocity amplitude of
70 km s−1 along the 90◦ line of nodes and a disk inclination
of 10◦–20◦. This molecular gas is concentrated in a r ∼ 1 kpc
disk (Downes & Solomon 1998). From CO and H i observations

2
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A nearby example: Mrk 231
molecular OH line with Herschel (Sturm+11)

terminal velocities of molecular gas up to ~1000 km/s
outflow rates up to ~1200 M⊙/yr, several time the SFR (~200 M⊙/yr)
cold reservoir of gas in ULIRGs can be expelled in ~106-108 yrThe Astrophysical Journal Letters, 733:L16 (5pp), 2011 May 20 Sturm et al.
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Figure 1. Observed PACS spectra (continuum-normalized) of the OH transition at 79 µm (gray). Overplotted are the low-velocity (dotted) and high-velocity (dashed)
fit components and the total fit (solid). The arrow indicates the rest position of H2O 423–312. The dash-dotted line for IRAS 14378 shows the observed spectrum of
the OH transition at 119 µm for this object.

the PACS resolution is ∼140 km s−1. The data reduction was
done using the standard PACS reduction and calibration pipeline
(ipipe) included in HIPE 5.0. However, for the final calibration
we normalized the spectra to the telescope flux (which dom-
inates the total signal, except for NGC 253) and re-calibrated
it with a reference telescope spectrum obtained from dedicated
Neptune observations during the Herschel performance verifi-
cation phase. All of our objects (except NGC 253) are point
sources for PACS. In the following, we use the spectrum of the
central 9′′ × 9′′ spatial pixel (spaxel) only, applying the point-
source correction factors (PSF losses) as given in the PACS doc-
umentation. We have verified this approach by comparing the
resulting continuum flux density level to the continuum level
of all 25 spaxels combined (which is free of PSF losses and
pointing uncertainties). In all cases the agreement is excellent,
however the central spaxel alone provides better signal-to-noise
ratio (S/N). We note for completeness that for NGC 253 the
total OH 79 µm line profile summed over all 5 × 5 spaxels
yields emission, consistent with the Infrared Space Observa-
tory Long-Wavelength Spectrometer observations by Bradford
et al. (1999).

In a next step we have performed a continuum (spline) fit.
Due to the limited wavelength coverage these fits are somewhat
subjective. To help define continuum points and potential
additional spectral features (such as the H2O absorption line
at 78.74 µm, indicated with an arrow in Figure 1), we have
used our full range spectra of Arp 220 and NGC 4418.
These two sources will be analyzed in detail in forthcoming
papers, but preliminary data points for Arp 220 are included in
Figures 2 and 3. We note here that NGC 4418 shows signatures
of an inflow.

3. TARGETS

For this first study of outflow signatures in our data
we use a sub-sample that is mainly constrained by the
observing schedule of Herschel, but that covers a broad
range of AGN and starburst activity, including a starburst
template (NGC 253), a cold, starburst-dominated ULIRG

Figure 2. Maximum outflow velocities (terminal velocities) as a function of star
formation rate (upper panel) and AGN luminosity (lower panel). The asterisk
denotes NGC 253 and the triangle denotes Arp 220.

(IRAS 17208−0014), warm ULIRGs (S25/S60 > 0.1)
and/or ULIRGs with strong AGN contributions (Mrk 231,
IRAS 13120−5453, IRAS 14378−3651), and a heavily ob-
scured ULIRG (IRAS 08572+3915), which hosts a powerful
AGN (e.g., Veilleux et al. 2009, hereafter V09).

4. RESULTS AND DISCUSSION

Figure 1 shows the (continuum-normalized) OH 79 µm line
spectra for all objects. For NGC 253, we show the central spaxel
only. The Mrk 231 spectrum is taken from Fischer et al. (2010)
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molecular CO(1-0) line (Feruglio+11)
terminal velocities of molecular gas
 up to ~1000 km/s
outflow rates up to ~700 M⊙/yr, 
several time the SFR (~200 M⊙/yr)
cold gas can be expelled in ~107 yr
energy of outflow is ~few % of LAGN

A&A 518, L155 (2010)

Morganti et al. (2010) reported evidence for AGN-induced mas-
sive and fast outflows of neutral H in powerful radio galaxies,
possibly driven by the AGN jets.

The bulk of the gas in QSO hosts, i.e. the molecular phase,
appears little affected by the presence of the AGN. Indeed, most
studies of the molecular gas in the host galaxies of QSOs and
Seyfert galaxies have found narrow CO lines (with a width
of a few 100 km s−1), generally tracing regular rotation pat-
terns, with no clear evidence for prominent molecular out-
flows (Downes & Solomon 1998; Wilson et al. 2008; Scoville
et al. 2003), even in the most powerful quasars at high redshift
(Solomon & Vanden Bout 2005; Omont 2007). Yet, most of the
past CO observations were obtained with relatively narrow band-
widths, which may have prevented the detection of broad wings
of the CO lines possibly associated with molecular outflows.
Even worse, many CO surveys were performed with single dish,
where broad CO wings may have been confused with baseline
instabilities and subtracted away along with the continuum.

We present new CO(1–0) observations of Mrk 231 obtained
with the IRAM Plateau de Bure Interferometer (PdBI). Mrk 231
is the nearest example of a quasar object and is the most lu-
minous Ultra-Luminous Infrared Galaxy (ULIRG) in the local
Universe (Sanders et al. 1988) with an infrared luminosity of
3.6 × 1012 L# (assuming a distance of 186 Mpc). A significant
fraction (∼70%) of its bolometric luminosity is ascribed to star-
burst activity (Lonsdale et al. 2003). Radio, millimeter, and near-
IR observations suggest that the starbursting disk is nearly face-
on (Downes & Solomon 1998; Carilli et al. 1998; Taylor et al.
1999). In particular, past CO(1−0) and (2−1) IRAM PdBI ob-
servations of Mrk 231 show evidence for a regular rotation pat-
tern and a relatively narrow profile (Downes & Solomon 1998),
as well as a molecular disk (Carilli et al. 1998). The existence
of a quasar-like nucleus in Mrk 231 has been unambiguously
demonstrated by observations carried out at different wave-
lengths, which have revealed the presence of a central compact
radio core plus pc-scale jets (Ulvestad et al. 1999), broad optical
emission lines (Lipari et al. 2009) in the nuclear spectrum, and a
hard X-ray (2−10 keV) luminosity of 1044 erg s−1 (Braito et al.
2004). In addition, both optical and X-ray data have revealed that
our line of sight to the active nucleus is heavily obscured, with
a measured hydrogen column as high as NH = 2 × 1024 cm−2

(Braito et al. 2004). The quasar Mrk 231 displays clear evidence
of powerful ionized outflows by the multiple broad absorption
lines (BAL) systems seen all over its UV and optical spectrum.
In particular, Mrk 231 is classified as a low-ionization BAL
QSOs, a very rare subclass (∼10% of the entire population) of
BAL QSOs characterized by weak [OIII] emission, in which the
covering factor of the absorbing outflowing material may be near
unity (Boroson & Meyers 1992). Furthermore, giant bubbles and
expanding shells on kpc-scale are visible in deep HST imag-
ing (Lipari et al. 2009). Recent observations with the Herschel
Space Observatory have revealed a molecular component of the
outflow, as traced by H2O and OH molecular absorption features
(Fischer et al. 2010), but the lack of spatial information has pre-
vented an assessment of the outflow rate.

2. Data

We exploited the wide bandwidth offered by the PdBI to observe
the CO(1−0) transition in Mrk 231. The observations were car-
ried out between June and November 2009 with the PdBI, using
five of the 15 m antennas of the array. We observed the CO(1−0)
rotational transition, whose rest frequency of 115.271 GHz is
redshifted to 110.607 GHz (z = 0.04217), by using using both
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Fig. 1. Continuum-subtracted spectrum of the CO(1−0) transition in
Mrk 231. The spectrum was extracted from a region twice the beam size
(full width at half maximum, FWHM), and the level of the underlying
continuum emission was estimated from the region with v > 800 km s−1

and v < −800 km s−1. Left panel: full flux scale. Right panel: expanded
flux scale to highlight the broad wings. The line profile has been fitted
with a Gaussian narrow core (black dotted line) and a Gaussian broad
component (long-dashed line). The FWHM of the core component is
180 km s−1 while the FWHM of the broad component is 870 km s−1,
and reaches a Full Width Zero Intensity (FWZI) of 1500 km s−1.

the C and D antenna configurations. The spectral correlator was
configured to cover a bandwidth of about 1 GHz in dual po-
larization. The on-source integration time was ∼20 h. The data
were reduced, calibrated channel by channel, and analyzed by
using the CLIC and MAPPING packages of the GILDAS soft-
ware. The absolute flux was calibrated on MWC 349 (S (3 mm)=
1.27 Jy) and 1150+497 (S (3 mm) = 0.50 Jy). The absolute
flux calibration error is of the order ±10%. All maps and spec-
tra are continuum-subtracted, the continuum emission is esti-
mated in the spectral regions with velocity v > 800 km s−1 and
v < −800 km s−1.

3. Results

Figure 1 shows the spectrum of the CO(1−0) emission line,
dominated by a narrow component (FWHM ∼ 200 km s−1),
which was already detected in previous observations (Downes
& Solomon 1998; Bryant & Scoville 1997). However, our new
data reveal for the first time the presence of broad wings ex-
tending to about ±750 km s−1, which have been missed, or pos-
sibly confused with the underlying continuum, in previous nar-
rower bandwidth observations. Both the blue and red CO(1−0)
wings appear spatially resolved, as illustrated in their maps
(Fig. 2). The peak of the blue wing emission is not offset
with regard to the peak of the red wing, indicating that these
wings are not caused by to the rotation of an inclined disk,
which leaves outflowing molecular gas as the only viable ex-
planation. A Gaussian fit of the spatial profile of the blue and
red wings (by also accounting for the beam broadening) indi-
cates that the out-flowing medium extends over a region of about
0.6 kpc (0.7′′) in radius. To quantify the significance of the spa-
tial extension of the high-velocity outflowing gas, we fitted the
visibilities in the uv-plane. We averaged the visibilities of the
red and blue wings in the velocity ranges 500 ÷ 800 km s−1 and
−500 ÷ −700 km s−1, and we fitted a point source, a circular
Gaussian, and an inclined disk model. The results of the uv-
plane fitting are shown in Fig. 3 and summarized in Table 1. The
upper panels of Fig. 3 show the maps of the residuals after fit-
ting a point-source model. The residuals of the red wing are 5σ
above the average rms of the map and those of the blue wing 3σ
above the rms. The lower panels of Fig. 3 show the CO(1−0)
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Examples at high z
Outflow detected in a submm galaxy (high z analogs of ULIRG) at z~2 where 
the obscured AGN has LAGN~0.1 LSF (first phases of obscured BH growth?).

broad [OIII] emission over ~4-8 kpc with velocities of ~100-1000 km/s

the estimated energy input required to produce large-scale outflow 
(~1059 erg over ~30 Myr) could be delivered 
by a wind radiatively driven by the AGN 
and/or supernovae winds from intense 
star formation.

Large scales outflows are also detected in 

quasars at z<0.5 (eg Komossa+08)

obscured quasars at z<0.5 (Greene+11)

radio galaxies at z~2-4 but fast velocity 
outflows over ~1kpc are from interaction 
with the radio jet (eg Nesvadba+11)
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pieces of indirect evidence suggest that SMM J1237+6203 could
be relatively typical of the high-redshift ULIRG population: (1)
broad [O III] emission-line components have been identified with
rest-frame optical spectroscopy in several high-redshift ULIRGs to
date (e.g. Smail et al. 2003; Takata et al. 2006; Coppin et al. 2008),
(2) ≈50 per cent of nearby ULIRGs hosting optical AGN activity
have [O III] components with FWHM > 800 km s−1, comparable to
that found for SMM J1237+6203 (e.g. Veilleux, Kim & Sanders
1999; Zheng et al. 2002; see also Spoon & Holt 2009 for simi-
lar mid-IR spectral constraints) and (3) high-quality IFU data have
been published for a number of nearby ULIRGs showing that they
host broad and extended [O III], providing evidence for large-scale
energetic outflows in at least some ULIRGs in the local Universe
(e.g. Colina, Arribas & Borne 1999; Wilman, Crawford & Abraham
1999; Lı́pari et al. 2009a,b).

In this section, we explore the properties of the large-scale out-
flow in SMM J1237+6203 in more detail by, first, estimating the
energy input required to produce the observed outflow features (see
Section 4.1) and, secondly, exploring what processes could deliver
sufficient energy to drive the outflow (see Section 4.2). Lastly, we
consider the potential fate of the outflowing gas and briefly discuss
the implications of our observations for galaxy formation models
(see Section 4.3).

4.1 The properties of the large-scale outflow

In Fig. 5, we plot the velocity offset and FWHM of the broad
[O III] emission for SMM J1237+6203 and compare it to HzRGs
and samples of z < 0.5 quasars. We have not corrected the widths
and velocities of the [O III] emission-line gas for unknown pro-
jection effects and dust extinction, and therefore they should be
considered lower limits. There appears to be a loose correlation
between the width of the [O III] emission and the [O III] velocity
offset, which would be expected for outflowing gas that becomes
turbulent as the kinetic energy is dissipated through shocks into
the ISM (e.g. Lehnert & Heckman 1996); however, we caution that
this is unlikely to be the only possible interpretation. This figure
shows that SMM J1237+6203 has [O III] properties broadly simi-
lar to those of the HzRGs, with the exception of the most extreme
source (PKS 1138-262) which has very broad [O III]; however, we
have only plotted the integrated [O III] properties for the HzRGs here
and note that the widths and velocity offsets of spatially distinct re-
gions are often higher. This figure also shows that the integrated
[O III] properties of SMM J1237+6203 are (1) not as extreme as
some nearby ultraluminous IR quasars and (2) more extreme than
the majority of nearby quasars; indeed, only an extreme subset of
the rare narrow-line Seyfert 1 population (NLS1) is found to host
[O III] properties similar to SMM J1237+6203 (e.g. on the basis
of Komossa et al. 2008, only ≈5–10 per cent of NLS1s have high-
velocity (!v ! 200 km s−1) broad [O III]). This further suggests that
the origin of the outflow features in SMM J1237+6203 is coupled
to the production of the IR emission, which we explore in more
detail in Section 4.2. However, we stress that the [O III] properties
for the z < 0.5 quasar samples are from long-slit spectroscopy and
provide limited constraints on the spatial extent of these potential
outflows.

The extent of the broad [OIII] emission-line gas from SMM
J1237+6203 is comparable to that found for the HzRGs studied
by Nesvadba et al. (2006, 2007a, 2008), which typically range from
≈4 to 20 kpc, suggesting comparable overall energetics given the
similar widths and velocities of the broad [O III] emission. Assum-
ing that the broad [O III] properties are due to an energy-conserving

Figure 5. Broad [O III] emission-line velocity offset versus FWHM found
for SMM J1237+6203, the HzRGs from Nesvadba et al. (2006, 2007a,
2008), z < 0.3 ultraluminous IR quasars (Zheng et al. 2002) and samples
of z < 0.5 quasars (Boroson 2005; Komossa et al. 2008). The data for
the nearby samples are from long-slit spectroscopy and provide limited
constraints on the extent of the [O III] emission. The [O III] emission from
the HzRGs is extended on !1 kpc scales but here we only plot the collapsed
one-dimensional IFU spectra; however, for SMM J1237+6203 we show the
data from the collapsed one-dimensional IFU spectrum (open circle) and the
four individual regions that have broad [O III] emission with !v ! 0 km s−1

(filled circles): the individual regions are labelled. The maximum velocities
(vmax = v + 1/2 FWHM; i.e. Martin 2005; Rupke et al. 2005a,b) of the
broad emission-line gas for SMM J1237+6203 are potentially high enough
to exceed the escape velocity (vesc) of a massive galaxy (dotted curve),
although since the majority of the gas has v < vesc it seems likely that only
a minority of the gas will be expelled from the host galaxy.

bubble expanding into a uniform medium (see equation 3 in
Nesvadba et al. 2006), we can place first-order constraints on the
kinetic energy required to accelerate the broad [O III] emission-line
gas to these velocities over large distances. For example, the esti-
mated kinetic energy required to accelerate the broad [O III] emis-
sion to !v ≈ 300 km s−1 over ≈4–8 kpc (the estimated size of the
broad [O III] emission; see Fig. 2) is of the order of ≈(0.6–3) ×
1044 erg s−1 for SMM J1237+6203, which should be compared to
≈(0.3–100) × 1044 erg s−1 for the HzRGs; in this calculation, we
assumed the same ambient density as that estimated for the HzRGs
by Nesvadba et al. (2008) since we do not have direct constraints
for SMM J1237+6203.

Over a canonical 30 Myr quasar lifetime (e.g. Martini & Weinberg
2001; Hopkins et al. 2005b), the total injection of energy into the
outflow would be of the order of ≈(0.3–3) × 1059 erg, which is
comparable to the estimated binding energy of the galaxy spheroid
in SMM J1237+6203; for example, based on an estimated spheroid
mass of ≈1011 M$ and velocity dispersion of σ ≈200 km s−1 (see
Section 3), the estimated binding energy is ≈1059 erg for Re =
4 kpc (e.g. Binney & Tremaine 1987). This analysis is based on
a simple model and should only be considered illustrative with
uncertainties at the level of an order of magnitude but, given the
limited constraints current available for high-redshift systems, a
more complex model is not yet warranted. However, it does indicate
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(a) (b)

Fig. 4: Map of the narrow component of Hα with countours tracing the [OIII] velocity shift (a) and velocity dispersion (b), as in Fig. 2. Note star
formation, traced by Hα, is heavily suppressed in the SE region where the strongest outflow is traced by [OIII].

Hα components to those fitted in the [OIII] profile in the H-band
map, both because the PSF is not exactly the same and because
the Hα may trace different regions (star formation versus NLR)
relative to [OIII]. Each of these two Hα components has been
associated with a [NII]6584,6548 doublet, whose velocity shift
and width are linked to the corresponding Hα component, but
whose intesity is left free (while fixing F[NII]6584 = 3 F[NII]6548).
The intermediate width Hα component is set to zero by the auto-
matic fit, implying that its flux is less than 1/4 of the flux of the
“broad” [OIII] component. This is still consistent with the pos-
sible range of [OIII]/Hα ratios observed in the NLR of AGNs.
However, this intermediate component of Hα is difficult to dis-
entangle from the BLR component, hence difficult to constrain.

More interestingly is that the fit does require the pres-
ence of a weak, but significant narrow component of Hα
(FWHM∼2.23×10−3 µm). There is no room for associated [NII]
emission, at a level of F[NII]6584 < 0.3FHα(narrow), indicating that
this narrow Hα emission is mostly due to star formation. The in-
tensity of the narrow Hα emission is comparable to the intensity
of the [OIII] narrow component, suggesting that a fraction of the
latter is probably also associated with star formation (typically
in star forming galaxies 0.1 < F[OIII]5007/FHα < 1, depending
on the metallicity), but probably also contributed by some AGN
ionization (NLR).

The map of the narrow Hα is shown in Fig.4, which re-
veals star formation extending over a few kpc from the nu-
cleus. However, the star formation is not distributed symmet-
rically around the nucleus, but preferentially towards the North
and West. In particular, the region within a few kpc South-Est
of the nucleus is nearly free of any narrow Hα tracing star for-
mation. To show that the detection of narrow Hα and that the
asymmetric distribution is not an artifact of the fitting procedure,
we have extracted a spectrum by integrating over the NW region
containg star formation according to the Hα map and another
spectrum in the SE region devoid of star formation. After scal-
ing the two spectra so that the intensity of the broad Hα wings
(associated with the BLR) are the same, we have obtained the
difference of the two spectra, which is shown in the bottom panel
of Fig. 3. The differential spectrum clearly shows the presence of

the narrow Hα. The line slightly broadened profile (which also
makes the detection slightly noiser than expected ) is due to the
fact that we are integrating over different regions of the veloc-
ity field. The differential spectrum also confirms that no [NII] is
detected in association with the narrow Hα, confirming that the
latter is associated to star formation and not to the quasar NLR.

We also mention that the map of the [OIII] narrow compo-
nent (not shown here) is also characterized by a similar asymme-
try towards the NE, further suggesting that part of the [OIII] nar-
row line is associated with star formation; however, the asymme-
try is less clean than the Hα narrow component, likely because
of NLR contribution to [OIII] and because of the blending with
the “broad” [OIII] component.

The integrated emission of the narrow Hα yields a total star
formation rate in the host galaxy of about 1000 M⊙ yr−1 (by us-
ing the conversion factor given in (Kennicutt, 1998), which is
not unusual in high-z quasars (e.g. Omont et al., 2003; Lutz et
al., 2008). However, the most interesting result is that the star
formation is heavily suppressed in the SE region, which is char-
acterized by the excess of outflow with high velocity dispersion.
In Fig. 4a the white contours identify the strongest gas outflow
traced by the highly blueshifted [OIII] line, as in Fig. 2a, while
in Fig. 4b the white contours identify the highest velocity dis-
persion region as in Fig. 2b, whichi is likely the region where
the strong outflow interacts with the host galaxy disk. We sug-
gest that the heavy suppression of star formation in the region
of strongest quasar-driven outflow seen in our data is one of the
first direct observational evidences of quasar feedback onto the
host galaxy quenching star formation, at an epoch (z∼2) when
this phenomenon is expected by models to be most pronounced
and most relevant for the evolution of massive galaxies.

Currently the strong outflow is quenching star formation
only in one region of the galaxy. If in the subsequent phases the
strong quasar wind also invest the other parts of the galaxy, then
this will effectively quit most of the star formation in the host
galaxy. Instead, if the strong quasar outflow remains confined in
a conical region, then this will prevent the quasar feedback to ef-
fectively quench most of the star formation over the host galaxy.
This issue can only be investigated with a statistical approach
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(a) Moment 1 (b) Moment 2

Fig. 2: a) First moment (velocity shift) map of the [OIII]5007 line. Note the prominent excess of blueshifted gas with a bow-like morphology SE
of the nucleus. White contours are at 330, 360 and 390 km/s (TBC). b) Second moment (velocity dispersion) map of the [OIII]5007 line. Note the
excess of dispersion in the SE region, confirming that the strong blueshift in this region is associated with outflow and not disk rotation. White
contours are at 680 and 700 km/s (TBC). In both maps the black contours trace the continuum.

driven outflows (Thacker et al., 2006). As long as the gas density
is below the critical density, the mass of ionized outflowing gas
is simply given by

Mout
ion = 4.2 107

Lout
[OIII]44

nout
3

M⊙

where Lout
[OIII]44 is the luminosity of the [OIII]5007 tracing

outflow, in units of 1044 erg/s, and nout
3 is the electron density

in the outflowing gas, in units of 103 cm−2, typical of the NLR.
If we assume that the outflow is traced by the broad component
of [OIII], then Lout

[OIII]44 ∼ 2, implying that the mass of ionized
gas involved in the outflow is ∼ 108 M⊙.

Assuming a conical (or biconical) outflow, with the ionized
gas clouds having a constant filling factor and constant density
out to a radius Rkpc (in units of kpc), then the mass outflow rate
of ionized gas is given by

Ṁout
ion = 130

Lout
[OIII]44 vout

3

nout
3 Rkpc

M⊙yr−1

where vout
3 is the outflow velocity in units of 1000 km s−1.

The maximum outflow velocity inferred from the [OIII] profile
is about 2000 km/s. If we assume that this is representative of the
average outflow velocity, and that the lower velocities observed
in the [OIII] line profile are due to projection effects, then we
infer an ionized gas outflow rate of about 500 M⊙ yr−1. This is
a lower limit of the total outflow rate, since the ionized compo-
nent is likely a minor fraction of the global outflowing gas mass.
If we scale by the same molecular/neutral-to-ionized fraction as
in Mrk231 (ref?), the total outflow rate is likely an order of mag-
nitude higher (TBC).

3.2. Hα+[NII] analysis: evidence for quenched star formation

The Hα profile was fitted by using two very broad gaussians rep-
resenting the emission from the BLR, that, along with the power-

Fig. 3: Upper pannel: 2QZ20028-28 K band spectrum fitting extracted
from the central 2.5 arcsec, along with the various components used for
the fit. Intermediate pannel: Residuals of the fit. Lower pannel: Result
of the substraction between the spectrum extracted from the region with
narrow Hα emission NW of the nucleus (Fig. 4) and the spectrum ex-
tracted from the region without narrow Hα emission SE of the nucleus,
after scaling to match the intensity of the broad line. A clear narrow Hα
component is detected, illustrating that the detection of this component
and its distribution is not an artifact of the fit.

law continuum, account for the bulk of the Hα profile (Fig. 3).
As for the broad Hβ, the relative intensity, shift and width of
these two lines are kept fixed all over the field of view, and their
global intensity variation reflect the seeing PSF. We also intro-
duce an intermediate width gaussian, FWHM∼1700 km/s, to ac-
count for the Hα counterpart of the wind traced by the [OIII],
and a narrow gaussian (FWHM<600 km/s) to account for Hα
associated with possible star formation in the host galaxy and/or
the counterpart of narrow component observed in the [OIII] pro-
file. We did not linked the width and velocity field of these two
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Feedback in a quasar at z~2.4 ?
First (?) example of a z~2.4 quasar which shows an outflow of ~300 km/s, 
associated with a velocity dispersion of ~700 km/s (FWHM ~ 1500 km/s!).

In the region with 
high [OIII] blueshift 
Hα emission is 
suppressed.

Hα emission is due 
to SF in the galaxy, 
and is quenched by 
the outflow seen in 
ionized gas.

Cano-Diaz+11, in preparation
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Outflows in AGN
Outflows seems quite ubiquitous in AGN, but they are mostly located 
close to the BH (up to ~1-10 pc scales). 

There are outflows of ionized gas in Seyferts on NLR scales, e.g. ~few 
100 pc (→ see Mike Crenshaw’s lectures).

Outflows of ionized gas are starting to be studied and detected even at 
high z in luminous star forming and active galaxies.

Outflows are also being detected in molecular gas with mass outflow 
rates larger than the SF rate.

Except when dealing with molecular gas, most of these outflows are 
detected in [OIII] and masses of ionized gas are usually small (~107-108 
M⊙); therefore it is difficult to prove they are significantly affecting the 
host galaxies.

However, when feedback is in action this is just what we should see.
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