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CT18 parton distributions

3

New CT18 NNLO grids for precision calculations
• Soon to appear in the LHAPDF library
• Contain more ݔ and ܳ points – improved interpolation at the expense of slightly slower evaluation
• Crossing of quark mass thresholds implemented with multiple ܳ grids
• Complement the published (less dense) CT18 grids that remain sufficient for most applications

Four PDF ensembles: CT18 (default), A, X, and Z

2023-03-27 P. Nadolsky, DIS 2023 workshop

RECOMMENDED ALTERNATIVE

PRD 103 (2021) 014013 

Overview
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CTEQ-TEA PDFs

7

✦ CT18 PDFs show moderate reductions of PDF uncertainties due to new LHC data sets, and agree with 
previous CT14 within uncertainties; alternative fits CT18Z/A/X for evaluation of certain systematic effects       

❖ CT18 vs CT14: gluon unc. reduced 
everywhere (jets, Z pT, top); d-quark 
unc. reduced at x~0.2 (LHCb W/Z); 
s-quark almost unchanged   

❖ ATLAS 7 TeV W/Z data are not 
included in CT18 fit but in CT18A; 
CT18X uses a x-dependent scale in 
DIS to mimic small-x resummations  

❖ CT18Z includes both variations, 
differences wrt. CT18 are most 
significant in s-quark and gluon/sea-
quarks    
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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FIG. 11: A comparison of 90% C.L. uncertainties on the ratios d̄(x,Q)/ū(x,Q) and
(s(x,Q) + s̄(x,Q)) /

�
ū(x,Q) + d̄(x,Q)

�
, for CT18 (solid blue), CT18Z (magenta long-dashed), and

CT14HERAII NNLO (gray short-dashed) ensembles at Q = 1.4 or 100 GeV.

• The ATLAS 7 TeV data on W and Z rapidity distributions (Exp. ID=248), included only in CT18A and Z, have
the largest influence on the PDFs, as discussed in App. A. The directions of their pulls are similar to LHCb.

• The LHC data on tt̄ double di↵erential cross sections also appears to favor a softer gluon at large x, but the pull
is not statistically significant, i.e., much weaker than that of the inclusive jet data with its much larger number
of data points.

These constraints are further explored in depth in Sec. VA using a combination of statistical techniques.

B. The global fits for ↵s and mc

Determination of the QCD coupling. Following the long-established practice [28], in the canonical PDF sets
such as CT18, the value of ↵s(MZ) is set to the world average of ↵s(MZ)=0.118 [27]; alternate PDFs are produced for
a range of fixed ↵s(MZ) above and below that central value (i.e., an “↵s series”) to evaluate the combined PDF+↵s

uncertainty. In Ref. [28], we show how to evaluate the combined PDF + ↵s uncertainty in the global fit. As shown,
variations in ↵s generally induce compensating adjustments in the preferred PDF parameters (correlation) to preserve
agreement with those experimental data sets that simultaneously constrain ↵s and the PDFs. At the same time, it
is possible to define an “↵s uncertainty” that quantifies all correlation e↵ects. As the global QCD data set grows in
size, more experiments introduce sensitivity to ↵s(MZ) either through radiative contributions to hard cross sections
or through scaling violations, especially over a broad range of physical scales, Q.

Perhaps the best way to examine the sensitivity of each experiment, and of the global ensemble of experiments, is
to examine the variations of their �2 as the value of ↵s(MZ) is varied. Such scans over ↵s(MZ) for CT18 NNLO and
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.

d-quark
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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[CT18, 1912.10053]
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CTEQ-TEA presentations at DIS’2023

Toward a new generation of CT202X PDFs

1.Impact of Drell-Yan data on post-CT18 global fits Keping Xie WG3

2. Constraints from ݐ ҧݐ production at  LHC 13 TeV Marco Guzzi WG1

3. Epistemic uncertainty quantification in PDF fits                                  P. Nadolsky            WG1

4. CT18 NNLO fitted charm PDFs [arXiv:2211.01387] Tim Hobbs            WG1

5. Prospects for using lattice-QCD constraints in the global PDF analysis    T.-J. Hou         Plenary

6. CTEQ-TEA NNLO predictions for high-energy neutrino cross sections Dan  Stump      WG3

7. Simultaneous CTEQ-TEA extraction of PDFs and SMEFT contributions Tim Hobbs      WG3

8. Small-x dynamics in CTEQ-TEA fits and Forward Physics Facility Keping Xie WG2

2023-03-27 P. Nadolsky, DIS 2023 workshop 2

Overview

Update from CTEQ-TEA
Pavel Nadolsky
Southern Methodist University, USA

With CTEQ-TEA (Tung Et. Al.) working group 

China: A. Ablat, S. Dulat, J. Gao, T.-J. Hou, 
I. Sitiwaldi, M. Yan, and collaborators

Mexico: A. Courtoy
USA:  T.J. Hobbs, M. Guzzi, X. Jing, 

J. Huston, H.-W. Lin, D. Stump, C. Schmidt, K. Xie, C.-P. Yuan
P. Nadolsky
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CT18As: CT18A with ିݏ ؠ ݏ െ ҧݏ ് 0

CT18As_Lat: CT18As with a lattice 
constraint on (ݔ)_ݏ at 0.3 ൑ ݔ ൑ 0.8.

CT18As_Lat NNLO: Strangeness asymmetry with a 
lattice QCD constraint

T.-J. Hou et al., arXiv: 2211.11064

න
଴

ଵ
ିݏ ݔ ݔ݀ = 0

Overview
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Intrinsic Charm

References

2

CTEQ-TEA analyses of fitted charm
1. T.-J. Hou et al., JHEP 02 (2018) 059; 57 pages, 19 figures: QCD factorization with the 

NP charm and CT14 IC NNLO pheno analysis
2. M. Guzzi, T. J. Hobbs, K. Xie, et al., arXiv:2211.01387; 10 pages: new CT18 FC 

analysis with the LHC Run-1 and 2 data

IC from nonperturbative methods and models:
1. BHPS(3): Brodsky, Hoyer, Peterson, Sakai, PLB 93 (1980) 451
2. Scalar cloud model: Pumplin, PRD 73 (2006) 114015; et al., PRD 75 (2007) 054029
3. Meson-Baryon models (MBMs): Hobbs, Londergan, Melnitchouk, PRD 89 (2014) 

074008
4. IC lifetime: Blümlein, PLB 753 (2016) 619
5. Light-front WF models: Hobbs, Alberg, Miller, PRD 96 (2017) 7, 074023 
6. Dyson-Schwinger equations, lattice QCD, …

CT18 NNLO analysis and methodology: T.-J. Hou, J. Gao, T. J. Hobbs, K. Xie, et 
al., PRD 103 (2021) 1, 014013

Strong goodness-of-fit criteria for PDF fits: K. Kovařík, P. Nadolsky, D. Soper, 
RMP 92 (2020) 4, 045003 

2023-03-28 T. Hobbs, DIS 2023

3.    Dulat et al., PRD 89 (2014) 073004, IC parton distribution functions from CTEQ-TEA
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Intrinsic Charm

3

intrinsic
charm

fitted 
charm

• The concept of  nonperturbative 
methods

• Can refer to a component of  the 
hadronic Fock state or the type of  
the hard process

• Predicts a typical enhancement of  
the charm PDF at ! ≳ 0.2

• A charm PDF parametrization at 
scale !! ≈ 1 GeV found by global 
fits [CT, NNPDF, …]

• Arises in perturbative QCD 
expansions over $" and operator 
products

• May absorb process-dependent or 
unrelated radiative contributions

Connection?

2023-03-28 T. Hobbs, DIS 2023

challenging to formulate a rigorous definition of intrinsic charm
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Fitted Charm

CT18 FC total charm PDFs

FC scenarios traverse range of high-x behaviors from IC models
→ fit implementation of BHPS from CT14IC (BHPS3) on CT18 or CT18X (NNLO)

→ fit two MBMs: MBMC (confining), MBME (effective mass) on CT18

investigate constraints from newer LHC data in CT18
central fits

82023-03-28 T. Hobbs, DIS 2023
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Fitted Charm

signal for FC in CT18 study, but with shallower than CT14 IC

FC uncertainty quantified by normalization via             for each input IC model

→ CT14 IC

92023-03-28 T. Hobbs, DIS 2023

<latexit sha1_base64="Kb1Pbqq270Dfitw6/xQbNS3hc1g=">AAAB9HicbVDLTgJBEOzFF+IL9ehlIjHxRHYJUY9EPXjERB4Ju5LZYRYmzD6c6SUhhO/w4kFjvPox3vwbB9iDgpV0UqnqTneXn0ih0ba/rdza+sbmVn67sLO7t39QPDxq6jhVjDdYLGPV9qnmUkS8gQIlbyeK09CXvOUPb2Z+a8SVFnH0gOOEeyHtRyIQjKKRPPeWS6TEZQPxWOkWS3bZnoOsEicjJchQ7xa/3F7M0pBHyCTVuuPYCXoTqlAwyacFN9U8oWxI+7xjaERDrr3J/OgpOTNKjwSxMhUhmau/JyY01Hoc+qYzpDjQy95M/M/rpBhceRMRJSnyiC0WBakkGJNZAqQnFGcox4ZQpoS5lbABVZShyalgQnCWX14lzUrZuShX76ul2nUWRx5O4BTOwYFLqMEd1KEBDJ7gGV7hzRpZL9a79bFozVnZzDH8gfX5A+XMkYs=</latexit>

��2
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Fitted Charm

11

even restrictive uncertainties give 
moments consistent with zero

→ broaden further for default CT tol.

→

FC PDF moments as F.o.M.

2023-03-28 T. Hobbs, DIS 2023

(restrictive tolerance) (~CT standard tolerance)
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Fitted Charm

5

few expts with ‘smoking gun’ sensitivity to FC;   but EMC data (?)

historically, charm structure function data,        , from EMC were suggestive
J. J. Aubert et al. (EMC), NPB213 (1983) 31–64.

→ hint of high-x excess in select Q2 bins

CT14 IC, arXiv: 1707.00657.

→ EMC data fit poorly in CT14 IC study

→ data were analyzed only at LO

→ show anomalous Q2 dependence

we do not include EMC in CT18 FC

2023-03-28 T. Hobbs, DIS 2023

See Fig. 3 (lower panel)
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CT18 FC NNLO (BHPS3)
CT18X FC NNLO (BHPS3)

data pull opposingly on           ; depend on FC scenario, enhancing error

2023-03-28 T. Hobbs, DIS 2023
12

Fitted Charm
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Fitted Charm

∴ No significant evidence for NNPDF4.0 IC, in compliance with CT18 FC observations

Revisiting the significance in NNPDF IC
Important additional 
uncertainties:

• In the baseline fit due to 
sampling of MC replicas

• In the NLO LHCb ! + #
analysis  due to MHOU and 
final-state showering

• In the EMC $!" due to 
insufficient control of syst. 
uncertainties and LO analysis

172023-03-28 T. Hobbs, DIS 2023

q backward DGLAP evolution is approximate; can induce high-x bump

Courtoy et al., PRD107 (2023) 3, 034008.
NNPDF, Nature 608 (2022) 7923, 483.
See Fig. 2 (lower-right panel)
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Figure 2. Intrinsic charm and Z+charm production at LHCb. Top left: the LHCb measurements
of Z boson production in association with charm-tagged jets, R

c
j , at

p
s = 13 TeV, compared with our

default prediction which includes an intrinsic charm component, as well as with a variant in which
we impose the vanishing of the intrinsic charm component. The thicker (thinner) bands in the LHCb
data indicate the statistical (total) uncertainty, while the theory predictions include both PDF and
MHO uncertainties. Top right: the correlation coe�cient between the charm PDF at Q = 100 GeV in
NNPDF4.0 and the LHCb measurements of R

c
j for the three yZ bins. Center: the charm PDF in the

4FNS (right) and the intrinsic (3FNS) charm PDF (left) before and after inclusion of the LHCb Z+charm
data. Results are shown for both experimental correlation models discussed in the text. Bottom left:
the intrinsic charm PDF before and after inclusion of the EMC charm structure function data. Bottom
right: the statistical significance of the intrinsic charm PDF in our baseline analysis, compared to the
results obtained also including either the LHCb Z+charm (with uncorrelated systematics) or the EMC
structure function data, or both.
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Figure 2. Intrinsic charm and Z+charm production at LHCb. Top left: the LHCb measurements
of Z boson production in association with charm-tagged jets, R

c
j , at

p
s = 13 TeV, compared with our

default prediction which includes an intrinsic charm component, as well as with a variant in which
we impose the vanishing of the intrinsic charm component. The thicker (thinner) bands in the LHCb
data indicate the statistical (total) uncertainty, while the theory predictions include both PDF and
MHO uncertainties. Top right: the correlation coe�cient between the charm PDF at Q = 100 GeV in
NNPDF4.0 and the LHCb measurements of R

c
j for the three yZ bins. Center: the charm PDF in the

4FNS (right) and the intrinsic (3FNS) charm PDF (left) before and after inclusion of the LHCb Z+charm
data. Results are shown for both experimental correlation models discussed in the text. Bottom left:
the intrinsic charm PDF before and after inclusion of the EMC charm structure function data. Bottom
right: the statistical significance of the intrinsic charm PDF in our baseline analysis, compared to the
results obtained also including either the LHCb Z+charm (with uncorrelated systematics) or the EMC
structure function data, or both.
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Figure 8.1. Same as Fig. 7.3 but now presenting the complementary comparison of the baseline of PDFs to a set
based on the same NNPDF4.0 dataset, but using the old NNPDF3.1 methodology.
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✦ Textbook criterion “Δχ2=1” on estimation of uncertainties is not reliable in global fit, involving large data 
samples and degrees of freedoms; PDF unc. depends very much on methodologies including “tolerance”

[NNPDF4.0, 2021]

❖ CT uses tier1+tier2 tolerance, 
MSHT uses a pure dynamic 
tolerance, both close to a 
hypothesis test criterion 

❖  NNPDF3.1 uses ML algorithm 
with effective tolerance that is 
smaller than CT and MSHT as 
checked explicitly from reduced 
fits    

❖ substantial changes on 
methodologies for NN4.0 vs. 
NN3.1 further affect the 
uncertainty 

Figure 3.5. Comparison of the partonic luminosities between the CT18, MSHT20, and NNPDF3.1 reduced fits at
p

s = 14 TeV as a function of the invariant mass of the produced final state mX . From left to right we show the gluon-
gluon, quark-antiquark, quark-quark and quark-gluon luminosities, normalised to the central value of the MSHT20
prediction, together with the associated 1� relative PDF uncertainties. The upper panels display the luminosities
evaluated without any restriction on the final-state rapidity yX , while the bottom panels instead account for a rapidity
cut of |yX | < 2.5 which restricts the produced final state to lie within the ATLAS/CMS central acceptance region.

mass. The increase (albeit only very slight in MSHT) therefore implies some anti-correlation between the
contributions with one high and one low x parton (which are now cut) and those with reasonably similar x

which remain.
In summary, the comparisons of the partonic luminosities in Fig. 3.5 are consistent with the corresponding

ones at the PDF level and confirm the satisfactory consistency between the three reduced PDF fits. This
said, the fact that residual differences remain, such as in the magnitude of the PDF uncertainties, indicates
that the methodological choices adopted by each group remain significant even when fitting to the same
dataset (albeit a reduced one in these benchmark fits) with very similar theory settings, indicating that
methodological uncertainties, such as those associated to the functional form or fitting methodology, can be,
in some cases, as large or even larger than the PDF uncertainties associated with the fitted data.

4 The PDF4LHC21 combination

In this section we present the outcome of the PDF4LHC21 combination, based on the variants of the CT18,
MSHT20, and NNPDF3.1 global PDF analyses - CT180, MSHT20 and NNPDF3.10- described in Sect. 2. First
of all, we describe the generation of the Monte Carlo replicas and the main features of the resulting combined
distribution, including a comparison with the three constituent PDF fits. Second, we present the results of
the Monte Carlo compression and of the Hessian reduction of PDF4LHC21, which lead to the LHAPDF

grids released and recommended for phenomenological applications. Third, we compare PDF4LHC21 with
its predecessor PDF4LHC15 both at the level of PDFs and of partonic luminosities. Finally, we assess the
behaviour of the PDF4LHC21 combination at large-x, and provide a prescription to deal with cross-sections

28

g-g luminosity

d-quark

s-quark

[PDF4LHC21, 2203.05506]
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Figure 5: Measured R
c
j distribution (gray bands) for three intervals of forward Z rapidity,

compared to NLO SM predictions [29] without IC [42], with the charm PDF shape allowed to
vary (hence, permitting IC) [39,76], and with IC as predicted by BHPS with a mean momentum
fraction of 1% [38]. The predictions are o↵set in each interval to improve visibility.

Table 3: Numerical results for the R
c
j measurements, where the first uncertainty is statistical

and the second is systematic.

y(Z) R
c
j (%)

2.00–2.75 6.84± 0.54± 0.51
2.75–3.50 4.05± 0.32± 0.31
3.50–4.50 4.80± 0.50± 0.39

2.00–4.50 4.98± 0.25± 0.35

enhancement. Indeed, Fig. 5 shows that, after including the IC PDF shape predicted
by BHPS with a mean momentum fraction of 1%, the theory predictions are consistent
with the data. Incorporating these novel forward R

c
j results into a global analysis should

strongly constrain the large-x charm PDF, both in size and in shape. While the large
enhancement in the forward-most y(Z) interval is suggestive of valence-like IC, no definitive
statements can be made until the R

c
j results are included in a global PDF analysis.

In conclusion, events containing a Z boson and a charm jet are studied for the first
time in the forward region of pp collisions. The data sample used corresponds to an
integrated luminosity of 6 fb�1 collected at a center-of-mass energy of 13TeV with the
LHCb detector. The ratio R

c
j is measured in intervals of y(Z) and compared to NLO

SM calculations. The observed spectrum exhibits a sizable enhancement at forward Z
rapidities, consistent with the e↵ect expected if the proton wave function contains the
|uudcc̄i component predicted by BHPS. However, conclusions about whether the proton
contains valence-like intrinsic charm can only be drawn after incorporating these results
into global PDF analyses.
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The possibility that the proton wave function may contain a |uudcc̄i component,
referred to as intrinsic charm (IC), in addition to the charm content that arises due to
perturbative gluon radiation, i.e. g! cc̄ splitting, has been debated for decades (for a
recent review, see Ref. [1]). The light front QCD calculations of Refs. [2, 3], referred to as
the BHPS model, predict that non-perturbative IC manifests as valence-like charm content
in the parton distribution functions (PDFs) of the proton; whereas, if the c-quark content
is entirely perturbative in nature, the charm PDF resembles that of the gluon and sharply
decreases at large momentum fractions, x. (Charge conjugation is implied throughout
this Letter, e.g., charm refers to both the c and c̄ quarks.) Understanding the role
that non-perturbative dynamics play inside the nucleon is a fundamental goal of nuclear
physics [4–15]. Furthermore, the existence of IC would have many phenomenological
consequences. For example, IC would alter both the rate and kinematics of c hadrons
produced by cosmic-ray proton interactions in the atmosphere, which are an important
source of background in studies of astrophysical neutrinos [16–21]. The cross sections of
many processes at the LHC and other accelerators would also be a↵ected [22–32].

Measurements of c-hadron production in deep inelastic scattering [33] and in fixed-
target experiments [34], where the typical momentum transfers were Q . 10GeV (natural
units are used throughout this Letter), have been interpreted both as evidence for [35, 36]
and against [37] the percent-level IC content predicted by BHPS. Even though such
experiments are in principle sensitive to valence-like c-quark content, interpreting these
low-Q data is challenging since it requires careful theoretical treatment of nonperturbative
hadronic and nuclear e↵ects. Recent global PDF analyses, which also include measurements
from the LHC, are inconclusive and can only exclude IC carrying more than a few percent
of the momentum of the proton [38, 39].

Reference [29] proposed probing IC by studying events containing a Z boson and a
charm jet, Zc, in the forward region of proton-proton (pp) collisions at the LHC. The
ratio of production cross sections Rc

j ⌘ �(Zc)/�(Zj), where Zj refers to events containing
a Z boson and any type of jet, was chosen because it is less sensitive than �(Zc) to
experimental and theoretical uncertainties. Since Zc production is inherently at large Q,
above the electroweak scale, hadronic e↵ects are small. A leading-order Zc production
mechanism is gc! Zc scattering (see Fig. 1), where in the forward region one of the initial
partons must have large x, hence Zc production probes the valence-like region (Fig. S4
of the Supplemental Material shows the x regions probed). Using next-to-leading-order
(NLO) Standard Model (SM) calculations, Fig. 2 illustrates that a percent-level valence-like
IC contribution would produce a clear enhancement in R

c
j for large (more forward) values

of Z rapidity, y(Z); whereas only small e↵ects are expected in the central region where all
previous measurements of Rc

j were made [40, 41].

g

c

c

Z

g

c

c

Z

Figure 1: Leading-order Feynman diagrams for gc! Zc production.
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Figure 2: NLO SM predictions [29] for Rc
j without IC [42], allowing for potential IC [39], and

with the valence-like IC predicted by BHPS with a mean momentum fraction of 1% [38]. The
fiducial region from Ref. [41] is used for y(Z) < 2; otherwise the fiducial region of this analysis is
employed. The broadening of the error band that arises in the forward region, when allowing for
IC, is due to the lack of sensitivity to valence-like IC from previous experiments. More details
on these calculations are provided in the Supplemental Material [43]. The error bands shown
for the first two predictions display the 68% confidence-level regions. Only the central value is
shown for BHPS due to the charm PDF being fixed.

Table 1: Definition of the fiducial region.

Z bosons pT(µ) > 20GeV, 2.0 < ⌘(µ) < 4.5, 60 < m(µ+µ�) < 120GeV
Jets 20 < pT(j) < 100GeV, 2.2 < ⌘(j) < 4.2

Charm jets pT(c hadron) > 5GeV, �R(j, c hadron) < 0.5
Events �R(µ, j) > 0.5

This Letter presents the first measurement of Rc
j in the forward region of pp collisions.

The data sample used corresponds to an integrated luminosity of 6 fb�1 collected at
a center-of-mass energy of

p
s = 13TeV with the LHCb detector. The Z bosons are

reconstructed using the Z!µ+µ� decay, where henceforth all Z/�⇤
! µ+µ� production in

the mass range 60 < m(µ+µ�) < 120GeV is labeled Z!µ+µ�. The analysis is performed
using jets clustered with the anti-kT algorithm [44] using a distance parameter R = 0.5.
The fiducial region is defined in terms of the transverse momentum, pT, pseudorapidity, ⌘,
and azimuthal angle, �, of the muon and jet momenta, and includes a requirement on
�R(µ, j) ⌘

p
�⌘(µ, j)2 +��(µ, j)2 to ensure that the muons and jets are well separated,

which suppresses backgrounds from QCD multijet events and electroweak processes like
W+jet production. Charm jets are the subset for which there is a promptly produced
and weakly decaying c hadron within the jet. The fiducial region is defined in Table 1. If
multiple jets satisfy these criteria, the one with the highest pT is selected. No requirement
is placed on the maximum number of jets in the event.
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Figure S4: Momentum fraction distributions of the (left) c quark and (right) gluon for the
process gc ! Zc in the predominant scenario where the c quark is the leading (higher-x) parton.
Distributions are shown separately for the three y(Z) intervals used in the analysis, with each
distribution normalized to have an integral of unity. These distributions are obtained using the
theory calculations described in detail here in the Supplemental Material.
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Figure S5: Measured R
c
j distribution (gray bands) for three intervals of forward Z rapidity,

compared to NLO SM predictions [29] using various PDF sets. The predictions are o↵set in
each interval to improve visibility. The left plot shows that the three PDF sets [76,77,79] on
which the PDF4LHC15 [42] set is formed from all provide consistent predictions for Rc

j. The
right plot shows that the ABM16 [80], JR14 [81], and HERAPDF 2.0 [82] PDF sets also provide
qualitatively similar predictions, though the JR14 and HERAPDF 2.0 predictions are shifted to
lower Rc

j values.

S4

✦ Measurement of Z bosons produced in association with charm-quark jet in the forward region at 
LHCb provide great sensitivity to intrinsic Charm       [LHCb, 2109.08084]
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✦ Theoretical predictions with inclusions of realistic NNLO QCD corrections and a faithful evaluation of 
theoretical uncertainties due to parton shower, fragmentations, multi-parton scatterings are required 
before we can include the LHCb data into a NNLO PDF analysis         
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Figure 5: Comparison of parton-level predictions for the ratio R
c
j = �

Z+c-jet
/�

Z+jet dif-

ferential in the rapidity y
Z of the system of the final-state leptons: fixed-order predictions

at LO (green), NLO (blue) and NNLO (red); NLO+PS predictions with Pythia8 (orange)

or Herwig7 (purple) as parton showers. A dynamical cut on the transverse momentum of

the Z + jet system is further applied in (b).

Finally, as a result of the uncorrelated prescription for uncertainties, we note that

the relative theory uncertainties for the NNLO predictions of the ratio are increased as

compared to the individual predictions for Z + c-jet and Z + jet. The sensitivity to the

input PDFs is also typically reduced for such an observable due to correlations between

PDF-dependence of the numerator and denominator. Arguably, from the point of view of

including data in a collinear PDF fit, the ratio observable is therefore less well motivated

than the absolute Z + c-jet cross-section.

4 Conclusions

In this paper, we have studied the associated production of a Z-boson with a charm-jet at

the LHC at 13TeV in the forward region. We computed NNLO predictions at O(↵3
s) for
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Figure 7: E↵ect of MPI contributions on the Z rapidity distribution y
Z in the Z + c-jet

process (a), in the Z+ jet process (b) and in the ratio of the two (c). NLO+PS predictions

are obtained with Pythia8 (orange) or Herwig7 (purple) as parton showers. In the upper

panels predictions including (excluding) MPI contributions are depicted in darker (lighter)

colours. The lower panels show the ratios of curves with and without MPI e↵ects.

sensitivity to the quark mass is resummed.

B Multiple Particle Interactions

During the high-energy scattering of two protons, there is a probability for multiple hard-

interactions to occur (i.e. more than one).

For the LHCb kinematics defined at the beginning of Section 3.1, and also applying

the (IRC unsafe) definition of jet flavour as in [9], we observe a large contribution to

the production of a Z boson and a c-jet from MPI. In Fig. 7a we show the cross-section

for Z + c-jet production after fiducial cuts, which is plotted di↵erentially with respect to

the Z-rapidity y
Z. The predictions are provided at NLO+PS accuracy for Z + 1j events

generated with MadGraph5 aMC@NLO interfaced with Pythia8 and Herwig7, where the

role of MPI is subsequently modelled by the two di↵erent Monte Carlo generators. We show

the predictions obtained when including/excluding the MPI contributions, which lead to a
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Z in the Z + c-jet

process (a), in the Z+ jet process (b) and in the ratio of the two (c). NLO+PS predictions

are obtained with Pythia8 (orange) or Herwig7 (purple) as parton showers. In the upper

panels predictions including (excluding) MPI contributions are depicted in darker (lighter)

colours. The lower panels show the ratios of curves with and without MPI e↵ects.

sensitivity to the quark mass is resummed.
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During the high-energy scattering of two protons, there is a probability for multiple hard-

interactions to occur (i.e. more than one).

For the LHCb kinematics defined at the beginning of Section 3.1, and also applying

the (IRC unsafe) definition of jet flavour as in [9], we observe a large contribution to

the production of a Z boson and a c-jet from MPI. In Fig. 7a we show the cross-section

for Z + c-jet production after fiducial cuts, which is plotted di↵erentially with respect to

the Z-rapidity y
Z. The predictions are provided at NLO+PS accuracy for Z + 1j events

generated with MadGraph5 aMC@NLO interfaced with Pythia8 and Herwig7, where the

role of MPI is subsequently modelled by the two di↵erent Monte Carlo generators. We show

the predictions obtained when including/excluding the MPI contributions, which lead to a

– 17 –
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Drell-Yan data in CT18(Z) global analyses

ID Expt. Npt c2 c2/Npt SE
CT14HERA2 data

201 E605DY 119 103.4(102.4) 0.9(0.9) -1.0(-1.1)

203 E866 spd/(2spp) 15 16.1(17.9) 1.1(1.2) 0.3(0.6)

204 E866 Q3d2spp/(dQdxF ) 184 244(240) 1.3(1.3) 2.9(2.7)

225 CDF1Z A(e) 11 9.0(9.3) 0.8(0.8) -0.3(-0.2)

227 CDF2W A(e) 11 13.5(13.4) 1.2(1.2) 0.6(0.6)

234 D?2W A(µ) 9 9.1(9.0) 1.0(1.0) 0.2(0.1)

260 D?2Z y`` 28 16.9(18.7) 0.6(0.7) -1.7(-1.3)

261 CDF2Z y`` 29 48.7(61.1) 1.7(2.1) 2.2(3.3)

266 CMS7W A(µ) 11 7.9(12.2) 0.7(1.1) -0.6(0.4)

267 CSM7W A(e) 11 4.6(5.5) 0.4(0.5) -1.6(-1.3)

268 ATL7WZ(2012) 41 44.4(50.6) 1.1(1.2) 0.4(1.1)

281 D?2W A(e) 13 22.8(20.5) 1.8(1.6) 1.7(1.4)

New LHC data

245 LHCb7WZ(µ) 33 53.8(39.9) 1.6(1.2) 2.2(0.9)

246 LHCb8Z(e) 17 17.7(18.0) 1.0(1.1) 0.2(0.3)

248 ATL7WZ(2016) 34 287.3(88.7) 8.4(2.6) 13.7(4.8)

249 CMS8W A(µ) 11 11.4(12.1) 1.0(1.1) 0.2(0.4)

250 LHCb8WZ(µ) 34 73.7(59.4) 2.1(1.7) 3.7(2.6)

253 ATL8ZpT 27 30.2(28.3) 1.1(1.0) 0.5(0.3)

4 / 14
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FIG. 11: A comparison of 90% C.L. uncertainties on the ratios d̄(x,Q)/ū(x,Q) and
(s(x,Q) + s̄(x,Q)) /

�
ū(x,Q) + d̄(x,Q)

�
, for CT18 (solid blue), CT18Z (magenta long-dashed), and

CT14HERAII NNLO (gray short-dashed) ensembles at Q = 1.4 or 100 GeV.

• The ATLAS 7 TeV data on W and Z rapidity distributions (Exp. ID=248), included only in CT18A and Z, have
the largest influence on the PDFs, as discussed in App. A. The directions of their pulls are similar to LHCb.

• The LHC data on tt̄ double di↵erential cross sections also appears to favor a softer gluon at large x, but the pull
is not statistically significant, i.e., much weaker than that of the inclusive jet data with its much larger number
of data points.

These constraints are further explored in depth in Sec. VA using a combination of statistical techniques.

B. The global fits for ↵s and mc

Determination of the QCD coupling. Following the long-established practice [28], in the canonical PDF sets
such as CT18, the value of ↵s(MZ) is set to the world average of ↵s(MZ)=0.118 [27]; alternate PDFs are produced for
a range of fixed ↵s(MZ) above and below that central value (i.e., an “↵s series”) to evaluate the combined PDF+↵s

uncertainty. In Ref. [28], we show how to evaluate the combined PDF + ↵s uncertainty in the global fit. As shown,
variations in ↵s generally induce compensating adjustments in the preferred PDF parameters (correlation) to preserve
agreement with those experimental data sets that simultaneously constrain ↵s and the PDFs. At the same time, it
is possible to define an “↵s uncertainty” that quantifies all correlation e↵ects. As the global QCD data set grows in
size, more experiments introduce sensitivity to ↵s(MZ) either through radiative contributions to hard cross sections
or through scaling violations, especially over a broad range of physical scales, Q.

Perhaps the best way to examine the sensitivity of each experiment, and of the global ensemble of experiments, is
to examine the variations of their �2 as the value of ↵s(MZ) is varied. Such scans over ↵s(MZ) for CT18 NNLO and
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FIG. 7: A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII(gray short-dashed),
and CT18Z (magenta long-dashed) NNLO ensembles at Q = 100 GeV. The uncertainty bands are normalized to the

central CT18 NNLO PDFs.
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Multiple candidate fits to explore 
the impact of 8 and 13 TeV Drell-
Yan data using NNLO and 
resummed N3LL-NNLO cross 
sections

Drell-Yan processes

The correlation between data and PDFs

10-5 10-4 10-3 10-2 10-1 100
-1.0

-0.5

0.0

0.5

1.0

Large correlations to d -quark and sea
PDFs in the range 10�4 . x . 10�2.

LHCb forward data probe much
smaller x .

Z data are sensitive to strangeness
PDF.

7 / 14

The correlation between data and PDFs

10-5 10-4 10-3 10-2 10-1 100
-1.0

-0.5

0.0

0.5

1.0

Large correlations to d -quark and sea
PDFs in the range 10�4 . x . 10�2.

LHCb forward data probe much
smaller x .

Z data are sensitive to strangeness
PDF.

7 / 14



19

Impacts from ePump updating or individual fits

ID Experiment Npt
c2/Npt

Pre-fit† ePump† CT18 CT18A CT18As
215 ATL5WZ 27 1.15 0.96 1.07 0.74 0.71
211 ATL8W 22 5.23 3.32 2.78 3.03 2.79
214 ATL8Z3D 188 1.95 1.18 1.16 1.13 1.14
212 CMS13Z 12 9.24 2.93 2.75 1.89 2.02
216 LHCb8W (16)14 (3.48)1.52 (3.24)1.45 (2.81)1.33 (1.89)1.45 (3.00)1.52

LHCb13Zll 18 0.89 0.88 0.99 0.92 –
213 LHCb 13Z (18)16 (2.39)1.27 (2.33)1.17 (2.55)1.12 (2.49)1.12 (2.28)0.87
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ATL8Z3D and CMS13Z enhance strangeness.

ATL8W pull d(d̄) to the opposite direction from ATLAS

7 TeV W ,Z around x ⇠ 10�3
.

A big c2
for ATL8W and CMS13Z, reflecting tensions.

More flexible parameterizations in CT18As can relax

this tension. 8 / 14
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Conclusion

CTEQ-TEA presentations at DIS’2023

Toward a new generation of CT202X PDFs

1.Impact of Drell-Yan data on post-CT18 global fits Keping Xie WG3

2. Constraints from ݐ ҧݐ production at  LHC 13 TeV Marco Guzzi WG1

3. Epistemic uncertainty quantification in PDF fits                                  P. Nadolsky            WG1

4. CT18 NNLO fitted charm PDFs [arXiv:2211.01387] Tim Hobbs            WG1

5. Prospects for using lattice-QCD constraints in the global PDF analysis    T.-J. Hou         Plenary

6. CTEQ-TEA NNLO predictions for high-energy neutrino cross sections Dan  Stump      WG3

7. Simultaneous CTEQ-TEA extraction of PDFs and SMEFT contributions Tim Hobbs      WG3

8. Small-x dynamics in CTEQ-TEA fits and Forward Physics Facility Keping Xie WG2

2023-03-27 P. Nadolsky, DIS 2023 workshop 22

Thank you for your attention!
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Monte-Carlo sampling of PDF parametrizations

68%CL

Nominal NN4.0 Hessian or MC 68%cl

Region containing good solutions 
according to the NNPDF3.0 ݐ଴ form of ߯ଶ
(used to train NN4.0 replicas)

Regions containing (very) good 
solutions according
to the experimental form of ߯ଶ (is 
used in ߯ଶ summary tables of the 
NN4.0 article, is used in the NN4.0 
public code when not doing the fits)  

These regions are approximate, at 
least as large as shown
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Simultaneous fits

ID Experiment Npt
c2/Npt

CT18 CT18A CT18As ATLASpdf21 MSHT20 NNPDF4.0
215 ATL5WZ 27 0.89 0.70 0.70 – – –
211 ATL8W 22 2.75 2.94 2.79 1.41 2.61 [3.50]
214 ATL8Z3D 188 1.14 1.13 1.17 1.13(184) 1.45(59) 1.22(60)
212 CMS13Z 12 2.45 2.02 1.73 – – –
216 LHCb8W 14 1.41 2.02 1.73 – – –
213 LHCb13Z 16 1.24 0.98 0.82 – – –
248 ATL7WZ 34 2.59 2.51 2.31 1.24(55) 1.91(61) 1.67(61)
Total 3994/3953/3959 points 1.20 1.20 1.19 – – –

The global fitted results can be deduced from the individual fits.

The tension between the ATL8W and ATL7WZ can be relaxed (but not
completely resolved) with a more flexible strangeness parameterization.

With CT18As, the impact on strangeness is minimal, but on d(d̄) remains
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