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Outline of lectures

@ Trigger in HEP (l): the view from Physics
® Trigger in HEP (ll): the view from Instrumentation

e Trigger in HEP (lll): the view into the Future

Decided to take a very different approach to the lectures:
cover much less, explain more, with only a few selected topics,
bias towards collider experiments

FEE/Trigger/DAQ go hand-in-hand.
Have to drop a lot interesting topics in my lectures, but Patrick Le Du will
cover all the rest. Please see his talks/slides to get a more complete view.
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Lecture 1l

e Trigger in HEP ll: the view from instrumentation
w A reminder on what we learned in Lecture |
w Concept of triggering on interesting events
w Then take a closer look at tracking trigger the rest of lecture

w Case study: L1 tracking trigger
- Babar L1 Drift Chamber Track Trigger (Zeus track trigger)
- CDF L1 Drift Chamber Track Trigger (DO fiber track trigger)
w Case study: Silicon Track Trigger
- CDF L2 Silicon Vertex Trigger (SVT)
- ATLAS Fast Track Trigger (FTK)

w Comments on tracking trigger in the future (next lecture)
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Challenges at different cases
- simplified view

ete- —» ® ., KK

KLOE/DAONE
ete- — W _ . D I; No pile up, but
BES/BEPC beam related

background
ete- —» Y4S)—,. BB

CLEO/CESR, BaBar/PEP-Il, Belle/KEK-B

ete- —» Z
SLD/SLC, (Aleph,Delphi,Opal,L3)/LEP

ep (H1, ZEUS, HERMES, HERA-B) /HERA

pp-bar  (CDF,D0)/Tevatron Pile up at high lumi
PP (AtlaS, CMS, ALICE, LHCb)/LHC £ Fermilab



Multi-Level Trigger Systems

Detector+FE Electronics

@ Can’t achieve necessary rejection in
a single triggering stage
® Reject in steps with successively
more complete information
LO — very fast & simple
(often not needed)
L1 — fast (~few us) with limited
information, hardware

L2 — moderately fast (~10s of us),
hardware and sometimes
software (sometimes not needed)

L3 — Commercial processor(s)

Q

Digitize
Readout

Partial Readout

< < g\/ <
é P
Reset, Clear

Full Readout

Monitoring ]

(=3

[Mass Storage]
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Luminosity and bandwidth

® Not only the luminosity has to be increased, but also the bandwidth ...
® from collision point all the way to Physics Review Letters editor’s office
® Increase the Trigger/DAQ bandwidth:

improve latency and purity, and system flexibility, with final
physics goals in mind (systematic control etc)

For each beam crossing, you only trigger once

Detector T?IS ggf / Offline Analysis /
DAQ . Computing . Meetings

~10-7 ~106 ~107

107 sec 106~10"3 sec 10° sec 107 sec
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LHC Collisions

Proton-Proton 2835 bunch/beam
Protons/bunch 10"
Beam energy 7 TeV (7x10"2 eV)

Luminosity 10%* cm? s
a°“;. a°“ i ®
Bunch }tf. s ‘:“f ,::: Crossing rate 40 MHz
Proton every bunch crossing
~ 25 collisions
Z.?:trfr;won) ~2000 particles produced
Particle
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Collider Detector Schematic

Muon detectors
Hadron calorimeter

Electromagnetic
Calorimeter

Solenoid

Tracking Chamber:

Silicon
Detector
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Interaction of Particles
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How to trigger on this event?

Muon detectors
Hadron calorimeter

Electromagnetic
Calorimeter

Solenoid

Tracking Chamber:

Silicon
Detector
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How to trigger on this event?

Muon detectors
Hadron calorimeter

Electromagnetic
Calorimeter

Solenoid

Tracking Chamber:

Silicon
Detector
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ATLAS and CMS Strategy

Level-1 : only calorimeters & muons ....

Compare to Central tracking at L = 10
(50 ns integration, =1000 tracks)

R LR v L L TR
..................
e T P T 1 1% 9 L

A|gorlthm CompleXIty ‘“ ol
+ )

huge amount of data

Pattern recognition much easier on calo & muon: &, =753
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The approach works well at low luminosity 3 Fermilab



Collisions (p-p) at LHC

6 LHC Vs=14TeV L=10cm’s’ Event Rate ev/year

bam 10 Operating conditions:
o Event rate #p|GHz {10 ** RIS good event (e.gk
inelastic i - . |
mb SRR 10 ™

MHz 410 "

1

kHz

Hz

o

Reconstructed tracks with pt > 25 GeV

_. mHz

» Zpdy scalar 1Q Z;72A

ns
50 100 200 500 1000 2000 10-°

jet Er or particle mass (GeV) —

) S. Cittolin CERN/EP-CMD LECC Workshop 2002 3F Fermian



The importance of individual tracks

® Many/most new physics scenarios produce final states containing
heavy elementary particles (b quarks & tleptons).

w must be separated from an enormous background of light quarks
and gluons produced through the strong nuclear force

- b-jets: displaced vertices from B meson with picosecond
lifetime

- 1-jets: 1 or 3 tracks in a narrow cone with a surrounding
isolation region due to the decay of a relatively low mass object.

@ Even for the traditional workhorse trigger, an isolated high energy
electron or muon, tracking is essential at very high accelerator
intensity: The usual isolation (calorimeter) deteriorates badly in its
efficiency because it integrates over the 25-75 pp collisions per beam
crossing. Reconstructed tracks each point back to the beam.

Isolation only using those close to the muon or electron at the beamline
largely removes the effect of the “pile-up”.
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_ITracking

W->pv candidate in 7 TeV collisions/
Run Number: 152221, Event Number: 383185 /
Date: 2010-04-01 00:31:22 CEST &
PT(u+) = 29 GeV, n = 0.66

ETmis = 24 GeV

http://atlas.ch MT = 53Gev
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Case Studies:
- Let’s learn a bit more about track
trigger with examples

e Case Studies: track trigger
s Babar L1 Drift Chamber Track Trigger
w A few words on DO fiber tracker trigger
w CDF L2 Silicon Vertex Trigger
w Atlas L2 Fast Track Trigger
w Challenges in track trigger (next lecture)
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Low Energy Ring
BABAR Detector

DIRC PID
p/K/m

Drift Chamber
tracking, dE/dx

The BaBar Detector

Silicon Vertex
Tracker:
tracking, Az

3.1 GeV e+

1.5T Solenoid

Electromagnetic Calorimeter:

for n% y’s, e ID
Instrumented Flux Return

u, neutral hadron ID & Fermilab
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Detector requirements

Vertex detection: Technol ogy-
o(Az) ~ 1/2 average(Az) ~ 125 um D_O_Uble sided
single vertex c <80 um  Silicon
Low Pt (<~ 100 MeV) Tracking (SVT): D*-->Dm... micro-strip
Main Tracking: Small-cell
o(pt) ~0.3% Pt (P >1 GeV), up to 4 GeV cy!indrical
o(dE/dx) ~ 7% for PID at low P drift chamber
: o — o
EM Calorimeter: high resolution ~ O(71%) Csl (TI) +
Detect y down to ~ 20 MeV : 0 asymmetric decays  Silicon pin
electron ID: 0.5 GeV - 9 GeV (kinematics limit) diode readout
Muon & neutral hadron detector:
RPC + Fe
u ld down to ~ 0.6 GeV, KL (flight-direction) catcher from B ->J/¥ KL
PID DIRC

K/n separation: up to 2 GeV for tagging
up to 4 GeV for B rare decay (B --> i vs Kir...)

Z& Fermilab



BABAR Trigger System (L1 + L3)

Design challenges mmmm)> Data taking environment at PEP-II:
Beam crossings occur at 238 Mhz

Design goal: Have severe beam background
l Event time must be determined by trigger
High eff for ALL physics events
Keep L1 rate below 2 kHz Level 1 Trigger Implementation
Trigger latency < 12 us -
g9 y Iz | , IFR Trigger| 1 Global L1
s yd - .
alorimeter EMC-EMT path ,, trigger
From _ | Trigger P ~ = (GLT)
Calormeter | Processor 1 Module
(TPB) _
10 Modules Binary
24, Track
L1: hardware-based ”"| Linker(BLT)
I 1 Module
| 8l
L3: software-based - Track DCH-DCT path
Erom - Track [
Drift Segment |
Endgpte  [Finder(TSF) 1 Pt
&+ Mclales “—"Discriminator

19 (PTD)
2 Modules




The Drift Chamber (DCH )

_ _ 10 superlayers of 4 layers each s
7104 signal wires  pyial and stereo alternate

Cell size: Field: 1.5 T

1.2x 1.8 ¢l
Design goal.

Helium-isobutane:
80%:20%

Average hit resolution: 140 um

o (dE/dx) ~ 7 %
R: 23.6 to 80.9 o(pt) / pt ~ 0.3 % for pt > 1 GeV

cm
20 Material (X0) at 90 0. 2.08% X0 total

rmilab



Drift Chamb
/

Drift chamber endcap

er Readout:

preamp =

+ shaper ‘ Mﬂmm.:lTBC/FADC
+ disc. II# ‘ +

trigger output

ELEctronics For Amplitude ‘N Timing
0.25M gates, fabricated in 0.8 um CMOS process

— | DCH cable plant: 4 fibers + HV cables

first complete timing and amplitude system
for drift chambers on a chip

allows complete DCH readout system
to be mounted on the DCH endcap

eliminating >280 off-detector VME cards

21
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BaBar Drift Chamber

® Optimized for high-rate and low-mass

22

w helium-based gas mixture (80% He, 20% isobutane)
% gas + wires only gives 0.3% X, at 90

s small cells (short drift times) allow use in trigger

w also used for dE/dx measurement

Cell size:
1.2cmx 1.8 cm




E-field, Drift-Time Relation

A charged particle enters gas in E-field, e Signal induced via motion of charges.
lonizes gas, produces e-ion pairs e Measure “drift time”, Aty (first arrival
% ~300 um / pair time) of electrons at sense wire relative to
« lonization E ~30 eV / pair atime t,

Primary ionization electrons drift toward
anode (sense) wire (low E field region)
Avalanche multiplication of charges by

electron-atom collision in high E field
region - within a few radii of the wire.

A athode - ion pairs
as , drift time
g Q l
! ® >
EA anode (sense) V t

B

23 r avalanche Tt 53 £ Fermilab
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The Drift Chamber (DCH )

24 £% Fermilab



Track Segment Finder Concept
* The search for track segments is organized in terms of pivot cells

* Each pivot cell and seven neighboring cells constitute a pivot group

One Pivot Group

* Why only 8 cells in one pivot group ?

for a track from IP passing through the pivot cell,

the only cells which can be possibly hit by this frack

are these 8 cells One-Shot Segment Finder

tracks from IP

25 2% Fermilab



Track Segment Finder Concept

use drift time information to better determine track position and event time

One - shot versus Counter - Based

Event time jitter window:
(99% C.L.)
180ns @L 1

k\\}\h{\\

Position Resolution:
0.05 cell width

—= 1 mm

Look-Up-Table address position and fime

26 2% Fermilab



Track Segment Finder Concept

)—use drift time information to better determine track position and event time

* Cell hits development in time)— Counter - Based Segment Finder

O O ® o o O Q
© o) 0 ® o o)
0 O - 0 0 o 0
o 0O ) o O O O
t=2 t=3 t=4 t=S

t=0 t=1
=269 ns ﬁ

00 00 @O
o o od o
D SETD B ) GRS

Look-Up-Table address <-----> track posifion and fime
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Track Segment Finder: continuously live image processor

time Fult Chamber Image

TSF Algorithm:

(1) Find track segments with sub-us —= BLT

time resolution;

(2) Find segment position with sub-cell

space resolution;

4__‘ F Use Drift Time

- 269 ns 24 TSFs

-~

24 Gb/s data from Drift Chamber —Jme=— viez 24 fiber optic Gigalinks
10 four-layer superlayers: 7104 cells, max. drift time: 600 ns

28 2% Fermilab



Drift Chamber Trigger ( DCT )

The heart of DCT is the Track Segment Finder
TSF mm)continuously live image processor ‘

The method: using both occupancy
and drift-time information, to find track
segments continuously with:

time resolution of ~ 100 ns,

spatial resolution ~ 1 mm

=
i

!

a1

(| e \-\ \ Wi

Look-Up-Table address position and time

Track Segment Finder

aF roiinmnav




Drift Chamber Trigger ( DCT )

The heart of DCT is the Track Segment Finder
TSF mm)continuously live image processor ‘

A novel method: using both occupancy
and drift-time information, to find track
segments continuously with:
time resolution of ~ 100 ns,

event-time jitter window ~ 100 ns

spatial resolution ~ 1 mm
used for track Pt Discrimination

’.’

\wa

(1) send segment patterns downstream for
L1 trigger decision making

= "‘:'

\ Wi
wh

|
6
\

\ —

Upon a L1 accept:

(2) send segment patterns to the DAQ
system for use in Level 3 ...

T

Track Segment Finder

30 _AE reiinmav



Drift Chamber L1 Drift Chamber Trigger Hardware (LBNL)

Binary Track Linker (BLT x1)

EvB E S5 ®y EY W

Track
. segments
Trigger data finding

24 Gbits/

LT

ELE s {a‘\cks

Global

Coarse data L BE .
for all ' == Trigger
supercell Y R e
hits ol 0|t

 /High Pt
I tracks

s IS 7 B s %a
Y oo 000;" o

—
b4

>

Fine position FAYCIENES ’R'aﬂ;t--‘

data for e s =
: AEETROT a—

segments R e e e

found for B | G

axial SLs

b Lk kT B

B

11 |

- gce g2 3.y ¢ 1,
" e eoeol;ee;

1 ‘1 \

a

Track Segment Finder (TSFx24) PT Di scii (PTHRBYF®



Drift Chamber

Upon a L1 Accept ...

. Using segments found by TSFs as
Level 3 Filter seeds, fast algorithm applied to DCH
data to further reject background...
reduce the rate from 2 kHz to 100 hz.

H 2E L30utDch
Trigger data SAzZM L30utEme on
24 Gbits/: Track & La0utCommic ot
' segments 3MEM+& 1B L30utL10pes on

4M L30utBunch off
D2&1E L30ut2E on
1Y&1B 1] L20ut1Y off
3B&B+&1G & :

M &M+
3B&B+&24
3M

LT

| found

iy Lo

i

1 ]

'i‘ TR

a2 9§ g8 8 $ya ¥a
Y oo, 000;" o] O

b4

\‘ ik

. \ e

n—

i)

B
[ Jo e N B Yo e J s B J s s e ol Sl e B Sl S e B Sl Sl Sl Sl Sl
=
»*
b
—
<

‘.‘ ‘ \‘\\\1 \‘-‘ \ W \

s

f \wd

e g BX 3oy 4 1,
" e eoeoi;ee;

| me

\\
\

L

\

-
Ty "‘

Track Segment Finder (x24) L3 Event Di splay



Interaction Region and High Background Beam Crossing @ 238 MHz

— L Head-on collision
arz | |

-20cm2°_----|----|

Need to separate the beam

—_
o
T T

|

o
T

fry
o
T T T T

centimeter

X
(

-200m'2‘1} - I—Iz - 0 1
-3m z (meters) +3m

beams passing through bending magnets
generate a “fan” of X-rays in bending plane

Bremsstrahlung & Coulomb interactio

produce energetic e, y along beam line v
—3
3I3'Ilgh Luminosity q High Background ergas — o e

Z& Fermilab



Lost particle interact
with beampipe flange

» real collision

Track z/ distribution
for L1 passthrough
events

34

DCH Reco track Z0
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Original PTD algorithm is very simple:
>Works very well at design luminosity One easy way to Improve PTD

—->Needs improvement at much higher luminosity
~—A10 seed

—— Pt threshold (800MeV) 800MeV

850MeV
SL 900MeV
Looking for SL 1GeV
hits within
SL SL
SL1 SL
IP
IP
4 hits on one track with o~1mm, Tracks (above threshold) coming from IP
should be able to tell whether the should leave all the hits in one of the slices
track is from IP Tracks not coming from IP will likely

leave hits in different slices.
Would be even better to use stereo layer info to determing®Zemis®



24 Gbits/

aase :?_:_-u; . -'- AT Sy [ s o] - 'superlayel’s

—

a2 9§ g8 8 $ya ¥a
q; o000, 000;" o

e g BX 3oy 4 1,
" e eoeoi;ee;

B

Drift Chamber

f

ah

Upon a L1 Accept ...

. Using segments found by TSFs as
Level 3 Filter seeds, fast algorithm applied to DCH
data to further reject background...
reduce the rate from 2 kHz to 100 hz.

2E L30utDch on
3A&ZM L30utEmec on
EM+ L30utCosmic off
G L30utDiag on
SME&M+&1 L30utL10pen on
4M L3QutBunch off
D2&1E L30ut2E on
1Y&1B L30ut1Y off
3B&B+&1G 2

3M&M»
3B&B+&24
3M

1Y

D2«+
M#&D2
M«

Fine position
info for
segments
found for all

®
T

(=]l Y e P Yo P Yo o B T S e o F e e e e e e e e e e e e
=
bk
—
<

11 |

L3 ﬁ%ﬁfg&}.?)'ﬁ)n
=8I].S Delay: ims

original TSF provides fine position info
for all SuperLayers to L3, only axial SLs

Track Segment Finder (x24) info passed to PTD. s# rermnab
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Drift Chamber

DCT was upgraded later

Use TSF fine position info from all
Level 3 superLayers for L1 to determine z

EvE  EVE AT ET OEY

e < X, All track
Trigger data segments
24 Gbits/ found

i “'_,_:, : :.'.:’.:"':Z-::. e [ : ' Supe rce"

GLT

3 vofigd e Ry ia 3 %
Y o0, 000; ) 24 g 3
g R AT E

_.
7
. e

gce g2 3.y ¢ 1,
oo 9i; o0;

' both r-phi
| and z

b T Vanf Gy Vo o3 885

J/ e e ® @ ¢
v

a& rermunab



Rejecting Beam-Gas at Zeus and H1

Primary task is rejecting Beam- Zeus Track Z0 Finding
Gas background: L] ,

e® Timing of TOF hits (H1)
rejects out of time events L

® Track processors reject
events with large impact
parameter in r-¢ and r-z
planes to remove beam-wall
and beam-gas backgrounds

|DEEEE

NN

ST
LY
TR LS

on I AR AR U S

: L /O U N N O B |
EE)( rr]FJI - f F) LT T LTI T T T T 1 T ﬂ T 1
. a e LOO k O r atte rn S I Fig. 2. The formation of the z / te in the segment finding processor for (a) a track from the vertex region and (b) a track from
r/Z aC rOSS I aye rS " outside the vertex region.

GP Heath etal, NIMA 315(1992) 431.

w Good tracks constant r/z

w Tracks not from interaction
region will have wrong
pattern

ep collider case

38 £& Fermilab



{\ — |L1 trigger |

~2kHz ~24Gbits/s
A \ U «m‘ ~

ROM
commands

—
data~2.35

Gbyltes/s

| Detector Control

A

BaBar

Configuration

i Conditions ‘ Offline Analysis ‘

Online calib. | \l Rolling calib. | 50-100TB/year

Data
fil
~3.2Mbytes/s

Event store
— ~100Hz
Online Event

DB
Reco farm |
Processing farm(L3)

a8 Fast monitoring | Detailed. mon.




raw processed digital

analo digital event
signals signals data
Event Bld
BABAR FrontEnd VME Dataflow v Intermediate
. E— — .3 Trigger
detector Electronics Crates o Event Store
Monitoring
trigger L1 Accept, clocks
data and trigger data
L1 Trigger 24, Fast Control
Processor trigger and Timing
lines

Figure 5. Schematic diagram of the data acquisition.

40
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et ., Y(4S) Hadron collider

Run 62917 Evt 244046 peiphi.psia S5f 290CTS9 0:15:01 13-Oct-97
———{Et (METS)= 5.9 Gev

X Phi = 321.7 Zﬁg/-
“. | Sum Et = 102.9 @&V [~
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i ¥ 'I.‘""' IR
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The CDF detector

P
——
o —r
i
=

Mostly e
inherited Central Calor.

from Runl | g enoid

Plug Calor. ‘ Muon

New for Time-of-Flight
Run Il

Silicon Microstrip
Drift Chamber Tracker
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The CDF Tracker

Transverse view Longitudinal view

1/6th East Endplate(s)
Units: centimeters [inches]

m 4
R TIME OF FLIGHT
20 N=1.0 Wioeon " 0
] Bfield=1.4T ‘ cAL 30
h SOLENOID | | _
- b
- g :
= -~ 3 1’]:2.0
e} =
: 3 :
_ = £
_ § g nN=3.0
. i - 0
et N \\\\1\\\,\ K X .' 3
}>\‘ — 05 LA\ L L L L L B B
il 1.0 2.0 3.0 m

LAYER 00 SVXIl  INTERMEDIATE SILICON LAYERS
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CDEF/DO0 Pipelined Trigger/DAQ

[ Dataflow of CDF "Deadtimeless" J

Trigger and DAQ

L1 Storage

Plpeline:
42 Clock
Cycles Doop

L2 Buffers:
4 Evonis

DAQ Buffers

7.6 MHz Crossing rate
132 ns clock cycle

L1
Trigger

! L1 Accapt

L2
Trigger

Levell:

7.8 MHz Synchronous pipeline
5544ns latency

<50 kHz Accept rate

Level 2:

Asynchronous 2 stage pipeline
~20y8 latency

300 Hz Accept Rate

N

N

\
\

\“

N

@ Beam x-ing always multiple of 132ns
(either 132 or 396)

e Pipelined DAQ+Trigger:

Every front-end system stores data for
at least 42 clock cycles during L1
decision

All L1 trigger processing in parallel
pipelined operation

L1 decision is made every 132 nsec

On L1 accept, data is moved from L1
Pipeline and stored in L2 buffers

On L1 reject data is dropped off end of
pipeline

On L2 accept data is read into VME
Readout Buffer (VRB) modules

awaiting readout via switch to L3

£& Fermilab



CDF Runll Triegger/DAQO
Designed for 132 ns bunch spacing

CDF Detector Components

Tevatron runs at 396 ns CAL COT MUON SVX  CES
7.6 MHz Crossing Rate
(132 ns Clock Cycle) XFT  Muon XCES
Prim.
1.7 MHz BX

£ XTRP

©

o

'] 3
L1 Storage S L1 L1 L1
Pipeline: s cal track  muon
42 Clock | " o
Cycles Deep —
Global
Level-1
L1 Accept
J SVT
L2 Buffers: —
4 Events
L2 Accept TSI/CLK
VRBs
| - ~ 100Hz
DAQ Buffers /
Event Builder Event mass
Level 3 storage

Dead-time occurs when all L2 buffers are full ~ builder



CDF Tracking Trigger in Run II

A

47

deﬁmm-elementg
CAL COT MUON SVX CES
XFT MUON XCES
PRIM.
\
XTRP T
L1 L1 L1
CAL TRACK MUON
GLOBAL >
L1 h
K ZE— SVT
L2 |
CAL
y v v
GLOBAL N
LEVEL?2 |« > TSI/CLK
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CDF Central Quter Tracker
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- Small drift cells, ~ 2 cm wide, a factor
of 4 smaller than in the Run | tracker

+ Fast gas, drift times short ~130 ns

COT cell has 12 sense wires oriented
in a plane, at ~ 35° with respect to
radial direction for Lorentz drift

A group of such cells at given radius
forms a superlayer (SL)

8 alternating superlayers of 4 stereo

(~3°) and 4 axial wire planes
3F Fermilab
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CDF COT

narrow drift cells

insure short
collection times:

trigger input




CDF L1 Track trigger: XFT

« XFT uses COT hits from four axial SLs to reconstruct tracks

- Track finding is done in stages:
(1) Digitize raw COT hits
(2) Form track segments from the digitized hits
(3) Link segments into track

A >
: To XTRP
£
=
& 24
| XFT Linker
Z
. 3
......................... Sorates
Lv1 tracking =
24 crates trigger cable a :
(220 ft) g 48 :
= XFT Finder :
From COT = : :
rom = :
168 TDC g = l
Q :
> |[[{| from coT [} = 2 :
axial layers 8 3 crates :
gi
= H
IR { .......................................................................... : .
mezzanine card: i # Fermilab



XFT Hit Digitization and Segment Finding

- Each raw COT hit is classified as either prompt or delay hits
which provide crude (two bin) timing information on the hits
(now the bunch crossing time is known)
« The hits are used to find segment in a given SL.

ol A - When a segment is found,
" R reports the position of the

I : LT " | FINDER Segment

L T - For the outer two layers,
3 ' also reports the slope

(low pT+, low pT-, high pT)

O “Prompt” hit
1 Y "Delayed” hit

1
134

_2 —
T SR S AN TN TR T N T B 1.1 TR N NN TN N TN (NN TN T T N N N
5, 120 122 124 126 128 120 132
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- compares the pixels in all four layers to a list of

Track Linking

valid pixel patterns (or “roads”) to find tracks.

- Avalid track is required to match pixels locations as well as the
slope of the segments at the outer two SLs.

Pixels must
match

52

20

15

10

-15

pa v v Py b v Py P Py

1 1 1 1
60 70 20 90 100 110 120

Slopes must
match
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The DD Central Fiber Tracker

Zoom in to run 143769, event # 2777821

Eils Minduis Erlp
DO: Run 113769, Evant 2777021
ilz - chls Clips anirs % enporis Misc Zvz-ks

“Scintillating
Fibers |

<Up to Iy =1.7
200m<R<51 f

L1 Fiber tracker Tracklng trigger done usmg track equations



CDF Tracking Trigger in Run II

detector elements

CAL COT MUON SVX CES
XFT MUON XCES
PRIM.
A
XTRP T
L1 L1 L1
CAL TRACK MUON
GLOBAL | _
L1 -
SVT
L2 |
CAL
Y v v
GLOBAL N
i P »| TSI/CLK

54
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SVT: Input & Output

5 SVX coordinates

sl COT track ( 2 parameters)
L4

95

impact parameter
(transverse projection)

Online tracking with offline quality

Inputs:
— L1 tracks from XFT

((I), pT)
- digitized pulse
heights from SVX I

Functionalities:

— hit cluster finding
— pattern recognition
— track fitting

Outputs:
— reconstructed tracks
(d! ¢! pT)

£ Fermilab



bb cross section comparison

o(bb)
Tevatron ( pp) ~ 50 ub
LEP(e+e- -> Z->bb) ~ 6nb

e+e- ->Y(4S) -> BB ~ 1nb

56

bb/All

~0.002
~0.001

~0.22

~0.25

£& Fermilab
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Impact para from b/c decays:
~ 100 um independent from Pt
Typical offline d resolution
From silicon: 10-50 um

Trigger: gnline resolution~40um
Fast enough

Secondary vertex

Primary vertex

Decay path (L)

Impact parameter (d)

Figure 1

When a long-lived particle decays after traveling some distance, the trajectories of the decay products do not
point back to the collision point. The distance of closest approach of the extrapolated trajectory to the
collision point is known as the impact parameter.

2= Fermilab



SVT: Silicon Vertex Tracker

a4 COT track ( 2 parameters)

v
g

>SYXCOONASS | | o COT tracks from Level 1 XFT (¢),Pt)
| o(a/P1)=1.7%/GeV, o(¢p)=5mrad

* Digitized pulse height in SVXII strips

g

I(.,;Tgfgﬁsgagﬁg;‘:gﬁgml 1. Pattern recogniton:

Search “candidate” tracks (ROADS)
SVX II geometry : @ low resolution

e 12 -slices (30°each) “wedges” 2 Track ﬁtting'

* 6 modules in z (“semi-barrels”) Full resolution 2-D track fit

. . o(q/P1)=1.0%/GeV, o(¢)=1.5mrad ,
:> Reflected in SVT architecture  o(d)=35um

58 2% Fermilab



5 double sided layers
— bSaxial + 3 x90°, 2 x 1.2°

Very compact

Tight alignment
tolerances
— For the trigger

Note “wedge” t Very symmetric
ote "wedge” symmetr . 12foldi
" 8/20/11 96 SYMMEW - [oeb,

£& Fermilab
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Figure 2

An ideal detector with five sensitive layers, each of which is divided into a number of segments. A charged
track crossing the five layers fires one and only one segment per layer, producing a pattern of hits. If we let
the track parameters span a certain volume of the phase space, a corresponding finite set of distinct patterns
is generated.

£ Fermilab
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> L *—o
L 4 *-9 * ®*—
A d * & *—&
———@ & *
—e - > > *—

Figure 3

A typical pattern-recognition problem, consisting of noise hits superimposed on a track. The problem is to
implement an algorithm that can tell the difference between the two cases shown in panels  and &, namely
that in panel # we can find a combination of hits, one per detector layer, that can be produced by a single
track, whereas in panel # no such combination exists.

£ Fermilab



CDF Silicon Vertex Trigger (SVT) for Runll
Pattern Matching using Associative memory
(M.Dell’ Orso and L. Ristori: initial idea in 1985)

= E

The Pattern Bank

! !

H_r(“\,/RoadSﬁ
| N I N D NN (N N N NN N N N NN NN | I | I! | 1 | 0
Finds low resolution track r—l—l—*\u\n\- [T T FPT T T T T -/y \nn [T T 111

candidates first (roads)

CELC 1 TS I N N N I ST 1T 1 11
Then perform track fitting ﬂ v AN

downstreamni
62 4% Fermilab



Tracking in 2 steps

® Pattern recognition and track fitting done separately and pipelined

1. Find low resolution
track candidates
called "roads"”.
Solve most of the
pattern recognition

2. Then fit tracks
inside roads.
Thanks to 15t step
it is much easier

63

LT T VeTN T T T T 1T IRIOIGI(IjSI | AN I: O/NL T T T To T T 1 II\
CIT T INPTN T T T T PT T T T 1T 171 :I!VXT\E\I\I [ T T T T 11
CIT T T INPINT T T T T 1T 17 T 11 I/I/.I /l/l I\I\F\I\I I T T T T1
[ TeT T I}\\ I T T T T T T 1 II{V(I | IV'I\\I I T T T 1
X D N
\
Super Bin (SB)
[ \l y I\
[ LY . \! ]
[ \! ] \R ]
)\ N\
[ !\ )] l\ I/
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Track Fitting

To complete the tracking in 10 us, must do a fit at a rate of 1 per ns!
It is not possible to do a fit of hits to a helical path in 1 ns.

However if a small region of the detector is considered, a linear
approximation gives near ideal precision within the required
execution time.

14
p; = a;%;+b,
Jj=1

v p;s are the helix parameters and > components.

v X;'s are the hit coordinates in the detector layers.

v a; & b; are prestored constants.

¢ This is VERY fast in FPGAs (multiply & accumulate)
v 1 ns/fit is achievable (many DSPs within the FPGA)

£ Fermilab
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RAM vs CAM tom wiki

With random access memory or RAM, the user supplies a
memory address and the RAM returns the data word stored at
that address

CAM is designed such that the user supplies a data word and
the CAM searches its entire memory to see if that data word is
stored anywhere in it. In other words, it is accessed by virtue
of its contents, not its location.

w If the data word is found, the CAM returns a list of one or more storage
addresses where the word was found

w In some architectures, it also returns the data word, or other associated
pieces of data

In essence, CAM == “Inverse RAM”

2% Fermilab



RAM vs CAM

e Why CAM is useful? It is designed to search its entire memory
In a single operation, much faster than RAM
w HEP application example: CDF SVT (Silicon Vertex Trigger)

® However, no pain no gain:

w each individual CAM memory bit must have its own associated
comparison circuit to detect a match

w match outputs from each cell must be combined to yield a complete
data word match signal.

w The extra circuitry also increases power dissipation since every
comparison circuit is active on every clock cycle

w Consequently, CAM/AM is only used in specialized applications where
searching speed cannot be accomplished using a less costly method.
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CAM =5RAM + comparator

e Each memory bitin a CAM must have its own comparison circuit to detect match
e SRAM cell (bottom left) as basic storage cell for CAM (Binary CAM bottom right)

% The comparison circuitry attached to the storage cell performs a comparison
between the data on the search lines (sl and sl-bar) and the data in the cell

w The matchline (ML) was pre-charged high first
% A mismatch in a CAM cell creates a path to ground for the matchline (ML)

A multi-bit CAM word is a row of adjacent cells with their MLs connected...

wi m/l
- -

t 4
N b. ,_(1 T sl ’ 4 d o/

q—\{ T Y =Nl
'_ ’_{ ‘_i storage cell }_0

~—SRAM storage c&l—=" =  CAMcell =




CAM/AM

search lines matchlines
N /f
mismatch 1 1 1 1 D_ 00
¢l e 104 o4l 4 XN I9 14X |4
match
maich rf——'—rT——J—D— 01 - address
Elmmall
2
=4
match D
mismatch 1 y
1= =00 04 +HI1FH 1+ \

matchline

search line drivers sense amps

T

68 searchdata=01101




Back to the basics of Associative Memory

ONE wmrer 1 Layer2 Layer3 Layer4
' I
E [CZ” O word *? word *T word *T word ’?
'_
Cell 1 — FF — FF — FF — FF
1S 1 N
Cell 2 | FF —| FF | FF —IFF S
i ¢ ¢ P lw
7
Cell 3 = FF —=|FF —-{ FF —- FF
1 S
A A A A
HIT HIT HIT HIT
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How CAM works

e A CAM (Content Addressable Memory) is a classical
digital system building block

/\

>Fattern 7<

Vv

*One pattern at a time
*Each CAM cell responds or does not respond to the current pattern
70 *There is no memory of previous matches

£% Fermilab



How PRAM works

e A PRAM on the other hand is a Pattern Recognition

Associative Memory (PRAM). lmx

/\

Layer1
ss

5 SLIELE
ayer2 SH SR £
Address >

i

}
w
Match
Match
M
Match| |M
M

Layer 4
Address

71 £ Fermilab
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Very Large Scale Integration
the revolution

Carver Mead & Lynn Conway
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M DelOrso, L Rissory / VEST strwctares for track finding
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October 24, 1988 = {z)
VLSI STRUCTURES FOR TRACK FINDING —D
- i .
Mauro DELL'ORSO ) | :
Diporniesenso & Fisica, Universié & Ping, Piczss Tarricellh 2. S6100 Pisa, Iasly ¢ D .
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Luciano RISTORI | !
INEN Sesione & Pua, Vis Vecchia Livormese S804 56000 5. Pare & Grado (P1). Traly i D
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We dicuss the architectare of @ devioe hased om the concnpe of

memory Scugned 50 wive the track findmg probless,

typecal of high encrgy physics cxperiments, i & e spus of & fow msoroseconds even for very high meltiplicity events. This
“machine” s implemented as 2 large array of cessoms VILSI chipe. AN the chips are ogual and each of them siores & nember of
“patterns”™, All the paticrns in all the chips see companad i pusalied so the dats comung from the detector wiale the detector is being

read out
L. Istroduction 2 The detoctor
The quality of results from present and futere high In thes & we will that our detector CATARS

encrgy physics expenments depends 10 some exient on
the implementation of fast and efficent track fndng
algorithens. The detection of Asay flaser production,
for example, depends on the of sec-
ondary vertwes generated by the decay of loag bved
particles, which in tuen requires the reconsrscuon of
the majority of the tracks in every event

Particularly appealing i the possibility of having
detaded tracking wnf lahle a1 srigper Sevel
even for high multphicny events Thes informatson coudd
be wad 10 seloct events based on Impact parsecter of
seoondary vertioes. I we could do this in a selficsently
short ume we would significantly ennch the sample of
events contaiming heavy flavon.

Typical events foature up 10 several tom of tracks
each of them traversing » few positeon somsitive Setocior
Inyers. Each layer desects many s and we mamt oo
rectly correlate Nits belompng 10 the same ik on

different layers before we can compute the parsmetors
P PR PR P——

comssts of a number of layers, each layer being seg-
mented o & sumber of Mas. When charged particles
croms the detoctor they At one bin per layer. No partscu-
lar assemption is made on the shape of trajectories:
they could be straght or curved Also the detector
layers seod not be parallel noe Mar. This abstraction s
meant %0 represent a whole class of real detectors (drift
hambers, silicon w detectors etc). In the real
world e coordisase of each it will actually be the
rewsdt of some competation performed on " raw™ data
M could be the comter of gravity of a cluster or a charge
drvimon isterpolation or & dnft-ume 1O space conver-
won depending on the particular class of detector we
e conmdering. We assume that all these operations are
performed upstream and that the resalting coordinates
are “henned” im some way before being teansmitied o
o Seve

C3E NSNS

CONTICY, S

16chips |oa

Fig 5 08 AM cups tiod by the " ghae™

We discuss the architecture of a device based on the concept of associative memory designed to solve the track finding problem,
typical of high energy physics experiments, in a time span of a few microseconds even for very high multiplicity events. This
“machine” is implemented as a large array of custom VLSI chips. All the chips are equal and each of them stores a number of

“patterns”. All the patterns in all the chips are compared in parallel to the data coming from the detector while the detector is being
read out.




it is at this point in time that we came up with the idea to
use VLSI technology to solve the pattern recognition
problem and reconstruct tracks in the detector in a very
short time

October 1988: paper, pencil, eraser....
13




Pattern Recognition

e Hit combinations that form possible tracks are
precalculated and stored (“pattern bank")

® To make the bank small, low resolution bins are used

® Every hit is compared with each stored pattern in
parallel

e Small bins -> large bank->lower background->faster fit
® Large bins-> small bank->higher background->slower fit
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Original SVT system

AM Sequencer ggff; AM Board

x12 wedges 4

Detector Matching
Data Patterns
Roads +
Corresponding
Hits

Hit Buffer

Tracks +

Corresponding Hits s bt
78 Track Fitt&pFermilab



. |

_.
e N

SI9joW 7

Reduces gigabytes/second to megabytes/second
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20 (0.5) 6B/s — 100 (1.5) MB/s

Peak (avg):

77



The LHC Challenge
@— @

40 MHz accelerator bunch crossing rate
25-75 pp collisions per bunch crossing

.......................... Yl G -3*\ L, *85M detector channels
S et O AR .« ~ 1 MB of data/event
« = can store 200 events/sec

B V"‘ \

k LAr hadronic end-cap and LH‘ A I L AS
forward calorimeters

Pixel detector \

LAr eleciromagnetic calorimeters d e t’e C to r

Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor tracker

Toroid magnets

78 £ Fermilab



ATLAS and CMS Strategy

Level-1 : only calorimeters & muons ....

Compare to Central tracking at L = 10
(50 ns integration, =1000 tracks)

R LR v L L TR
..................
e T P T 1 1% 9 L

A|gorlthm CompleXIty ‘“ ol
+ )

huge amount of data

Pattern recognition much easier on calo & muon: &, =753

79
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Collisions (p-p) at LHC

6 LHC Vs=14TeV L=10cm’s’ Event Rate ev/year

bam 10 Operating conditions:
o Event rate #p|GHz {10 ** RIS good event (e.gk
inelastic i - . |
mb SRR 10 ™

MHz 410 "

1

kHz

Hz

o

Reconstructed tracks with pt > 25 GeV

_. mHz

» Zpdy scalar 1Q Z;72A

ns
50 100 200 500 1000 2000 10-°

jet Er or particle mass (GeV) —

ou S. Cittolin CERN/EP-CMD LECC Workshop 2002 3F Fermian



Fast tracking with pixel and SCT det.

e e Example:
o f R-phi view of Barrel region:

TTTITIII T
17 i| " EE

[ fseeciers| ||

2m Track crosses:11'detector layers,/ /

AR SCT layers

Forward SCT Total # of readout channels:

PIXELS: 80 millions
SCT: 6 millions
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The importance of individual tracks

® Many/most new physics scenarios produce final states containing
heavy elementary particles (b quarks & tleptons).

w must be separated from an enormous background of light quarks
and gluons produced through the strong nuclear force

- b-jets: displaced vertices from B meson with picosecond
lifetime

- 1-jets: 1 or 3 tracks in a narrow cone with a surrounding
isolation region due to the decay of a relatively low mass object.

@ Even for the traditional workhorse trigger, an isolated high energy
electron or muon, tracking is essential at very high accelerator
intensity: The usual isolation (calorimeter) deteriorates badly in its
efficiency because it integrates over the 25-75 pp collisions per beam
crossing. Reconstructed tracks each point back to the beam.

Isolation only using those close to the muon or electron at the beamline
largely removes the effect of the “pile-up”.

82 £ Fermilab



ATLAS L2 FTK System Overview

Pixels & SCT
!

RODs

cluster finding

split by layer

overlap
regions

8xn—¢ towers

50~100
KHz
E\L nt rate
S-links i

v Second stage

Raw data vy ,
~ Ine quaht
ROBs Track data | ¢&=— q 4

Track parameters

ROB

@ Highly parallel data flow: 64 n -¢ towers in 8 core crates
and 4-fold parallelism within each tower (for 3x1034)

5 £& Fermilab



Procrocessing Unit

AUX card

10} SI10]O03UuU0D

A e - DO
1’"‘% tandard cell-Chias
’ | . Interf acs
»
% TF|[H 2
o)
=
, . % TF|[H 'g
i 5 % TF|[H

?‘ ...... | — % TF H ;
. i = =1
T . : . 4 i
‘. ' P3 serial LVDS 1 e . =

: ' b DRIVERS & = = E INPUT
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— Feeding FTK @ 100kHz event rate

= .
i ATLAS Pixels + SCT Divide into
L ore than 2 sectors
= - =‘§!s='=
- ' *»:; R 8 0 Allow a small overlap
<é_ ‘ .“' " {\\\\\\\u“\\\"nn\\\ a for full efficiency
QR
o it 8 buses 100MHz/bus
~—

* 8 ¢ regions each with
* 8 sub-regions (n—¢ towers) =
* §p~22.5°, oMm~1.25 N
« bandwidth for up to

85

Up to 8 Logical Layers: full n coverage

|__FTK Logical Layer assignment (R-Z View) |

‘ | | B
w—plane 1
= plane 2

wes plane 3
w—plane 4
we plane 5
w—plane 6
|| Bt 1| e}

e plane 8
plane 9
[ L P — Ll

PR I S S S BN SR S S P S S S S T
2000 ~1000 0 1000 2000 3000

€00

300

200

3*10E34 cm?s™
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The technical difficulties

@ # of hits in the tracking chamber per beam crossing: 200k
Must transfer to FTK each 10 us (100 kHz level-1 trigger rate)
— ~ 20 gigawords per second transfer

® This much data makes both stages in tracking very challenging: pattern
recognition and track fitting

® There are several hundred good tracks per beam crossing.

% 10 us / event = < 100 ns/track for pattern recognition plus track
fitting
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Summary of Lecture II

e Trigger in HEP ll: the view from instrumentation

87

w A reminder on what we learned in Lecture |
w Concept of triggering on interesting events
w Then take a closer look at tracking trigger the rest of lecture

w Case study: L1 tracking trigger
- Babar L1 Drift Chamber Track Trigger (Zeus track trigger)
- CDF L1 Drift Chamber Track Trigger (DO fiber track trigger)

w Case study: Silicon Track Trigger
- CDF L2 Silicon Vertex Trigger (SVT)
- ATLAS Fast Track Trigger (FTK)

w Comments on tracking trigger challenges in the future
w Next lecture (lIl): future challenges in tracking trigger
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