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• Drift Chamber in CEPC 4th conceptual detector
• Tracker with silicon tracker 

and a drift chamber

• The chamber optimized for 
PID with cluster counting 
technique

• Up to 20GeV/c 𝐾/𝜋
separation power better 
than 2𝜎 required

• Benefited momentum 
resolution at low momentum

• Advantages of Particle identification
• Reduce combination background

• Improve mass resolution 

• Improve jet energy resolution 

• Benefit flavor tagging

Without PID With PID

Simulation of 𝐵଴/𝐵௦
଴ → 𝜋ା𝜋ିwith Delphes

• 𝑑𝐸/𝑑𝑥 vs 𝑑𝑁/𝑑𝑥 measurement
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• Number of primary ionization 
clusters per unit length

• Poisson distribution
• Small fluctuation

𝑑𝐸/𝑑𝑥

• Energy loss per unit length
• Landau distribution
• Large fluctuation

Introduction

Algorithm for Simulated Samples

𝑑𝑁/𝑑𝑥 has a much better 𝐾/𝜋 separation power 
up to 20 GeV/c compared to 𝑑𝐸/𝑑𝑥 (MC truth)

• Reconstruction algorithms
• Classical method(developed)

• Derivative-based peak finding + 
clusterization with peak merge

• Deep learning based algorithm
(ongoing)
• Peak finding with LSTM + clusterization

with DGCNN

Step1. Peak Finding
Discriminate peaks (both primary 
and secondary) except from the 
noises (classification problem)

Step2. Clusterization:
Determine the number of clusters 
(𝑁௖௟௦) from the detected peaks 
(regression problem)
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• Reconstruction of cluster counting • Preliminary results with classical algorithm
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𝑐𝑜𝑠𝜃𝑃 𝐺𝑒𝑉/𝑐

1𝑚 𝑡𝑟𝑎𝑐𝑘, 𝑐𝑜𝑠𝜃 = 0 𝑃 = 20 𝐺𝑒𝑉/𝑐

• Comparison between Classical & Deep learning algorithms

Time

LSTM algorithm
Derivative algorithm

Time

Peak finding

Deep learning algorithm closer to MC truth

Algorithm of Test Beam Samples
• Deep learning algorithm in beam test data analysis

• Domain shift between MC/data
• Lack of labels in data

Semi-supervised 
DeepJDOT

• Validation on MC experiment

* Supervised model assuming there are labels in the training sample

Model AUC pAUC (FPR<0.1)

Ideal model* 0.926 0.812

Source RNN 0.878 0.749

Unsupervised 
DeepJDOT

0.895 0.769

Semi-supervised 
DeepJDOT

0.912 0.793

• Preliminary results of peak finding
• Comparison between classical and ML peak finding algorithms

Deep learning has better performance on finding peaks reasonably on data.

• Number of Peaks distributions of data with different angles

The result of deep learning algorithm has consistent tendency with theoretical expectation.Details of beam test in Guang’s talk “Drift chamber with cluster counting 
techniques for CEPC” at “PID and other detectors:3 ” session.

• Difficulties for ML in data samples

• Deep Joint Distribution Optimal Transport 
(DeepJDOT)

At similar 
efficiency

Clusterization

• Deep learning based algorithm
Peak finding with LSTM

(Long Short Term Memory)

arXiv: 1801.07829

Clusterization with DGCNN
(Dynamic Graphic Convolutional Neural Network)

• RNN-based architecture
• Binary classification of signals and 

noises on slide windows of peak 
candidates

• GNN-based architecture
• Massage passing through neighbor 

nodes ⟺ Clusterization of electron 
timings from the same primary cluster

• Binary classification of primary and 
secondary electrons

• Original DeepJDOT (arxiv:1803.10081)
• We develop the semi-supervised version of DeepJDOT

• Beam Test for DC prototype

LSTM algorithm is more efficient for pile-up detection

𝐾/𝜋 separation power is better than 2 sigma at 20GeV/c in 𝑑𝑁/𝑑𝑥 full simulation 


