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o Platform
e Origin Quantum Company
e Quafu by BAQIS
e Simulator platform from IHEP
@ High Energy Physics
o Experiment QSVM QCNN QGAN QGNN, QTransformer
e Theory : Lattice QCD, Simulation of gauge theory
@ Other
o Nuclear Physics, Condensed Matter Physics
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Platform —OriginQ

@ The company has already developed a Quantum Machine Learning
framework — VQNet. It supports quantum simulator and quantum
hardware.

@ The framework already includes many machine learning methods.

@ Usefull links : cloud of OriginQ
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https://qcloud.originqc.com.cn/zh/computerServies/servies

Platform — Quafu

e Link : quafu cloud

@ The new 136 qubit machine is already online!

@ User can submit task asynchronously.
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http://quafu.baqis.ac.cn/##/home

Platform — IHEP Simulator

@ IHEP simulator is based on the existing GPU and AFS system. It can
support the simulator with 38 qubits.

@ The platform supports online composer, jupyter and batch system.
@ Document : https://qc.ihep.ac.cn/docs/zh/
o Website : https://quantum.ihep.ac.cn
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QSVM

@ Employ quantum kernel to classify signal and background events.

@ Currently the performance of QSVM is similar to the classical
machine learning algorithm

o Left is BES PID, right is CEPC ZH — qqv~y
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QCNN

@ Utilize the trainable quantum convolution kernel to extract the
feature in an image.
@ It is used in object identification in STCF DTOF.
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QGAN

@ Calorimeter simulation is the most time consuming part of HEP
computing especially in future high granularity calorimeter.

@ GAN(Generative Advaversarial Network) is already used for fast
simulation in ATLAS Collaboration.

@ QGAN may further improve the accuracy and speed.

@ Compared with DESY group, IHEP group already reduces the training
time.
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QGNN

QGNN is already applied for track reconstruction.
This project is in collaboration with DESY.

Quantum annealing machine is interesting.

Some results are already available.
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« Tracking successfully ran w/ quantum &
classical benchmarks

+ Classical GNN performance is limited
by the training dataset size

* Room for improvement for both GNN &
quantum tracking (optimization ongoing)
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QTransformer

o Particle transformer is demonstrated to be poweroful in jet tagging in
CMS Collaboration.
@ It is possible to build a quantum version

Quantum Self-Attention Neural Networks

O The algorithm is used for text classification. It has the potential advantage of mining hidden correlations
between words that are hard to explore classically.
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O The quantum ansatz circuit on the self-attention
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O The algorithm consists of: ] '
o A quantum self-attention layer 1 we - o Sumt
o A loss function and an analytical gradients 7, W= AL L
O Classical input used as a rotation angles of Ansatz | | | B
B )
O The computed states passed to another Ansatz [ | [ ]
O The output query and keys computed using
Gaussian function to obtain quantum
self-attention coefficients O A series of classical vectors input to the algorithm
O See the ArXiv: 2205.05625 paper. O The classification is performed classically.
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Quantum Computing in Lattice QCD
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QEM SEALMHXLER: Kk
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@ Shijie Wei, quantum computing package of nuclei shell model

@ Zhenghang Sun, Analog Quantum Simulation Based on
Superconducting Quantum Processo

@ Yanwu Gu, Noise-resilient phase estimation with randomized
compiling
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@ The workshop is full of fresh results and active discussions between
quantum hardware experts, HEP experimentalist and theorist

@ Many quantum machine learning algorithms have already been used
in HEP and the performance is comparable with classical algorithms.

@ With more qubits and better fidelity, we expect better performance of
quantum algorithms and more area to use quantum algorithms.
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