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Challenges of Data Management at CSNS-II

20 Instruments at CSNS-II

Data Characteristics

Data Volume 2 PB/year

Diversity of sources

Interdisciplinary

Mining
&

Management

Collection
&

Analysis

High Complexity

x
Challenges

Transfer
&

Storage Data Management Challenges



Framework Release Technology User Developer

ICAT 2007 MySQL, Glassfish, Java
CSNS、DLS、ISIS、
HZB、ESRF、ALBA

Collaborations of 

ISIS、STFC、
ILL & DLS

SciCat 2016

MongoDB, NodeJS,

Rabbit MQ, Kafka,

Nest.js(Loopback), 

Javascript 

MAX IV、PSI、ESS、
ALS、SSRF

Collaborations of 

MAX IV、ESS 

& PSI

DOMAS 2021

MongoDB, Rabbit MQ, 

Kafka, Java, Redis, 

Elasticsearch

HEPS、SHINE、
HALF

IHEP (CAS)

Investigation in SciCat https://scicatproject.github.io/

 Open source, but many issues in intermediate versions, lots of bugs

 Functional upgrades require a higher level of expertise from 

developers

 Inflexible API

Limitations in ICAT, SciCat Framework

Challenges of Data Management at CSNS-II

ICAT@CSNS  https://github.com/icatproject/

Deployed at 4 instruments for CSNS-I

Limitations for CSNS-II:

 The full lifecycle data management 

is inadequate

 Metadata database based on MySQL is  

limited scalability

 Rule-based ACL is complex

 Inflexible API

https://scicatproject.github.io/
https://github.com/icatproject/


DOMAS (Data Organization Management Access Software)

Advantages of DOMAS
https://code.ihep.ac.cn/hepscc/domas

 Develop for next generation large-scale facilities

 Strong scalability and flexible data structure based on 

MongoDB database

 Comprehensive data lifecycle management

 Faster and more efficient metadata retrieval

 Simplify access and management of metadata for

ACL

 Standard API for easier integration with other 

systems & platforms

 Microservices architecture for easy deployment: 

message queues, container and K8S

• Guided by Management Norms

• Centered around Software Framework

• Targeting System Applications

Develop Data Management System Based on 

DOMAS Framework for CSNS-II

Deployed at HEPS, BRSF

https://code.ihep.ac.cn/hepscc/domas


 Full Lifecycle Management:

 Data Retrieve, Analysis, Sharing, Utilization Higher Efficiency

 Data Access, Authority Management, Data Security         Efficient & Convenient

 Data Download         High Concurrency, Multiple Methods

“National Data Openness & Sharing Strategy”

 API for Analysis System & Platform        Flexible & Configurable

Acquisition Storage Transfer Analysis Share

Develop a High-Performance DMS for CSNS-II

Aim for Data Management at CSNS-II
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Framework & Components

Data Stream

Data File

Metadata

⚫ Acquired from DAQ → Stream to a MQ → Reconstruction

⚫ Store Data Files in Local Storage → Data Transfer System → Central Storage & Tape Storage → Online Access

⚫ Local Storage → Extract & Process → Metadata Catalog Service → Metadata Database Storage

Metadata Acquisition 

System:
from DAQ, file, 

database…

Metadata Catalog 

Service:
create, store, access, 

API…

Data Transfer 

System:
multiple storage media, 

disk, tape…

Data Service:
separation of front-end 

and backend…

Metadata

Extract＆Process

Kafka MQ

DAQ

Local Storage
Central Storage Tape Storage

Control
Network

Data
Reconstruction

Data Center
Network

Data Sync

Centralized 

Storage

Data

Analysis



Metadata Acquisition —— Workflow

Storage System

Analysis System

Transfer System

Metadata from Systems

Metadata 

Acquisition

Administrative Metadata

Scientific Metadata

Summary File

User System

Log System

…

Metadata Database

Access API

⚫ Support multiple metadata sources: multiple data types, systems & APIs

⚫ Customize metadata model for different instruments with flexible data scalability



Metadata Items

Classification Item Source

Administrative 

Metadata

⚫ Proposal, User, instruments…

User Service System, Transfer 

System, Storage System…

⚫ Data Type: Raw Data, Processed Data, 

Simulated Data, Standard-samples Data…

⚫ Dataset: PID, Storage Path, File List, File Size, 

Checksum…

⚫ Data State: Disk/Tape Storage, Transfer State, 

Transfer Checksum…

⚫ Analysis Software, Update Time…

Scientific 

Metadata

⚫ Sample Data Reconstruction Service 

from ’Summary’ File
⚫ Experimental Environment: High Voltage, 

Magnetic, Electric Field…

⚫ instrument Experiment: Scanning, X-ray…

⚫ Experimental Log E-Log System 



Data Storage Directory & Authority Design

⚫Storage Path for User Data：.../user/<instrument>/<proposalID>

⚫Storage Path for Raw Data：.../raw/<instrument>/<proposalID>

⚫Storage Path for Analyzed Data: /home/username/

⚫Set ACL for User Access at the proposalID Directory/Data Storage 

Layer → Improve Security of data access

⚫Mount User Data on Computing Platform for Data Analysis

Raw Data

User Data

Data Storage Catalog

Catalog Data Type Access Tape Storage

raw Raw Data Read-Only Yes

user User Data Read-Only Yes

Protecting User Data and 

Intellectual Property by 

Technological Method



⚫ Core component of DOMAS, providing standard APIs for metadata access 

⚫ MongoDB database for complex metadata storage

⚫ Customize metadata model based on instruments

⚫ Generate “API” automatically from the customized

“Metadata Model”

Service Logic:

1. Design Metadata Model

2. Model Analysis and Verification at backend

3. Config and generate interface at WEB front-end

4. For other systems/modules to call

Transfer

Analysis

Service
Others

Web Front-end

Backend

Developer

Metadata Catalog Service



Data Transfer

⚫ Automatic Data Transfer in the Whole Process

⚫ Multiple Transfer Protocols

⚫ Multiple-threading

⚫ Checksum for Transfer Efficient and Security

Function Module:

a) Multiple Sources

Connect to multiple databases and monitor multiple 

directories in real time;

b) Message Queue
Asynchronous message management;

Fully decouple: different message queues can be 

configured for instrument, experiment, etc.;

c) Data Transfer
Multiple data transmission protocols based on 

configuration;

Support cluster and multi-thread transmission, high 

data transmission performance;

Data checksum verification ensures high reliability;

d) Flexible & Configurable Data Transfer Task

e) Real-time Monitoring of Transfer Log

Control Master Node + Transfer Slave Node



Data Service Application (1)    User Service Portal 

⚫ Suitable for all CSNS instrument experiment users;

⚫ Both internal and external networks can be accessed;

⚫ Provide data view, data retrieval, data visualization & data download.



Data Service Application (2)   Data View and Retrieval

Online View, Retrieval and Download

All data: Raw data, user data, analyzed data from each experiment and proposal 



Data Service Application (2)   Data View and Retrieval

⚫ Supports global search based on the keyword

⚫ Search all summary files contain the keyword (metadata information)

great convenience

for data retrieval



Data Service Application (3)   Data Visualization of HDF5 Files

Provides online data visualization for HDF5 files. 



Data Service Application (4)   Web-based Download

⚫ Integrated data bulk high-speed download client

⚫ Integrated ZSTD compression algorithm, support data breakpoint download

⚫ Make full use of network bandwidth, 

download speed greatly improved

Network Bandwidth
Download 

Time

Download 

Speed

Internal 1000Mbps 2:52 839Mbps

External 100Mbps 28:00 85Mbps

Installing the client to download data in batches, the download speed is greatly improved.

Download data for test: 



Data Service Application (5)   Client-based Download

After the client is installed on the PC, you can log in and the data is automatically synchronized (experiment 

data and analyzed data) to the local PC.



Data Service Application (6)   Data Authorization

Data owners (PIs) can grant the data access to other users.

2 1



Data Service Application (7)   Data Lifecycle Visualization

Provide the visualization for data lifecycle management and the real-time data states.
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Plan

2023. 9 Demand research & detailed design of each system

Data transmission system development & deployment

Data management system development & deployment

Deployment test line connection

Deploy test instrument for joint test

2023. 12

2023. 12

2024. 1-2024.6

2024. 7



Thanks for your listening!


