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# Resonant HY —bbyy analysis

Analysis strategy
DNN and Categories Optimisation studying

Preliminary results

+ HGCal bonding

+ Summary
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In the nanoAOD.there are:

Fatjet particleNetMD Xbb(QCD)
for X->bb vs QCD tagging,
use xbb/(xbb+qcd)

bjet score:Jet btagDeepFlavB

We use 0.053 the official loose
working point to improve the
significance

Used Dnn score to do category
optimisation in resolved

Used particleNet score to do
category optimisation in boostd
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https://indico.cern.ch/event/1201790/contributions/5149092/attachments/2550954/4405728/HIG-22-012_preApproval_FrancescoSetti_MatthewKnight.pdf
https://cms.cern.ch/iCMS/analysisadmin/cadilines?line=B2G-21-003&tp=an&id=2428&ancode=B2G-21-003
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¢ The MC signal and background Dnn score significance= 2((S + B)In(1 + E} - 8)
are used for category optimization B
* Simultaneous optimization of number of

categories and boundaries based on total
naive significance
* The category boundaries were based on all é
signal (merge all mass points),and then for S
each mass,used the same boundaries. E
%D 126
» New method can be applied to each s 2 ; : : ’ ’

mass point more conveniently and
improve the significance.

* Choose to define categories based on N data events in the sidebands
* Optimisation procedure:
side

1. Define first category to have N;,:, = 20 (highest scoring 20 events)

2. Consider next category also with N3X%¢ = 20 HIG-22-012: HY— tryy
1. Compare changes in expected limits when adding this new category
2. If any of the masses show an improvement of = 1%, confirm this as a new category
3. If not enough improvement, consider instead a category with 2xN54¢

ncats

2023-4-22
3. Repeat until no further categories found which improve limit by > 1%


https://indico.cern.ch/event/1201790/contributions/5149092/attachments/2550954/4405728/HIG-22-012_preApproval_FrancescoSetti_MatthewKnight.pdf
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Summary:
* We present preliminary results of HY —bbyy at Xmass=1000GeV ,2017.
* Plan to include other mass points and combine three years
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* HGCal bonding:

— Replacemeng procedure from LD V2 to LD V3
— Wire bonding of LD V3 module production and pull test
— Back-bonding fixture and carrier plate Kapton sheet

Hexaboard

Sensor

Cu/W Base plate

Scatter Plot of Data Frequencies
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Resonant analysis:
» We present preliminary results of HY —bbyy at 2017.
» Have updated the progress at B2G group meeting

» Plan to include other mass points and combine three years

HGCal bonding:
» Wire bonding of LD V3 module and pull test

» Next step will continue to optimize parameters
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Thank you!
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