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BESIII Experiment at BEPCII

Beam energy:  1.0-2.3 GeV
Luminosity:  ~1×1033 cm-2s-1

Optimum energy: 1.89 GeV
No. of bunches: 93
Bunch length: 1.5 cm 
Circumference: 237 m

BESIII detector:
Main Drift Chamber
Time of Flight
CsI Calorimeter
Muon Chamber
1T  SC Magnet
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BESIII Physics and Data
Physics research program 
includes 

Charmonium Physics 

Light Hadrons Spectrocopy

Charm ( D/Ds) Physics

QCD/R Value measurements etc.

Experimental Data that have 
already been accumulated

~106 M ψ(2s) events and 225 M 
J/ψ events 

~2.8 fb-1 at ψ(3770)

Event data at 4.01 GeV ~500 pb-1

more  J/ψ and ψ(2s) data will be 
taken

Data Size
Monte Carlo Events: 5-7 KB/event 
for raw event, 18-25 KB/event for 
DST event 

Real data (one reconstruction 
version) ~300 TB



04/07/2011 Weidong Li 5

BESIII Physics Publications

BESIII
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1. Framework and Infrastructure 
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Requirements and Software Environment
Underlying framework

GAUDI (originally developed 
by LHCb)

Simulation

GEANT4

Other external LIBs:

CERNLIB, CLHEP, ROOT, 
AIDA, XercesC, GDML …

Database: MySQL

Computer language: C++

Operation system: 

Scientific Linux CERN 5/ 
GCC 4.3.2 

Computing Requirements
Storage: ～5 PB

CPU : ～3000-6000 CPU 
cores

Disk and Tape I/O: ~1GB/s   

Software requirements 
During 10-year experiment, 
should be stable and easy 
to maintain.

Good flexibility and 
extensibility. Easy to plug-in 
new software components. 

Straightforward for end-
users.
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GAUDI-based Software System
GAUDI is adopted as the software framework — a skeleton of an 
application into which developers plug in their code and provides 
most of the common functionality.
Only need to develop experiment-dependent software packages.

Clear separation between “algorithms” (key components) and “data”
(“persistent data” and “transient data”)

Algorithms are executed once per physics event in sequence

Concrete
Algorithm

EventDataSvc IDataProviderSvc

IDataProviderSvc

IHistogramSvc

IMessageSvc

IAlgorithmIProperty

Obj_B

DetectorDataSvc

HistogramSvc

MessageSvc

ApplicationMgr ISvcLocator

Obj_A

ParticleProperty
Svc

IParticlePropertySvc
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Software Configuration Management 
CMT  (Configuration 
Management Tool) 

structures software 
development 
(concepts of areas, 
packages, versions, 
constituents)

organises software 
into packages

describes package 
properties

describes package 
constituents

operates the software production (management, build, import/export, 
etc...)
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Software Validation and Distribution
Before a software 
release is 
published, 
validation is done 
in a systematic 
way using both 
Monte Carlo and 
real data.

PACMAN is used 
to install the 
software in other 
sites.
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2. Data Processing and Analysis
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Offline Data Processing

event
classifying 

event
classifying 

detector

reconstructed 
data

raw
data

Calibration &
reconstruction
Calibration &

reconstruction

event
simulation

event
simulation

event filter
online selection 

event filter
online selection 

processed
data

DST data
DST data

DST data
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Data Production Jobs
Job Configuration and 
Submission Module 

Setting up the job running 
environment 

Converting the input dataset 
to a list of input data files

Defining the policies for 
dividing the job into sub-
jobs and for combining 
outputs.

Providing the functionality 
for automatic/manual re-
submitting the failed jobs.

When all the sub-jobs are 
successfully finished,  
bookkeeping database can 
be updated through web or 
command line.
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Data Management 

Public interfaces 
Web browser  -
servlet
Communication 
with other 
components 
(Ganga/Job 
Management 
Service) 

– XML-rpc

DB

BookkeepingSvc

DAO

Job Management

web

Server Side Client Side

Tools

XML-rpc

servlet

Ganga applicationBookkeeping 
Server

The Bookkeeping system keeps track of data processing 
history and provides facilities to query the information needed 
by users.

File, job, relation between them, various types of conditions for data 
processing  
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Analysis Jobs
Ganga-based Job Management 
Tool

Setting up the job running 
environment 
Contacting Bookkeeping 
Service to get input data files
Depending on the need, the job 
can be split into sub-jobs by 
default or according to user’s 
own policy.
Monitor helps users to keep 
track of their job status.
Providing the functionality for 
automatically/manually re-
submitting the failed jobs.

The tool has already been used in 
MDC calibration. 
Should be ready for analysis jobs 
after completing some work. 

Application 
Task

User

PBS

Monitor

Working 
Node

Job splitting

Merger

Splitter

Results

resultResult merging
Result

Job Management Tool
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PROOF for Physics Analysis
Parallel ROOT Facility

Interactive parallel analysis on a cluster

Advantages:
Interactive

Auto splitting and merging

Efficient, good performance with dynamic load balancing via 
master and slave architecture

Convenient and easy status and performance monitoring
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3. Other Computing Issues
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Locally-distributed Computing: DistBoss

User Interface1

Ganga

• The DistBoss is a distributed 
system developed for fast 
calibration, reconstruction, 
software validation etc.

• Ganga is used as User Interface.

• Diane  is used to control and 
manage  the running of master 
and workers.

The master  schedules 
tasks of the workers. 
The workers consume
jobs and return the results.

• The data processing is 
paralleled at event level.

Run cmd:  
distboss joboption [queue] [workernumber]

Manager

Diane

3

4

5

computing nodes

2
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Parallel Computing
Performance

EMC reconstruction  about 2.5 times faster in the quad-core machine

memory usage is reasonable: 10% increase per thread

MT-Event
Loop Mgr Algorithms

Execute in
Threads

config

unconfig

Execute

Services

config

Call

unconfig

Input
file

output
file

initialize

start

stop

finalize

Worker
thread

BossMT
Main MT-Event

Loop Mgr Algorithms

Execute in
Threads

config

unconfig

Execute

Services

config

Call

unconfig

MT-Event
Loop Mgr Algorithms

Execute in
Threads

config

unconfig

Execute

Services

config

Call

unconfig

MT-Event
Loop Mgr AlgorithmsMT-Event
Loop Mgr
MT-Event
Loop Mgr AlgorithmsAlgorithms

Execute in
Threads

config

unconfig

Execute

ServicesServices

config

Call

unconfig

Input
file

output
file

Input
file

output
file

initialize

start

stop

finalize

Worker
thread

BossMT
Main

initialize

start

stop

finalize

Worker
thread

initialize

start

stop

finalize

Worker
thread

initialize

start

stop

finalize

initialize

start

stop

finalize

Worker
thread

BossMT
Main
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Distributed Computing（Grid/Cloud）
Motivation

The more data is 
accumulated, more difficult for 
IHEP to provide all the 
computing resources for both 
raw data processing and MC 
production.

A possible computing model

IHEP is responsible for 
processing and storage of all 
the real raw data.

MC production and analysis 
jobs will be distributed among 
a number of sites with enough 
computing resources. 

TimeTime
R

es
ou

rc
e

R
es

ou
rc

e
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A Possible Solution (from Belle II)

Experiment Component

Amazon EC2

EGEE
Worker 
Node

File 
Catalog

Experiment 
DB

Storage 
Element

Web 
Portal

Workload 
Management

Data

Job request

WN request

Job 
requ

est

Job request

Job

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Worker 
Node

Config
Service

Virtual 
Machine 
Manager

Local cluster

Dirac

Virtual Host

DIRAC Component

Grid Component

Pi
lo
t j
ob
s
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Summary
The BESIII experiment completed successfully:

~106 M ψ(2s) events and 225 M J/ψ events 

~2.8 fb-1 at ψ(3770)

Event data at 4.01 GeV ~500 pb-1

The large-scale offline software system was  developed to 
meet the requirements from both data processing and 
analysis. 

In the coming years, distributed computing (GRID/Cloud) 
will become a necessity to handle the ~PB level data.
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