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Deep learning for AI

Face Identification Segmentation what&where NLP, NLG, Large Language Models

The common technique behind these
AI applications: deep Learning！

AlphaGo，Alpha Master，AlphaGo Zero，Alpha Zero …

Chat GPT，Clauder3，Kimi，讯飞星火...
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DL: Neural Network with multi  hidden layers
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How does the network learn
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1. 一开始神经网络参数 � 初始化为随机数，

神经网络做出随机预测 
2. 使用神经网络预测计算损失函数 �, 它是 

�(�,  �) 的泛函
3. 使用自动微分计算损失函数对参数的梯

度 
4. 使用随机梯度下降算法更新神经网络的

所有可训练参数 � 

1. The network parameters are initialized 
with random numbers and the network 
make random guess
2. Compute the loss function L which is a 
functional of the network 
3. Use auto-diff to compute the negative 
gradients of network parameters
4. 



What has been learned by the deep neural 
network（Global interpretation）
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shallow layers deep layers



What has been learned by the deep neural 
network (local interpretation)
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Ø Ablation studies：LIME or Prediction Difference 
Analysis. M. Tulio Ribeiro, et. al. “Why should I 
trust you?”

Ø Class activation map：map the deep layers to 
the input image，look for the most important 
region for decision making. BoLei Zhou, et. al. 
“Learning Deep Features for discriminative 
localization”

Ø Layer-wise relevance propagation：set the 
relavance of the output layer to 1，propagate the 
relevance to the input data, to look for the most 
important region for decision making.



Machine Learning in Nuclear Physics
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Machine Learning in Nuclear Physics，RMP 2022



Reviews
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ML nuclear physics across energy scales

Ø Deep generative models  (such as  normalizing f low  and the 
diffusion model)  have been used to sample Field 
Configureations in Lattice QCD

Ø Deep learning is  widely used to solve inverse problems of  
HIC  to  s tudy the  EoS of  hot QCD matter,  the phase 
transit ion,  the transport coeff icients  eta/s ,  . . .

Ø Deep neural  network is  used to represent the many-body 
wave function of  nucleus,   to solve variational  problems in 
ab init io calculations

Ø Deep learning is  used to solve inverse problems of  HIC to 
study the nuclear structure,  for instance,  the nuclear 
deformation,  neutron skin,  alpha cluster and short range 
correlation

Ø . . . 9



Generativive models：MC sampling
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Flow-based generative models for Markov chain Monte 
Carlo in lattice field theory 
Albergo, Kanwar, Shanahan 1904.1207

Samples 
Drawn from 

N-Dim 
Normal 

Distribution

Flow 
model or 
Diffusion 
models

Similar to Box Muller algorithm



Stacked U-net for relativistic fluid generation
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PRR3, 023256, H.Huang, B.Xiao, H.Xiong, Z.Liu, Z.Wu, Y. Mu and H.Song 



Represent the many-body wave function
Adams et al., 2021

Y.L. Yang, P.W. Zhao, PRC 2023
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Inverse problems in HIC
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Final state hadrons

Non-linear mapping

（1）Nuclear Structure （2）Initial Parton Distribution （3）QGP properties and EoS



Theoret ical  model:  CLVisc
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L.G. Pang, Q. Wang and X. N. Wang, PRC 86 (2012) 024911
L.G. Pang, B.W. Xiao, Y. Hatta, X.N.Wang, PRD 2015 
L.G. Pang，H.Petersen, XN Wang, PRC97(2018)no.6,064918
XY Wu, GY Qin, LG Pang, XN Wang,PRC 105 (2022) 3, 034909

Initial condition EoS Viscosity

CLVisc：A 3+1D viscous hydro parallized on GPU using OpenCL

Purpose: Describe the non-equilibrium space-time evolution of hot QCD matter

Feature: 100 times faster than using a single core CPU.



QCD phase diagram and nuclear EoS

● Lattice QCD  predicts a smooth cross 
over at 0 muB

● Taylor expansion  of Latt ice QCD gets 
EoS at small muB

● Sign problem  at large muB prevents 
the f irst principle calculation 

● It is conjuctured there is a 1st order 
phase transition at large muB

● Different phase transit ion types 
correspond to different EoS
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CLVisc for different EoS 
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eta/s = 0 
Lattice QCD EoS 
(smooth cross over)

eta/s = 0
First order phase transition

eta/s = 0.08
Lattice QCD EoS

eta/s = 0.08
First order phase transition
eta/s: shear viscosity / entropy density



Powerful pattern recognition
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CNN

Brain/CNN

Dog

Cat

crossover or
1st order transition        



DL with CNN for EoS classification
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Nature Communications 2018, LG. Pang, K.Zhou, N.Su, H.Petersen, H. Stoecker, XN. Wang. 



Determining nuclear deformation

L.-G. Pang, K. Zhou and X.-N. Wang,  arXiv:1906.06429 

��

��

Data: Trento + Matching
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Identifying the �-clustering structure

JJ He, WB He, YG Ma, S Zhang, PRC 104, 044902 (2021)

� clusters Fail in EbE Succeed with 4000-events average
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Alpha clusters in O+O coll isions using CLVisc

   WS, Deformed WS             4-� tetrahadron

Ø In CLVisc simulations of 7 TeV O+O collisions, the 
centrality denpendence of charged mult ipl icity is 
q u a n t i t a t i v e l y  d i f f e r e n t  f o r  4 - �  s t r u c t u r e . 

21C.Ding, LG. Pang, S. Zhang and YG Ma,  CPC 47 024105  



The flow differences with alpha cluster in O16
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Nucleon-Nuclon correlations 

Sample nucleons:
not only the single nucleon distribution,
but also the two-nucleon relative-
distance distribution
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With YuJing Huang and Xin-Nian Wang, in preparation 



The sampled results

The two nucleon 
distributions have 
small difference
at short ∆�

Visually no difference for initial 
energy density distribution
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The single nucleon
distributions keep
the same.



The effect on flow fluctuations (ini state)
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Small but visible difference in the 
geometric eccentricity fluctuations at 
initial state.

The v3 to v2 ratio puzzle for ultra 
central collisions is solved partially 
by two nucleon distribution. 

See also G. S. Denicol, C. Gale, S. Jeon, J. F. 
Paquet and B. Schenke, arXiv:1406.7792.



Effect of 2-nucleon dist. on final state obs.

No visible difference is observed 
using traditional observables.
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Using a deep neural network

Ø PointCloud for event-by-event 
classification and traditional multi-
event mixing method fail!

Ø PointCloud Network + Self-
attention + Statistical information of 
latent features in  high dimensional 
space succeed.

Ø The classification accuracy is 
highest for central collisions using 
deep neural network! 27



Features learned by the network
Ø Interpretable ML can provide some inspiration 

what has been learned by the deep neural 
network

Ø By prediction difference analysis (through 
feature masking), we select most important 
features and visualize events and particles  that 
maximizes these features.

Ø What deep learning tells us:

l Low pt particles are important 

l Particles at large rapidity are important 

l Particle ratios are important

28



Summary
ØDL is good at solving inverse problems in HIC  to extract the nuclear structure 

ØUsing the (v2, mult ipl icity) plot, deep learning can predict the absolute values of 
nuclear deformation factors

ØUsing multi-event mixing ,  the network can identify the alpha cluster in O using AMPT 
simulations of O+O coll isions

ØCLVisc simulations show that 4-alpha in O leads to different centrality dependencies 
of charged multipl icity and anisotropic f lows

Ø Two nucleon distribution is hard to identify using HIC. 

Ø The DL method tells:

1. Stat ist ical  information of high dimensional latent features are important for c lassi f icat ion
2. NN correlat ion signals are stronger in central  col l is ions
3. Look for part ic les(or their  rat io) at  smal l  pt  and large rapidi ty
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