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Inclusive DIS at a large momentum transfer: Q ≫ ΛQCD
• dominated by the scattering of the lepton 

off an active quark/parton 

• not sensitive to the dynamics at a hadronic 
scale ~ 1/fm 

• collinear factorization:  
 

• overall corrections suppressed by 

σ ∝ H(Q) ⊗ fi/P(x, μ2)

1/Qn

• indirectly “see” quarks, gluons and their 
dynamics 

• predictive power relies on  
— precision of the probe 
— universality of  fi/P(x, μ2)

Lepton-Hadron Deep Inelastic Scattering

Modern “Rutherford” experiment.
1 Introduction

Two regimes of ep scattering are distinguished by the virtuality of the exchanged photon
between the electron and proton, which is defined using the square of the four-momentum
difference between the incoming and scattered electron as: Q2 ⌘ �q2 = �(k� k0)2. Neutral
current deep inelastic scattering (NC DIS) occurs at large virtualities (Q2 � 1GeV2) of
the exchanged photon which, at leading order, strikes a single quark within the proton.
Photoproduction (�p) processes occur for quasi-real exchanged photons (Q2 . 1GeV2), and
are further sub-divided into two categories at leading order: direct and resolved. In direct
processes, the photon couples directly to a quark as in DIS. Resolved processes occur when
the photon fluctuates non-perturbatively into partons, which then scatter with one or more
partons in the proton. The DIS and resolved photoproduction regimes are illustrated in
Fig. 1.

(a) Neutral current deep inelastic scattering. (b) Resolved photoproduction.

Figure 1: Schematic illustration of initial scattering in (a) deep inelastic scattering and (b)
an example of resolved photoproduction. The electron beam is represented by the lines with
arrows. The partonic contents of the proton and photon are represented as large and small
pale circles, respectively. The exchanged photon is shown as a wavy line. Quarks are shown
as spheres while gluons are shown in gold.

A wide variety of measurements in heavy-ion collisions [1–6] indicates the formation of a
new state of quantum chromodynamics (QCD) matter in local thermal equilibrium, the so-
called quark-gluon plasma (QGP). One of the key observables of the QGP is the collective
behaviour of final-state particles. Recent measurements from colliding systems such as p+p,
p+ A, and photo-nuclear A+ A suggest that a QGP may even form in systems previously
thought too small to attain thermal equilibrium [7–14]. The deep inelastic scattering of
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PDFs at small values of x, the W-boson asymmetry data at
large rapidities generally provide stronger constraints on
PDFs at large x values.

IV. RESULTS

In this section, we present the results of our global QCD
analysis. The quality of the fit to the data is illustrated in
Fig. 1, where the inclusive proton F2 structure functions
from BCDMS [81], SLAC [82], NMC [83] and HERMES
[86] are compared with the CJ15 NLO fit as a function of
Q2 at approximately constant values of x. In Fig. 2, the
Jefferson Lab Fp

2 data from the E00-116 experiment in
Hall C [87] are compared with the CJ15 results at fixed

scattering angles, with x increasing with Q2. The more
recent data from the BONuS experiment at Jefferson Lab
[21] on the ratio of neutron to deuteron structure functions,
Fn
2=F

d
2 , are shown in Fig. 3. Overall the agreement between

the theory and data, over several decades of Q2 and x, is
excellent.
The uncertainties on the observables in Figs. 1–3 (and on

the PDFs throughout this paper, unless otherwise noted) are
computed using Hessian error propagation, as outlined in
Ref. [14], with Δχ2 ¼ 2.71, which corresponds to a
90% confidence level (C.L.) in the ideal Gaussian statistics.
The corresponding χ2 values for each of the data sets in
Figs. 1–3, and all other data used in the fits, are listed in
Table I. As well as the main NLO fit, we also include the χ2

FIG. 1. Comparison of proton Fp
2 structure function data from BCDMS [81], SLAC [82], NMC [83] and HERMES [86] with the CJ15

fit, as a function of Q2 for approximately constant x. The data have been scaled by a factor 2i, from i ¼ 0 for x ¼ 0.85 to i ¼ 20 for
x ¼ 0.005, and the PDF uncertainties correspond to a 90% C.L.
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values for several alternate fits, with different combinations
of theory and data (see below), and an LO fit. For the
central NLO fit, the total χ2 is ≈4700 for 4542 points, or
χ2=datum ¼ 1.04, which is similar to our previous CJ12
analysis [14], even though that fit was to some 500 fewer
points. While the various NLO fits give qualitatively similar
χ2 values, the χ2=datum for the LO fit (∼1.3) is markedly
worse.

A. CJ15 PDFs

The CJ15 PDFs themselves are displayed in Fig. 4 at a
scale of Q2 ¼ 10 GeV2 for the u, d, d̄þ ū, d̄ − ū and s
distributions, and the gluon distribution scaled by a factor
1=10. The central CJ15 PDFs are determined using the
AV18 deuteron wave function and the nucleon off-shell
parametrization in Eq. (15). The parameter values and their
1σ errors for the leading-twist distributions at the input
scale Q2

0 are given in Table II, with the parameters that are
listed without errors fixed by sum rules or other constraints.
(To avoid rounding errors when using these values in
numerical calculations, we give each of the parameter
values and their uncertainties to five significant figures.)
The strange quark PDF is assumed in this analysis to be

proportional to the light antiquark sea in the ratio κ ¼ 0.4
[see Eq. (4)]. To test the sensitivity of our fit to the specific
value of κ, we repeated the analysis varying the strange to
nonstrange quark ratio between 0.3 and 0.5. Within this
range the total χ2 spans between 4704 (κ ¼ 0.3) and 4711
(κ ¼ 0.5), indicating a very weak dependence on κ. This is
not surprising given that our analysis does not include any
data sets that are particularly sensitive to the strange-
quark PDF.

FIG. 2. Comparison of the proton Fp
2 structure function data

from the E00-116 experiment in Jefferson Lab (JLab) Hall C [87]
with the CJ15 fit, as a function of Q2 for fixed scattering angle θ,
with the corresponding x ranges indicated. The data have been
scaled by a factor 2i, from i ¼ 0 for θ ¼ 38° to i ¼ 5 for θ ¼ 70°,
and the PDF uncertainties correspond to a 90% C.L.

FIG. 3. Comparison of the Fn
2=F

d
2 structure function ratio from

the BONuS experiment in Jefferson Lab (JLab) Hall B [21] with
the CJ15 fit, as a function of the invariant mass W2 for fixed Q2,
with the corresponding x ranges indicated (note x decreases with
increasing W2). The data have been scaled by a factor 2i, from
i ¼ 0 for Q2 ¼ 4.0 GeV2 to i ¼ 5 for Q2 ¼ 1.7 GeV2, and the
PDF uncertainties correspond to a 90% C.L.

FIG. 4. Comparison of CJ15 PDFs xfðx;Q2Þ for different
flavors (f ¼ u, d, d̄þ ū, d̄ − ū, s and g=10) at a scale
Q2 ¼ 10 GeV2, with 90% C.L. uncertainty bands. Note the
combined logarithimic/linear scale along the x-axis.
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Fig. 80 The combined HERA data for inclusive CC e+ p and e− p
reduced cross sections at

√
s = 318 GeV with overlaid predictions of

HERAPDF2.0 NNLO. The bands represent the total uncertainty on the
predictions
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Fig. 81 The combined HERA data for the inclusive NC e+ p and e− p
reduced cross sections together with fixed-target data [107,108] and
the predictions of HERAPDF2.0 NLO. The bands represent the total
uncertainties on the predictions. Dashed lines indicate extrapolation
into kinematic regions not included in the fit
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Fig. 82 The combined HERA data for the inclusive NC e+ p and e− p
reduced cross sections together with fixed-target data [107,108] and
the predictions of HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dashed lines indicate extrapolation
into kinematic regions not included in the fit
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Fig. 83 The structure function F̃2 as extracted from the measured
reduced cross sections for four values of Q2 together with the predic-
tions of HERAPDF2.0 NLO. The bands represent the total uncertainty
on the predictions
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PDFs at small values of x, the W-boson asymmetry data at
large rapidities generally provide stronger constraints on
PDFs at large x values.

IV. RESULTS

In this section, we present the results of our global QCD
analysis. The quality of the fit to the data is illustrated in
Fig. 1, where the inclusive proton F2 structure functions
from BCDMS [81], SLAC [82], NMC [83] and HERMES
[86] are compared with the CJ15 NLO fit as a function of
Q2 at approximately constant values of x. In Fig. 2, the
Jefferson Lab Fp

2 data from the E00-116 experiment in
Hall C [87] are compared with the CJ15 results at fixed

scattering angles, with x increasing with Q2. The more
recent data from the BONuS experiment at Jefferson Lab
[21] on the ratio of neutron to deuteron structure functions,
Fn
2=F

d
2 , are shown in Fig. 3. Overall the agreement between

the theory and data, over several decades of Q2 and x, is
excellent.
The uncertainties on the observables in Figs. 1–3 (and on

the PDFs throughout this paper, unless otherwise noted) are
computed using Hessian error propagation, as outlined in
Ref. [14], with Δχ2 ¼ 2.71, which corresponds to a
90% confidence level (C.L.) in the ideal Gaussian statistics.
The corresponding χ2 values for each of the data sets in
Figs. 1–3, and all other data used in the fits, are listed in
Table I. As well as the main NLO fit, we also include the χ2

FIG. 1. Comparison of proton Fp
2 structure function data from BCDMS [81], SLAC [82], NMC [83] and HERMES [86] with the CJ15

fit, as a function of Q2 for approximately constant x. The data have been scaled by a factor 2i, from i ¼ 0 for x ¼ 0.85 to i ¼ 20 for
x ¼ 0.005, and the PDF uncertainties correspond to a 90% C.L.
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values for several alternate fits, with different combinations
of theory and data (see below), and an LO fit. For the
central NLO fit, the total χ2 is ≈4700 for 4542 points, or
χ2=datum ¼ 1.04, which is similar to our previous CJ12
analysis [14], even though that fit was to some 500 fewer
points. While the various NLO fits give qualitatively similar
χ2 values, the χ2=datum for the LO fit (∼1.3) is markedly
worse.

A. CJ15 PDFs

The CJ15 PDFs themselves are displayed in Fig. 4 at a
scale of Q2 ¼ 10 GeV2 for the u, d, d̄þ ū, d̄ − ū and s
distributions, and the gluon distribution scaled by a factor
1=10. The central CJ15 PDFs are determined using the
AV18 deuteron wave function and the nucleon off-shell
parametrization in Eq. (15). The parameter values and their
1σ errors for the leading-twist distributions at the input
scale Q2

0 are given in Table II, with the parameters that are
listed without errors fixed by sum rules or other constraints.
(To avoid rounding errors when using these values in
numerical calculations, we give each of the parameter
values and their uncertainties to five significant figures.)
The strange quark PDF is assumed in this analysis to be

proportional to the light antiquark sea in the ratio κ ¼ 0.4
[see Eq. (4)]. To test the sensitivity of our fit to the specific
value of κ, we repeated the analysis varying the strange to
nonstrange quark ratio between 0.3 and 0.5. Within this
range the total χ2 spans between 4704 (κ ¼ 0.3) and 4711
(κ ¼ 0.5), indicating a very weak dependence on κ. This is
not surprising given that our analysis does not include any
data sets that are particularly sensitive to the strange-
quark PDF.

FIG. 2. Comparison of the proton Fp
2 structure function data

from the E00-116 experiment in Jefferson Lab (JLab) Hall C [87]
with the CJ15 fit, as a function of Q2 for fixed scattering angle θ,
with the corresponding x ranges indicated. The data have been
scaled by a factor 2i, from i ¼ 0 for θ ¼ 38° to i ¼ 5 for θ ¼ 70°,
and the PDF uncertainties correspond to a 90% C.L.

FIG. 3. Comparison of the Fn
2=F

d
2 structure function ratio from

the BONuS experiment in Jefferson Lab (JLab) Hall B [21] with
the CJ15 fit, as a function of the invariant mass W2 for fixed Q2,
with the corresponding x ranges indicated (note x decreases with
increasing W2). The data have been scaled by a factor 2i, from
i ¼ 0 for Q2 ¼ 4.0 GeV2 to i ¼ 5 for Q2 ¼ 1.7 GeV2, and the
PDF uncertainties correspond to a 90% C.L.

FIG. 4. Comparison of CJ15 PDFs xfðx;Q2Þ for different
flavors (f ¼ u, d, d̄þ ū, d̄ − ū, s and g=10) at a scale
Q2 ¼ 10 GeV2, with 90% C.L. uncertainty bands. Note the
combined logarithimic/linear scale along the x-axis.
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Fig. 80 The combined HERA data for inclusive CC e+ p and e− p
reduced cross sections at

√
s = 318 GeV with overlaid predictions of

HERAPDF2.0 NNLO. The bands represent the total uncertainty on the
predictions
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Fig. 81 The combined HERA data for the inclusive NC e+ p and e− p
reduced cross sections together with fixed-target data [107,108] and
the predictions of HERAPDF2.0 NLO. The bands represent the total
uncertainties on the predictions. Dashed lines indicate extrapolation
into kinematic regions not included in the fit
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Fig. 82 The combined HERA data for the inclusive NC e+ p and e− p
reduced cross sections together with fixed-target data [107,108] and
the predictions of HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dashed lines indicate extrapolation
into kinematic regions not included in the fit
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Fig. 83 The structure function F̃2 as extracted from the measured
reduced cross sections for four values of Q2 together with the predic-
tions of HERAPDF2.0 NLO. The bands represent the total uncertainty
on the predictions
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A successful story of QCD, factorization and evolution!

10 18. Structure Functions
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Figure 1: MSHT20 NNLO PDFs atQ2 = 10 GeV2 andQ2 = 104 GeV2, with associated 68% confidence-
level uncertainty bands.

consider: CMS 13 TeV data on W + c production [29], which tests predictions particularly

dependent on the strange quark; the ratios of Z and tt̄ cross sections at 8 TeV and 13 TeV

at ATLAS [30]; the CMS measurements of single-top production [31, 32]; the potential impact

of LHCb exclusive J/ production data [33, 34], as accounted for in the analysis of [35], and

LHCb data on D meson production [33, 36, 37], as accounted for in the analysis of [38]. In

Section 11 we compare our MSHT PDFs with those of the other most recent global analyses of

PDFs – NNPDF3.1 [2] and CT18 [3], and also with older sets of PDFs of other collaborations.

In Section 12 we summarise the availability of the MSHT20 PDF sets and their delivery. In

Section 13 we present our conclusions.

2 Changes in the theoretical procedures

As in the case of MMHT14, we present PDF sets at LO, NLO and NNLO in ↵S. In the latter

case we use the splitting functions calculated in [39, 40] and for structure function data, the

massless coe�cient functions calculated in [41–46]. There are however, a significant number

of changes in our theoretical description of the data, compared to that used in the MMHT14

analysis. We present these in this section, and when appropriate we also mention some of the

main e↵ects on the PDFs resulting from these improvements.

2.1 Input distributions

In MMHT14 we began to use parameterisations for the input distributions based on Chebyshev

polynomials. Following the detailed study in [47], we take for most PDFs a parameterisation
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of LHCb exclusive J/ production data [33, 34], as accounted for in the analysis of [35], and

LHCb data on D meson production [33, 36, 37], as accounted for in the analysis of [38]. In

Section 11 we compare our MSHT PDFs with those of the other most recent global analyses of

PDFs – NNPDF3.1 [2] and CT18 [3], and also with older sets of PDFs of other collaborations.

In Section 12 we summarise the availability of the MSHT20 PDF sets and their delivery. In

Section 13 we present our conclusions.

2 Changes in the theoretical procedures

As in the case of MMHT14, we present PDF sets at LO, NLO and NNLO in ↵S. In the latter

case we use the splitting functions calculated in [39, 40] and for structure function data, the

massless coe�cient functions calculated in [41–46]. There are however, a significant number

of changes in our theoretical description of the data, compared to that used in the MMHT14

analysis. We present these in this section, and when appropriate we also mention some of the

main e↵ects on the PDFs resulting from these improvements.

2.1 Input distributions

In MMHT14 we began to use parameterisations for the input distributions based on Chebyshev

polynomials. Following the detailed study in [47], we take for most PDFs a parameterisation
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Figure 18.4: The bands are x times the unpolarized parton distributions f(x) (where f =
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Proton spin puzzle
Quark spin only contributes a small 
fraction to the nucleon spin.
J. Ashman et al., PLB 206, 364 (1988); NP B328, 1 (1989).

Spin decomposition

JAM Collaboration, PR D 93, 074005 (2016).

Lattice QCD 
(kinetic decomposition)

χQCD Collaboration,  
PR D 91, 014505 (2015).

5

~ 0.3

=

JAM15

JAM17: ΔΣ = 0.36 ± 0.09

JAM Collaboration, PRL 119, 132001 (2017).

Gluon spin from LQCD: Sg = 0.251(47)(16) 

50% of total proton spin
Y.-B. Yang et al. (χQCD Collaboration), PRL 118, 102001 (2017).

Nucleon Spin Structure
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Semi-inclusive DIS: a final state hadron (Ph) is identified

• enable us to explore the emergence of color 
neutral hadrons from colored quarks/gluons 

• flavor dependence by selecting different 
types of observed hadrons: pions, kaons, … 

• a large momentum transfer Q provides a 
short-distance probe 

• an additional and adjustable momentum scale 

• multidimensional imaging of the nucleon

Semi-inclusive Deep Inelastic Scattering

Ph

l'

X
P

q

l

PhT
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Figure 8: Sketch, not to-scale, of kinematical regions of SIDIS in terms of the produced
hadron’s Breit frame rapidity and transverse momentum. In each region, the type of sup-
pression factors that give factorization are shown. (The exact size and shape of each region
may be very different from what is shown and depends on quantities like Q and the hadron
masses.) In the Breit frame, according to Eq. (9.7), partons in the handbag configura-
tion are centered on y ⇡ 0 if �k

2

i
⇡ k

2

f
= O

�
m

2
�
. The shaded regions in the sketch are

shifted somewhat toward the target rapidity yP,b (the vertical dashed line) to account for
the behavior of Eq. (9.1) when zN and xN are small.

R1 ⇡ 0.8 for kaons. If R1 ⇡ 0.8 is taken to be large, then confidence that one is in the
current region deteriorates. The flavor of the final state hadron has little effect on the
transverse momentum hardness, R2, from Eq. (8.16). From Fig. 11 (a) and Fig. 11 (c) flavor
dependence is only noticeable at low Q and even then the effect is small. To summarize,
the produced hadron mass affects collinearity R1 significantly, but does not appear to be a
primary factor in determining transverse hardness R2.

Within a specific example, collinearity R1 and transverse hardness R2 have helped us
to map out the current kinematic region (small R1) and to separate the "small" from the
"large" transverse momentum regions (small R2 vs large R2). The former will reasonably
correspond to a region where we expect TMD factorization to apply, while for the latter
a collinear factorization will be appropriate. At this stage, one might wonder whether
a LO calculation could be enough or whether higher order perturbative corrections are
necessary. This is where R3 comes into the game: large R3 coupled with large R2 signal a
large qT region where presumably higher order pQCD corrections are relevant, while small

– 27 –

Sketch of kinematic regions of the produced hadron

[Figure from JHEP10(2019)122] is defined in the photon-hadron framePhT

SIDIS Kinematic Regions

= PhT /z

PhT ∼ Q

PhT ≪ Q

σ ∼ H(Q, PhT) ⊗ fi/P(x) ⊗ Dj→h(z)

σ ∼ H(Q) ⊗ fi/P(x, kT) ⊗ Dj→h(z, pT)
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Lepton Scattering: An Ideal Tool

[Figure credit: Weizhi Xiong]

[Figure from X.Y. Zhao]

Need polarized electron-ion collider
• High luminosity: 102 ~ 103 × HERA lumi. 
• High polarization: both electron and ion beams 
• Large acceptance: nearly full detector coverage

Modern “Rutherford Scattering” Experiment
• Start from unpolarized fixed targets 
• Extended unpolarized collider experiments 
• and polarized fixed-target experiments
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HIAF in Huizhou (惠州)
HIAF in Huizhou city, Guangdong Province

under construction

High Intensity heavy-ion Accelerator Facility
• a national facility on nuclear physics, atomic 

physics, heavy-ion applications … 
• open to scientists all over the world 
• provide intense beams of primary and 

radioactive ions 
• beam commissioning is planned in 2025

Huizhou
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Electron-ion Collider in China

Electron Ion Collider in China

HIAF + HIAF-U

EicC • Based on HIAF

• energy in c.m.: 15 ~ 20 GeV 
• luminosity: ≳ 2 × 1033 cm-2 . s-1 
• electron beam: 3.5 GeV, polarization ~ 80% 
• proton beam: 20 GeV, polarization ~ 70% 
• other available polarized ion beams: d, 3He++ 
• available unpolarized ion beams: 7Li3+, 12C6+, 40Ca20+, 197Au79+, 208Pb82+, 238U92+

[Figure by EicC Accelerator WG]



Tianbo Liu 11

Complementary Kinematic Coverage

R.G. Milner and R. Ent, Visualizing the proton 2022 

gluon 
dominates

sea quarks
+ gluons

valence 
dominates

EicC is optimized to systematically explore the gluon 
and sea quarks in moderate x regime 
At a crucial place between JLab and EIC-US

[Figure from EicC White paper]
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Structure Functions of SIDIS

SIDIS differential cross section
in terms of 18 structure functions 

A: lepton polarization 
B: nucleon polarization 
C: virtual photon polarization

dσ
dxB dy dz dP2

hT dϕh dϕS

=
α2

xByQ2

y2

2(1 − ϵ) (1 +
γ2

2xB )
× {FUU,T+ϵFUU,L+ 2ϵ(1 + ϵ)Fcos ϕh

UU cos ϕh + ϵFcos 2ϕh
UU cos 2ϕh+λe 2ϵ(1 − ϵ)Fsin ϕh

LU sin ϕh

+SL [ 2ϵ(1 + ϵ)Fsin ϕh
UL sin ϕh + ϵFsin 2ϕh

UL sin 2ϕh]+λeSL [ 1 − ϵ2FLL+ 2ϵ(1 − ϵ)Fcos ϕh
LL cos ϕh]

+ST [(Fsin(ϕh − ϕS)
UT,T +ϵFsin(ϕh − ϕS)

UT,L ) sin (ϕh − ϕS) + ϵFsin(ϕh + ϕS)
UT sin (ϕh + ϕS)

+ϵFsin(3ϕh − ϕS)
UT sin (3ϕh − ϕS) + 2ϵ(1 + ϵ)Fsin ϕS

UT sin ϕS + 2ϵ(1 + ϵ)Fsin(2ϕh − ϕS)
UT sin (2ϕh − ϕS)]

+λeST [ 1 − ϵ2Fcos(ϕh − ϕS)
LT cos (ϕh − ϕS)

+ 2ϵ(1 − ϵ)Fcos ϕS
LT cos ϕS + 2ϵ(1 − ϵ)Fcos(2ϕh − ϕS)

LT cos (2ϕh − ϕS)]}

FAB,C(xB, z, P2
hT, Q2)
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Leading Twist TMDs

13

Quark Polarization
U L T

U

L

T

_

_

_

_

_

__

f1

g1L

g1T

h1

h1L

h1

h1T

f1T
⊥

⊥

⊥

⊥

unpolarized

helicity
longi-transversity 

(worm-gear)

trans-helicity 
(worm-gear)

transversity

pretzelosity
Sivers

Boer-Mulders



Tianbo Liu 14

EicC Impact Studies

Baseline:  
An independent global analysis of world SIDIS and e+e- data 
within the TMD factorization and evolution 
Uncertainty estimation using MC replicas

EicC pseudo data: 
50 fb-1: 3.5 GeV e × 20 GeV p 
50 fb-1: 3.5 GeV e × 40 GeV 3He 
p and 3He pol.: 70% 
electron pol: 80%

Observables (examples):  
Transverse single spin asymmetry   
Transverse single spin asymmetry   
Longitudinal-transverse double spin asymmetry  

Asin(ϕh−ϕS)
UT ⇒ f⊥

1T
Asin(ϕh+ϕS)

UT ⇒ h1

Acos(ϕh−ϕS)
LT ⇒ g⊥

1T
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TMD Evolution
Evolution equations

-prescriptionζ

J
H
E
P
0
6
(
2
0
2
0
)
1
3
7

Figure 2. In the (ζ, µ) plane we show the force-lines of the TMD evolution field E at different values
of b (in grey, with arrows). The thick continuous gray lines are null-evolution (equipotential) lines.
Red lines are the equipotential lines that define the saddle point. The red line which crosses each
panel from left to right is the special evolution curve where the TMD are defined. The blue dashed
lines in each plot correspond to the final scale choice (µf , ζf ) for typical experimental measurements.
The black points indicate the initial evolution scales for Q = 5, 91 and 150 GeV cases. Black dashed
lines with arrows are paths of evolution implemented in eq. (2.73).

to any point of ζi = ζQ(b). In figure 2 this path is visualized by black-dashed lines. The

resulting expression for the evolved TMD distributions is exceptionally simple

F (x, b;Q,Q2) =

(
Q2

ζQ(b)

)−D(b,Q)

F (x, b). (2.73)

We recall that this expression is same for all (quark) TMDPDFs and TMDFF. Substitut-

ing (2.73) into the definition of structure functions W we obtain,

W f
f1f1

(Q, qT ;x1, x2) = |CV (−Q2, Q2)|2 (2.74)

×
∫ ∞

0
db bJ0(bqT )f1,f←h(x1, b)f1,f̄←h(x2, b)

(
Q2

ζQ(b)

)−2D(b,Q)

,

W f
f1D1

(Q, qT ;xS , zS) = |CV (Q
2, Q2)|2 (2.75)

×
∫ ∞

0
db bJ0(bqT )f1,f←h(xS , b)D1,f→h(zS , b)

(
Q2

ζQ(b)

)−2D(b,Q)

.

These are the final expressions used to extract the NP functions.

The simplicity of expressions (2.74), (2.75) is also accompanied by a good convergence

of the cross section. In figure 3 we show the comparison of curves for DY and SIDIS

cross-section at typical energies. In the plot the TMD distributions and the NP part of

the evolution are held fixed while the perturbative orders are changed. The perturbative

series converges very well, and the difference between NNLO and N3LO factorization is of

order of percents. This is an additional positive aspect of the ζ-prescription, which is due

to fact that all perturbative series are evaluated at µ = Q.
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μ2 dF(x, b; μ2, ζ)
dμ2

=
γF(μ, ζ)

2
F(x, b; μ2, ζ)

ζ
dF(x, b; μ2, ζ)

dζ
= − 𝒟(μ, b)F(x, b; μ2, ζ)

−ζ
dγF(μ, ζ)

dζ
= μ

d𝒟(μ, b)
dμ

= Γcusp(μ)

γF(μ, ζ) = Γcusp(μ) ln
μ2

ζ
− γV(μ)

F (x, b; μf , ζf) = exp [∫P (γF(μ, ζ)
dμ
μ

− 𝒟(μ, b)
dζ
ζ )] F (x, b; μi, ζi)

F (x, b; Q, Q2) = ( Q2

ζQ(b) )
−𝒟(Q,b)

F(x, b), μ2
f = ζf = Q2

equipotential lines:
d ln ζμ(μ, b)

d ln μ2
=

γF (μ, ζμ(μ, b))
2𝒟(μ, b)

𝒟 (μ0, b) = 0, γF (μ0, ζμ (μ0, b)) = 0
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Transverse single spin asymmetry observed in experiments

DENNIS SIVERS 

FIG. 1 .  (a) Data from Ref. 19 on ppr+.rrOX at p,,,=24 
GeV/c, x F E  (0,O. 1 ) .  (b) Data from Ref. 20 on a-p  - 7 i . O ~  at 
p,,,=40 GeV/c, xF=O.O The curve is from Eq. (2.19) with 
¤=O.  1 .  

Even when such ratios are not unity the form of (2.13) 
suggests that they should depend only weakly on angles. 

For the full range of kinematics, we should have the 
isospin invariant 

It is interesting to confront the simplest version of 
these ideas with existing data. An experiment from 
CERN on pp + TOX at 24 GeV/c (Ref. 19) and an exper- 

FIG. 2. The estimate (2.19) with ~ = 0 . 1  is applied to 
pp r -faox at plabr200 GeV/c. 

iment from Serpukhov on a-p-rOx at 40 GeV/c (Ref. 
20) are shown in Figs. l(a) and l(b). Although these data 
are not in a region where the QCD cross section (2.1) can 
be considered to give a good fit to the spin-averaged dis- 
tribution we have gone ahead and used (2.19) in its most 
naive form to estimate the size of ( E )  needed to charac- 
terize the experimental results. Curves are shown for 
E=O. 1. Although we do not necessarily have a good fit 
to the data, this simple exercise provides a starting point 
for predicting asymmetries at higher transverse momen- 
tum. For comparison, this same value of E is used in 
(2.19) to estimate the asymmetry for ppr -T'X at small 
x, for 6 =20 GeV and pT=2-6  GeV/c. The curve is 
shown in Fig. 2. This experiment should be done in the 
near future. 

There is room for theoretical work to explore the con- 
nection between (2.13) and the generalization of (2.4) ad- 
vocated in Refs. 17 and 18. 
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APPENDIX: 2 + 2 KINEMATICS 
WITH A TRANSVERSE SHIFT 

We will use a simplified approach to the kinematics of 
the hard-scattering QCD model to demonstrate how the 
information from the A ~ G  ( ~ , k ~ ; ~ ~ )  is transmitted to the 
observable asymmetry at large transverse momentum. 
We will consider the process ab-+cd with all "partons" 
massless and on mass shell. The four-momenta will be 
parametrized: 
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parametrized: 

Data: J. Antille et al., Phys. Lett B94 (1980) 523. Data: 7th Symposium on High Energy Spin Physics (1986).

D. Sivers proposed to explain such SSA a new distribution function
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mechanisms have not heretofore been explicitly de- 
scribed. 

The important theoretical question which appears 
when confronting transverse spins in QCD is one of or- 
ganizing the calculation in such a way that the appropri- 
ate dynamics are displayed. The proposal we wish to 
consider here involves the complete neglect of the mecha- 
nism of Ref. 10, at least for jets or hadrons involving only 
light quarks or gluons. Instead we start from the formu- 
lation of the hard-scattering model which includes the 
transverse momentum of the constituents: 

This formulation of the QCD-hard-scattering model has 
been discussed elsewhere.12 It has been used, for exam- 
ple, to discuss the longitudinal structure function of the 
proton.'3 The relevance of the transverse momentum for 
the asymmetry ( 1 . 1 )  can be seen from the venerable 
Chou-YangI4 model of the constituent structure of a 
transversely polarized proton. If we assume a correlation 
between the spin of the proton and the orbital motion of 
its constituents, Chou and Yang showed the existence of 
a nontrivial A N  in elastic scattering. The coherent dy- 
namics which correlates the spin of the proton with the 
orbital angular momentum of the quarks and gluons can 
also produce a constituent-level asymmetry in transverse 
momentum: 

It is important to realize that the incoherent scattering of 
these asymmetrically distributed constituents can lead to 

the observable asymmetries of ( 1 . 1 )  because of the 
kinematical dependence of the underlying hard processes 
on kT. In this approach the "trigger-bias" of the QCD 
hard-scattering model translates the orbital motion of the 
quarks and gluons into observable asymmetries at large 
pT.  We give a simple illustration of the kinematics in the 
Appendix which demonstrates how they produce an 
asymptotic behavior 

indicative of a higher-twist effect. 
We attempt no proof that this mechanism provides the 

only "higher-twist" dynamics associated with single-spin 
asymmetries in QCD. Instead the assumption that other 
types of coherent effects might vanish here forms the sim- 
plifying hypothesis of a prospective model. The model 
predicts several types of regularities which can be looked 
for in future experiments. If these regularities are ob- 
served, then we have constrained other, more exotic, 
types of spin-dependent effects. We will discuss these 
predictions in Sec. 111. 

Although the asymmetries calculated in this way fall as 
1 /pT  they need not be considered proportional to a quark 
mass nor are they suppressed by powers of a, once the 
spin-dependent effects are absorbed into the distribution 
(1.3). Simple estimates suggest, therefore, that the magni- 
tude of the asymmetry can be compatible with effects ob- 
served in existing experimental data. 

11. THE HARD-SCATTERING MODEL 
AND TRANSVERSE SPIN 

The idea that there exists a regime where quantum 
chromodynamic processes can be calculated perturbative- 
ly has led to the formulation of a QCD-based parton 
model for the production of hadrons at large transverse 
momentum. For the process pp -+d, the familiar ex- 
pression for the invariant cross section at large transverse 
momentum isI5 

d 3 u  1 dxc 
E ,  7 ( p p - + ~ ~ ) =  - 2 J d x a  J d x b  J ~ G ~ ~ , ( X ~ ; ~ ~ ~ G ~ ~ , ( X ~ ; P ~ ) D ~ / ~ ( X ~ ; ~ ~ )  

Cf PT IT ab-cd X c 

1+0 - , I 1 - 1 1  
where constituent masses are neglected and we have made the kinematic approximation 

- x ,  X b  S=xaxbS ,  t  =-t ,  i i = - u  . 
x  " x  c 

For the single-spin transverse asymmetry 

d u ( p p T  - - + ~ X ) - d u ( p p ~  
d o ( p p r  -+~XiXI+do(pp~  -+ITXI ' 

it has been ~ u ~ ~ e s t e d ' ~ ~ ' ~  that the expression (2.1) can be generalized to give 

Sivers function D. Sivers, Phys. Rev. D 41 (1990) 83.

However it was soon shown this function was T-odd and prohibited by QCD
J. Collins, Nucl. Phys. B 396 (1993) 161.

For the next decade, the “Sivers effect” was thought to vanish.
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the Wilson line appears to have no influence on physical observables [54-57]. In SIDIS and
Drell–Yan, the di↵erence between the Wilson line consists in a simple direction reversal
and leads to calculable e↵ects, namely a simple sign reversal of all T-odd TMDs [22].

In more complex processes, such as proton-proton collisions into hadrons, it was
initially proposed to introduce more intricate gauge links [58-60], but it seems now that
it becomes even impossible to disentangle them [61].

Gauge link for TMDs
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Fig. 11. – Path of the gauge link for semi-inclusive DIS.

Similarly to standard collinear PDFs, it is essential to define TMDs in a formally clear
way, through the proof of factorization theorems. TMDs appear when factorizing semi-
inclusive processes. For instance, while totally inclusive DIS can be described introducing
collinear PDFs, TMDs appear in semi-inclusive DIS if the transverse momentum of one
outgoing hadron, Ph?, is measured.

Dealing with semi-inclusive processes pushes the di�culty of proving factorization
theorems to a higher level of complications. TMD factorization is in fact a challenging
arena where many of the simplifications used in collinear factorization cannot be applied.
Nevertheless, factorization for semi-inclusive DIS has been worked out explicitly at lead-
ing twist (twist 2) and one-loop order [6, 12, 62,63]. For instance, the structure function
FUU,T in the region P

2
h? ⌧ Q

2 can be expressed as

FUU,T =
��H

�
x⇣

1/2
, z
�1

⇣
1/2
h , µF

���2
X

a

x e
2
a

Z
d2pT d2kT

⇥ �
(2)

�
pT � kT � Ph?/z

�
f

a
1 (x, p

2
T ; ⇣, µF ) D

a
1(z, k

2
T ; ⇣h, µF ).(151)

The formula contains the (calculable) hard scattering factor H and the transverse-
momentum-dependent PDFs and fragmentation functions. Following Refs. [6, 63], there
is no “soft factor” in the above formula. The soft factor can be introduced to absorb
infrared soft divergences. In this alternative definition, these divergences are absorbed
already in the TMDs.

According to TMD factorization, TMDs depend also on a cuto↵ ⇣. This cuto↵ is used
to regulate light-cone or rapidity divergences. As we mentioned in the DIS discussion,
these divergences cancel in inclusive DIS thanks to the summation of virtual and real
diagrams and the integration over transverse momentum, similarly to soft divergences.
In semi-inclusive DIS, they do not cancel. Various ways to deal with these divergences
have been proposed [5, 12,62,64].

TMD evolution is di↵erent from that of standard PDFs and takes into account
how TMD shape is influenced by the radiation of infinitely many gluons (transverse-
momentum resummation) [65]. What needs to be obtained from data is the nonpertur-
bative part of the functions (i.e., what cannot be computed with perturbative QCD).
Fig. 12 (from [63]) shows the e↵ect of TMD evolution on the distribution of up quarks

Until an explicit model calculation showing …

nonzero Sivers effects exist at leading twist 
due to final-state interactions

S.J. Brodsky, D.S. Hwang, I. Schmidt, Phys. Lett. B 530 (2002) 99.

TMDS AT WORK 35

By comparing the result with Eq. (71) and after fixing all small mistakes in the above,
you should be able to identify the structure functions corresponding to Eqs. (126), (135),
and (141).

10. – Beyond the parton model

A first important di↵erence between TMDs and PDFs when we also start taking glu-
ons into account is in the shape of the gauge link. The proper gauge invariant definition
of the quark-quark correlator is

(144) �ij(x, pT ) =
Z

d⇠� d2
⇠T

(2⇡)3
e
ip·⇠ hP | ̄j(0)Un�
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(+1,⇠)  i(⇠)|P i

����
⇠+=0

where the gauge links (Wilson lines) are defined as

Un�
(0,+1) = Un�(0�,1�;0T ) UT (0T ,1T ;1�),(145)

Un�
(+1,⇠) = UT (1T , ⇠T ;1�) Un�(1�, ⇠

�
, ⇠T ).(146)

Here Un�(a�, b
�; cT ) indicates a Wilson line running along the minus direction from

[a�, 0, cT ] to [b�, 0, cT ], while UT (aT , bT ; c�) indicates a Wilson line running in the
transverse direction from [c�, 0,aT ] to [c�, 0, bT ], i.e.

Un�(a�, b
�; cT ) = P exp


�ig

Z b�

a�
d⌘�A

+(⌘�, 0, cT )
�
,(147)

UT (aT , bT ; c�) = P exp

�ig

Z bT
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.(148)

In particular
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⇡ 1� ig
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d⌘T ·AT (1�, 0,⌘T )(150)

The correlator in Eq. (144) is the one appearing in semi-inclusive DIS. Its path is
pictorially shown in Fig. 11.

A remarkable property of TMDs is that the detailed shape of the Wilson line is
process-dependent. This immediately leads to the conclusion that TMDs are not univer-
sal. However, for transverse-momentum-dependent fragmentation functions, the shape of

[Figure from A. Bacchetta]

Sivers function can exist due to nontrivial gauge link

J.C. Collins, Phys. Lett. B 536 (2002) 43.

This gauge link effect cannot be removed by choosing light-cone gauge A+ = 0
X. Ji and F. Yuan, Phys. Lett. B 543 (2002) 66.

Collinear expansion

Z.-t. Liang and X.N. Wang, 
Phys. Rev. D 75 (2007) 094002.

incoming and outgoing leptons, p and S are the four
momentum and the spin of the incoming proton, q is the
four momentum transfer. We neglect the masses and use
the light-cone coordinates. The unit vectors are taken as,
!n ! "1; 0; 0; 0#, n ! "0; 1; 0; 0#, n?1 ! "0; 0; 1; 0#, n?2 !
"0; 0; 0; 1#. We work in the center of mass frame of the
!$p-system, and chose the coordinate system in the way so
that, p ! p% !n, q ! &xBp% nQ2="2xBp%#, and l? !
j~l?jn?1, where xB ! Q2=2p ' q is the Bjorken-x and y !
p ' q=p ' l. The leptonic tensor L"# is defined as usual and
is given by

 L"#"l; l0# ! 4(l"l0# % l#l0" & "l ' l0#g"#): (2)

The hadronic tensor W"# is defined as

 W"#"q; p; S# !
1

2$

X
X
hp; SjJ""0#jXihXjJ#"0#jp; Si

*"2$#4%4"p% q& pX#: (3)

We consider final-state interaction in pQCD so that we
have the contributions from the type of diagrams shown in
Fig. 1. The hadronic tensorW"# should be written as a sum
of the contributions from all the diagrams, i.e., W"# !P
jW
"j#
"#, where j denotes the number of soft gluons. At

the lowest order in pQCD, we have

 W"0#"#"q; p; S# !
1

2$

Z d4k
"2$#4 Tr(Ĥ"0#"#"k; q#&̂"0#"k; p; S#);

(4)

 Ĥ "0#"#"k; q# ! !""k6 % q6 #!#"2$#%%""k% q#2#; (5)

where %% means that only the positive solution is taken.
Similarly, corresponding to Figs. 1(b) and 1(c), we have
 

W"1#"#"q; p; S# !
1

2$

Z d4k1

"2$#4
d4k2

"2$#4

* Tr(Ĥ"1#'"# "k1; k2; q#&̂"1#' "k1; k2; p; S#); (6)

 

W"2#"#"q;p;S# !
1

2$

Z d4k1

"2$#4
d4k2

"2$#4
d4k
"2$#4

*Tr(Ĥ"2#'("# "k1; k2; k;q#&̂"2#'("k1; k2; k;p;S#);
(7)

where Ĥ"1#'"# "k1; k2; q# !
P
c!L;RĤ

"1;c#'
"# "k1; k2; q#,

Ĥ"2#'"# "k1; k2; k; q# !
P
c!L;M;RĤ

"2;c#'
"# "k1; k2; k; q#, and c de-

notes the different cuts in the diagrams. These hard parts
can all be read from the diagram and are given by

 

Ĥ"1;L#'"# "k1; k2; q# ! !""k6 1 % q6 #!'
k6 2 % q6

"k2 % q#2 & i)
* !#"2$#%%""k1 % q#2#; (8)

 

Ĥ"2;L#'("# "k1; k2; k; q# ! !""k6 1 % q6 #!'
k6 % q6

"k% q#2 & i)

* !( k6 2 % q6
"k2 % q#2 & i)

* !#"2$#%%""k1 % q#2#; (9)

and so on. The structure of proton is contained only in the
matrix elements &̂’s that are defined as

 &̂ "0#"k; p; S# +
Z
d4zeikzhp; Sj ! "0# "z#jp; Si; (10)

 

&̂"1#' "k1; k2; p; S# +
Z
d4yd4zeik1y%ik2"z&y#

* hp; Sj ! "0#gA'"y# "z#jp; Si; (11)

 

&̂"2#'("k1; k2; k;p;S# +
Z
d4yd4y0d4zeik1y%ik"y0&y#%ik2"z&y0#

* hp;Sj ! "0#gA'"y#gA("y0# "z#jp;Si:
(12)

We note that neither of the &̂’s defined in this way is
gauge invariant. To organize the above results in terms of
gauge invariant parton correlations, we need to invoke the
collinear expansion procedure. This procedure has been
developed in Refs. [24,25], and is carried out in the follow-
ing steps.

(1) we make a Taylor expansion of the hard parts around
k ! xp, e.g.,

 

N(p) N(p)

q(k) q(k)

q(k′) q(k′)
γ*(q)

(a) (b) (c)

γ*(q)

N(p) N(p)

q(k1) q(k2)g

γ*(q) γ*(q)

N(p) N(p)

q(k1) q(k2)k3 k4

γ*(q) γ*(q)

FIG. 1. Feynman diagrams for the cases with exchange of (a) j ! 0, (b) j ! 1 and (c) j ! 2 gluon(s). The gluon momentum in (b) is
k ! k1 & k2, those in (c) are k3 ! k& k1 and k4 ! k& k2.

ZUO-TANG LIANG AND XIN-NIAN WANG PHYSICAL REVIEW D 75, 094002 (2007)
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Fig. 2. – The up and down quark density distortion in transverse-momentum space, obtained
by studies of the Sivers function [17].

distortion exactly opposite to Fig. 5. This striking prediction, due to John Collins [22],
should be confirmed (of falsified!) in the next few years by planned experiments (e.g.,
COMPASS at CERN, AnDY at Brookhaven National Lab).

In order to study all these interesting issues, we need first of all to get acquinted with
the underlying formalism.

2. – Notation

These notes are written using the so-called “Amsterdam notation,” as done in Piet
Mulders’s lectures. In the recent paper [23] a slightly di↵erent notation was adopted.
Notation di↵erences are a common source of headaches, but it would be too di�cult in
these lecture notes to abandon the Amsterdam notation. Here, however, a correspon-
dence table is provided:

Amsterdam [23] Description

p k momentum of parton in distribution function
pT k? parton transverse momentum in distribution function
k p momentum of fragmenting parton
kT p? trans. momentum of fragmenting parton w.r.t. final hadron
KT P? trans. momentum of final hadron w.r.t. fragmenting parton
Ph? PhT transverse momentum of final hadron w.r.t. virtual photon

3. – Inclusive DIS

Inclusive DIS has been discussed in depth in the lectures of Piet Mulders. I will not
repeat here all the discussion and summarize only some of the relevant results, adding
some details here and there.

We consider the process

(1) `(l) + N(P )! `(l0) + X,
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Sivers TMD distribution function

[Figure from A. Bacchetta]

Transverse momentum distribution  
distorted by nucleon transverse spin

Sign change prediction:

Effect in SIDIS:  
transverse single spin asymmetry 
(Sivers asymmetry)

sizable Sivers asymmetry observed 
by HERMES, COMPASS, JLab

A naive T-odd distribution function

COMPASS Collaboration, PRL 119, 112002 (2017).
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EicC Impact: Sivers Function

C. Zeng, T. Liu, P. Sun, Y. Zhao, Phys. Rev. D 106 (2022) 094039.

of the proton data and the neutron data are slightly different
but still overlap in a wide range.
The SSAvalues of the pseudodata are calculated with the

central value of the result from the fit to the world data.
Since a realistic estimation of systematic uncertainties is
only possible when the detailed designs of detectors are
available, we only consider some expected dominant
sources of systematic uncertainties. For the proton data,
we assign 3% relative uncertainty to account for the
polarization of the proton beam, and for the neutron data,
we assign 5% relative uncertainty to account for the
polarization of the 3He ion beam and the nuclear effect.
Total uncertainties are evaluated via the quadrature combi-
nation of statistical uncertainties and systematic uncertain-
ties. The precise EicC data with wide kinematics coverage
allows us to adopt a more flexible parametrization of
the Sivers functions. Therefore, we remove the artificial
assumptions in Eq. (59), while still keep ϵū ¼ ϵd̄ ¼
ϵs ¼ ϵs̄ ¼ 0, and then we have 26 free parameters, as
listed in Table VI. To estimate the impact of the EicC on the
extraction of the Sivers function, we perform a simulta-
neous fit to the world data and the EicC pseudodata as
described above. Following the same procedure, 100
replicas are created by randomly shifting the values
according to the simulated statistical uncertainty. The fit
reaches χ2=N ¼ 1.15 for only statistical uncertainties and
χ2=N ¼ 1.13 for both statistical and systematic uncertain-
ties. The average values of the parameters and their
uncertainties are provided in Table VI. The results of the

EicC projection of the Sivers functions are shown in Fig. 7
via slices at various x values, in Fig. 8 via the truncated
zeroth transverse momentum moment, and in Fig. 9 via the
truncated first transverse momentum moment in compari-
son with the results of the fit to existing world data.

IV. SUMMARY

In this paper, we present a quantitative assessment of
the impact of EicC SIDIS program on the determination
of TMDs. Taking the Sivers function as an example,
we perform a global fit of the Sivers asymmetry data in
SIDIS at small transverse momentum, including the TMD
evolution at the NNLL accuracy. The impact of EicC is
studied by adding the EicC pseudodata. In this study, both
statistical uncertainties and dominant systematic uncertain-
ties are taken into account for the EicC pseudodata, while
complete detailed systematic uncertainty studies are left for
the future when the detector design is ready. It has been
demonstrated that the Sivers functions can be precisely
determined for various quark flavors, and particularly the
sea quark distributions, including the strange and anti-
strange, can be extracted at high precision with the future
EicC SIDIS data.
Once the precise data are available from EicC, one will

be able to have less biased extractions of the Sivers
functions by using much more flexible parametrizations.
Besides, in the EicC era, one can have a cleaner selection of
data for TMD studies, e.g., by applying a more strict
requirement on δ≡ jPh⊥j=ðzQÞ to restrict data in the low

FIG. 7. The transverse momentum distribution of the Sivers functions at different x values. The green bands represent the uncertainties
of the fit to world SIDIS data, the red bands represent the EicC projections with only statistical uncertainties, and the blue bands
represent the EicC projections including systematic uncertainties as described in the text.

ZENG, LIU, SUN, and ZHAO PHYS. REV. D 106, 094039 (2022)
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EicC Impact: Sivers Function

C. Zeng, T. Liu, P. Sun, Y. Zhao, Phys. Rev. D 106 (2022) 094039.

transverse momentum region and higher W and W0 cuts to
avoid the resonance region. It is important to remark that
both polarized electron-proton and electron-3He data are
necessary for a complete flavor separation. To fully explore
the potential of 3He as an effective neutron source, detailed
nuclear effect corrections should be further investigated
both experimentally and theoretically in the future, since it
is the dominant source of systematic uncertainty in reality
by using 3He data.
In principle, the EicC enables us to measure all 18

TMDs-related structure functions in SIDIS via the
combination of different electron and ion beam polariza-
tion configurations and the separation of different azimu-
thal modulations. The study of the Sivers function as
presented in this paper can be extended to other TMDs.

Multidimensional binning on x, Q2, z, and ph⊥ will be
available for the spin asymmetry measurements, and the
coverage of x by EicC can reach down to about 0.005.
Given the existing fixed-target experiments covering the
low-Q2 and high-x region and the Electron-Ion Collider to
be built at BNL in US (US-EIC) reaching much lower x
values, EicC will fill the kinematics gap between the
coverage between the JLab-12 GeV program and the
US-EIC. Combining the measurements at all these facili-
ties, we will be able to have a complete physical picture
of the three-dimensional structures of the nucleon with
systematically controllable uncertainties. Therefore, EicC
will play an important role in the understanding of
nucleon spin structures with its unique significance for
sea quarks.

FIG. 9. The first transverse moment of the Sivers functions as defined in Eq. (61) with the k⊥ integral truncated at 0.6 GeV. The green
bands represent the uncertainties of the fit to world SIDIS data, the red bands represent the EicC projections with only statistical
uncertainties, and the blue bands represent the EicC projections including systematic uncertainties as described in the text.

FIG. 8. The zeroth transverse moment of the Sivers functions as defined in Eq. (60) with the k⊥ integral truncated at 0.6 GeV. The
green bands represent the uncertainties of the fit to world SIDIS data, the red bands represent the EicC projections with only statistical
uncertainties, and the blue bands represent the EicC projections including systematic uncertainties as described in the text.

TOWARD THREE-DIMENSIONAL NUCLEON STRUCTURES AT … PHYS. REV. D 106, 094039 (2022)
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Sivers Asymmetry of ρ0 Production

Y. Deng, TL, Y.-j. Zhou, 2024
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Scenarios: different transverse momentum dependences of ρ0 fragmentation functions
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Different predictions to be tested at EicC kinematics

Predictions at EicC kinematics:

y = 0.2

zh = 0.48

Ph? = 0.4GeV
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Transversity distribution

(Collinear & TMD)

A transverse counter part to the longitudinal spin 
structure: helicity g1L, but NOT the same.

Chiral-odd: 
No mixing with gluons 
Valence dominant 
Couple to another chiral-odd function. 

Transversity Distribution

TMD Handbook 169
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Figure 5.15: Left panel: Comparison of extracted transversity from Refs. [387, 213] (solid lines and
vertical-line hashed region) at &2 = 2.4 GeV2 with Torino-Cagliari-JLab 2013 extraction [388] (dashed
lines and shaded region). Right panel: The extracted functions ⌘1(G), 5 ?(1)1) (G), and �

?(1)
1 (I) at &2 = 4

GeV2 from JAM20 global analysis [18] (red solid curves with 1-� CL error bands). The functions from
other groups [388, 339, 213, 389, 376, 390, 391, 392] are also shown. Plot from Ref. [18]
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3D binned data are presented by HERMES in Ref. [369]. The favored Collins functions describe
valence quarks fragmenting to the pion while unfavored correspond to nonvalence quarks.

HERMES [368, 369] and JLab Hall A [372] include the kinematic factor ?1 from Eq. (2.187)
in the measured asymmetry,

�
sin()⌘+)()
*)

|�⇢'"⇢( ⌘ hsin()⌘ + )()i = ?1�
sin()⌘+)()
*)

. (5.31)

The COMPASS Collaboration uses muon beam of energy 160 GeV and have measured
Collins asymmetries on both NH3 (proton) [371], see Fig. 5.14, and LiD (deuterium) [370]
targets. The data are presented as function of G⌫, I⌘ , and %⌘?. Results on the proton target are
compatible with HERMES findings and asymmetries are found to be compatible with zero on
the deuterium target. The beam energy of COMPASS is higher than the energy of HERMES
and thus COMPASS reaches lower values of G ⇠ 10�3. For each point in G the scale &

2 is
higher at COMPASS as one has &

2 ' BGH. Both experiments consider &
2 > 1 GeV2 in order

to be in DIS region and center-of-mass energy of the ✏⇤
? system, ,2 > 10 GeV2 for HERMES

and ,
2 > 25 GeV2 for COMPASS in order to be outside of the resonance region.

The COMPASS Collaboration considers I⌘ > 0.2 region and the HERMES Collaboration
uses 0.2 < I⌘ < 0.7 in order to minimize both target fragmentation effects and exclusive
reaction contributions. All other experimental cuts are described in Refs. [368, 370, 371]. The
definition of azimuthal angle )( of COMPASS experiment is such that

�
Collins
*)

|⇠$"%�(( = ��sin()⌘+)()
*)

. (5.32)

We mention that f⊥ð1Þ
1T ðxÞ and H⊥ð1Þ

1 ðzÞ are essentially
identical between the two fits (JAM3D-22 and JAM3D-22
no LQCD). This demonstrates that, although the Sivers
function can be influenced by transversity due the fact that
both enter Aπ

N, the main constraint on f⊥ð1Þ
1T ðxÞ is from the

Sivers effects in SIDIS and DY. Likewise, even though
h1ðxÞ couples toH

⊥ð1Þ
1 ðzÞ in the Collins effect in SIDIS and

Aπ
N fragmentation term, the Collins effect in SIA has the

most significant impact on the Collins function’s size
and shape.

FIG. 1. The extracted functions h1ðxÞ, f
⊥ð1Þ
1T ðxÞ,H⊥ð1Þ

1 ðzÞ, and H̃ðzÞ atQ2 ¼ 4 GeV2 from our JAM3D-22 global analysis (blue solid
curves with 1-σ CL error bands) compared to JAM3D-20+ global analysis (red dashed curves with 1-σ CL error bands). The generated
Soffer bound (SB) data are also displayed (cyan points).

FIG. 2. The extracted functions h1ðxÞ and H̃ðzÞ at Q2 ¼ 4 GeV2 from our JAM3D-22 global analysis (blue solid curves with 1-σ CL
error bands) compared to a fit without lattice QCD data (green dashed curves with 1-σ CL error bands). The generated Soffer bound data
are also displayed (cyan points). The functions f⊥ð1Þ

1T ðxÞ and H⊥ð1Þ
1 ðzÞ are essentially identical between the two fits, so we do not show

them here.

LEONARD GAMBERG et al. PHYS. REV. D 106, 034014 (2022)
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Phenomenological extractions

Effect in SIDIS:  
transverse single spin asymmetry 
(Collins asymmetry)

h1
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Sea Quark Transversity

Anti-u quark favors negative distribution 
Anti-d quark consistent with zero with current precision

C. Zeng, H. Dong, TL, P. Sun, Y. Zhao, PRD 109 (2024) 056002.

First determination of sea quark transversity, including TMD evolution
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EicC Impact on Transversity

EicC can significantly improve the precision of transversity distributions,  
especially for sea quarks.

C. Zeng, H. Dong, TL, P. Sun, Y. Zhao, PRD 109 (2024) 056002.

Their results are shown in Figs. 11 and 12. Considering the
uncertainty band, the fitting results out of the world data do
cross the Soffer bound at large x. However, one cannot
make a conclusion with current uncertainties. It needs to be
tested with precise data in the future. One can observe that

the ū transversity distribution favors a negative value about
2σ away from zero, while the d̄ transversity distribution is
consistent with zero in the 1σ band. The u and d trans-
versity distributions are consistent with previous global
analyses within the uncertainties.

FIG. 11. Collins functions as defined in Eq. (74) with the pT integral truncated at 1 GeVand Q ¼ 2 GeV. The green bands represent
the uncertainties of the fit to the world SIDIS and SIA data, the red bands represent the EicC projections with only statistical
uncertainties, and the blue bands represent the EicC projections including systematic uncertainties as described in the text.

FIG. 12. Transversity functions as defined in Eq. (75) with the k⊥ integral truncated at 1 GeV and Q ¼ 2 GeV. The green bands
represent the uncertainties of the fit to the world SIDIS and SIA data, the red bands represent the EicC projections with only statistical
uncertainties, and the blue bands represent the EicC projections including systematic uncertainties as described in the text. The Soffer
bound [51] which is calculated by using CT18NLO [53] unpolarized PDFs and D. de Florian, R. Sassot, M. Stratmann, and W.
Vogelsang (DSSV) [54] helicity PDFs is shown as black dashed curves.

ZENG, DONG, LIU, SUN, and ZHAO PHYS. REV. D 109, 056002 (2024)

056002-12
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Tensor Charge
Tensor charge

• A fundamental QCD quantity:  matrix element of local operators. 
• Moment of the transversity distribution: valence quark dominant. 
• Calculable in lattice QCD.
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Tensor Charge

Larger uncertainties when including anti-quarks (less biased) 
Compatible with lattice QCD calculations

C. Zeng, H. Dong, TL, P. Sun, Y. Zhao, PRD 109 (2024) 056002.

The tensor charge can be evaluated from the integral of
the transversity distributions as

δu ¼
Z

1

0
dxðhu1ðxÞ − hū1ðxÞÞ; ð76Þ

δd ¼
Z

1

0
dxðhd1ðxÞ − hd̄1ðxÞÞ; ð77Þ

and the isovector combination is given by

gT ¼ δu − δd: ð78Þ

The extracted tensor charges from our analysis are com-
pared with the results from previous phenomenological

studies, lattice calculations, and Dyson-Schwinger equa-
tions are shown in Figs. 13 and 14. It is not a surprise that
the uncertainties of our result are larger than those from
previous phenomenological studies of SIDIS and SIA data,
because we include more flavors, ū and d̄, and, thus, the
functions are less constrained. We note that the negative ū
transversity distribution shift δu as well as gT to a greater
value, though with large uncertainties. The tension between
lattice QCD calculations and TMD phenomenological
extractions disappears when the antiquark transversity
distributions are taken into account. In previous works,
such tension was found to be resolved by imposing the
lattice data in the fit [35,40,42].

IV. EicC PROJECTIONS ON TRANSVERSITY
DISTRIBUTIONS AND COLLINS FFs

The EicC SIDIS pseudodata are produced by the
Monte Carlo event generator SIDIS-RC EvGen [52], in which
the unpolarized SIDIS differential cross section used in the
generator is derived from a global fit to the multiplicity data
from HERMES and COMPASS experiments. Based on the
EicC conceptual design, the electron beam energy is
3.5 GeV, the proton beam energy is 20 GeV, and the
3He beam energy is 40 GeV. Physical cuts Q2 > 1 GeV2,
0.3 < z < 0.7, W > 5 GeV, and W0 > 2 GeV are adopted
to select events in the deep inelastic region. We estimate the
statistics by assuming 50 fb−1 for ep collisions and 50 fb−1

for e3He collisions. Based on the designed instantaneous

FIG. 13. Tensor charge for u quark and d quark from our study
at 68% C.L. along with the results from Dyson-Schwinger
equation calculations [55–57], lattice QCD calculations [6–11],
and phenomenological extractions from data [33–35,37–
41,58,59].

FIG. 14. Tensor charge gT from our study at 68% C.L. along
with the results from Dyson-Schwinger equation calculations
[55–57], lattice QCD calculations [5–9,60–63], and phenomeno-
logical extractions from data [33–35,37–41,58,59].

FIG. 15. Kinematic distributions of the EicC pseudodata in x −
Q2 (left) and z − Ph⊥ (right) planes. Each bin is plotted as a point
at the bin center kinematic values. The blue points are the proton
data with δ < 0.3, the red points are the neutron data with
δ < 0.3, and the gray points are the data with δ > 0.3.

TABLE IX. Free parameters for the transversity parametriza-
tion for the fit to EicC pseudodata.

Transversity r β ϵ α N

u ru βu ϵu αu Nu
d rd βd ϵd αd Nd
ū rsea 0 0 0 Nū

d̄ rsea 0 0 0 Nd̄
s rsea 0 0 0 Ns
s̄ rsea 0 0 0 Ns̄

ROLE OF SEA QUARKS IN THE NUCLEON TRANSVERSE SPIN PHYS. REV. D 109, 056002 (2024)

056002-13
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Trans-helicity worm-gear distribution

Double Spin Asymmetry and Worm-gear

• Longitudinally polarized quark density in a 
transversely polarized nucleon 

• Overlap between wave functions differing by 
one unit of orbital angular momentum

Effect in SIDIS: 
A longitudinal-transverse 
double spin asymmetry

Phenomenological extraction

K. Yang, TL, P. Sun, Y. Zhao, B.-Q. Ma, arXiv:2403.12795, PRD (2024).

kT ⋅ ST

M
g⊥

1T(x, k2
T)

Acos(ϕh−ϕS)
LT ∼ g⊥

1T ⊗ D1



Tianbo Liu 29

EicC Impact on Trans-helicity Distributions

K. Yang, TL, P. Sun, Y. Zhao, B.-Q. Ma, arXiv:2403.12795, PRD (2024).
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Summary
• Spin always surprises since its discovery nearly 100 years ago 
• Nucleon spin structure is still not well understood 
• Rich information is contained in TMDs 

- quark transverse momentum distorted by nucleon spin; 
- correlation between quark longitudinal/transverse spin and nucleon spin; 
- … 

• SIDIS with polarized beam and target is a main process to study polarized TMDs 
• Also an important approach to test/develop the theories/models 
• EicC can significantly improve the precision of the determination of TMDs, especially for 

sea quarks, complementary to JLab12 and EIC-US. 
• There are still challenges on the theoretical side (not covered in this talk) 

- power corrections, higher twist effects 
- radiative corrections 
- target fragmentation 
- …

30

Thank you!
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Small and Large Transverse Momentum
W + Y formalism
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� (1� ẑN)k2f

Q2ẑN
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Tensor Charge

Larger uncertainties when including anti-quarks (less biased) 
Compatible with lattice QCD calculations

C. Zeng, H. Dong, TL, P. Sun, Y. Zhao, PRD 109 (2024) 056002.

The tensor charge can be evaluated from the integral of
the transversity distributions as

δu ¼
Z

1

0
dxðhu1ðxÞ − hū1ðxÞÞ; ð76Þ

δd ¼
Z

1

0
dxðhd1ðxÞ − hd̄1ðxÞÞ; ð77Þ

and the isovector combination is given by

gT ¼ δu − δd: ð78Þ

The extracted tensor charges from our analysis are com-
pared with the results from previous phenomenological

studies, lattice calculations, and Dyson-Schwinger equa-
tions are shown in Figs. 13 and 14. It is not a surprise that
the uncertainties of our result are larger than those from
previous phenomenological studies of SIDIS and SIA data,
because we include more flavors, ū and d̄, and, thus, the
functions are less constrained. We note that the negative ū
transversity distribution shift δu as well as gT to a greater
value, though with large uncertainties. The tension between
lattice QCD calculations and TMD phenomenological
extractions disappears when the antiquark transversity
distributions are taken into account. In previous works,
such tension was found to be resolved by imposing the
lattice data in the fit [35,40,42].

IV. EicC PROJECTIONS ON TRANSVERSITY
DISTRIBUTIONS AND COLLINS FFs

The EicC SIDIS pseudodata are produced by the
Monte Carlo event generator SIDIS-RC EvGen [52], in which
the unpolarized SIDIS differential cross section used in the
generator is derived from a global fit to the multiplicity data
from HERMES and COMPASS experiments. Based on the
EicC conceptual design, the electron beam energy is
3.5 GeV, the proton beam energy is 20 GeV, and the
3He beam energy is 40 GeV. Physical cuts Q2 > 1 GeV2,
0.3 < z < 0.7, W > 5 GeV, and W0 > 2 GeV are adopted
to select events in the deep inelastic region. We estimate the
statistics by assuming 50 fb−1 for ep collisions and 50 fb−1

for e3He collisions. Based on the designed instantaneous

FIG. 13. Tensor charge for u quark and d quark from our study
at 68% C.L. along with the results from Dyson-Schwinger
equation calculations [55–57], lattice QCD calculations [6–11],
and phenomenological extractions from data [33–35,37–
41,58,59].

FIG. 14. Tensor charge gT from our study at 68% C.L. along
with the results from Dyson-Schwinger equation calculations
[55–57], lattice QCD calculations [5–9,60–63], and phenomeno-
logical extractions from data [33–35,37–41,58,59].

FIG. 15. Kinematic distributions of the EicC pseudodata in x −
Q2 (left) and z − Ph⊥ (right) planes. Each bin is plotted as a point
at the bin center kinematic values. The blue points are the proton
data with δ < 0.3, the red points are the neutron data with
δ < 0.3, and the gray points are the data with δ > 0.3.

TABLE IX. Free parameters for the transversity parametriza-
tion for the fit to EicC pseudodata.

Transversity r β ϵ α N

u ru βu ϵu αu Nu
d rd βd ϵd αd Nd
ū rsea 0 0 0 Nū

d̄ rsea 0 0 0 Nd̄
s rsea 0 0 0 Ns
s̄ rsea 0 0 0 Ns̄

ROLE OF SEA QUARKS IN THE NUCLEON TRANSVERSE SPIN PHYS. REV. D 109, 056002 (2024)

056002-13
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Some More on Transversity

New data released by COMPASS
4 The COMPASS Collaboration

0.04−

0.02−

0

0.02

0.04h Co
ll

A

+h −h

−

−

0

0.04−

0.02−

0

0.02

0.04

−210 −110
x

−0.04

−0.02

0

0.02

0.04h Si
v

A

h+ h−

0.2 0.4 0.6 0.8
z

0.5 1 1.5
(GeV/c)PT 

Fig. 2: Results for the Collins (top) and Sivers (bottom) asymmetries for deuterons from 2022 data as a function
of G, I and PT for positive (red circles) and negative (black triangles) hadrons. The error bars are statistical only.
The bands show the systematic point-to-point uncertainties.
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Fig. 3: Left: valence transversity functions for D (red circles) and 3 (black squares) quarks. The open points show
the values obtained using the previously published results for the proton and deuteron Collins asymmetries. The
filled points show the values obtained including the present deuteron results. The error bars show the statistical
uncertainties. Right: the same for the first k2

T moments of the Sivers functions.

the Sivers functions. The latter are defined as 5
?@ (1)
1) (G,&2) ⌘

Ø
d2kT

k2
T

2"2 5
?@
1) (G,k2

T,&
2), with " being

the proton mass (see e.g. Ref. [38]).

The point-by-point extraction is performed by combining the proton and deuteron asymmetries in each G

bin, following the simple and direct procedure of Refs [34, 43] and [38].

For the determination of the transversity distribution ⌘1, the same Collins analysing power obtained from
the Belle 4+4� ! hadrons data [12–14] and the same spin-averaged PDFs and FFs as in Ref. [34] are used.
The results for the D- and 3-valence quark are shown in the left panel of Fig. 3. The open points are the
values obtained using the previously published results for �⌘

Coll and are the same as in Ref. [34], while the
closed points are the values obtained using the weighted mean of the published and the present deuteron
results. A considerable reduction of the uncertainties is observed in particular for ⌘3E1 , reaching almost

G.D. Alexeev et al., COMPASS Collaboration, arXiv:2401.00309

SIDIS on transversely polarized deuteron target
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Figure 4: Transverse functions as defined in Eq. (7) with the k?-integral truncated at 1GeV and Q = 2GeV. The green bands represent the uncertainties of the fit in
our previous work [24], the blue(red) bands represent the world data fit without(with) the new COMPASS [25] data.

Figure 5: Tensor charge for u-quark and d-quark from our study at 68%
C.L. along with the results from Dyson-Schwinger equation calculations [30–
32], lattice QCD calculations [33–38], and phenomenological extractions from
data [24, 39–48].

Figure 6: Tensor charge gT from our study at 68% C.L. along with the re-
sults from Dyson-Schwinger equation calculations [30–32], lattice QCD calcu-
lations [33–36, 49–53], and phenomenological extractions from data [24, 39–
48].
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Result: Collins Fragmentation Function

11

TABLE VIII. The �
2 values for di↵erent data sets. N is the number of data points for each experimental data set.

SIDIS dependence N �
2
/N SIA channel dependence N �

2
/N

COMPASS [21] x 36 1.2 BELLE [25] ⇡⇡ z 16 0.9
COMPASS [21] z 32 0.7 BABAR [26] ⇡⇡ z 36 0.7
COMPASS [21] Ph? 24 1.3 BABAR [26] ⇡⇡ Ph? 9 1.8
COMPASS [22] x 36 1.3 BABAR [27] ⇡⇡ z 16 0.7
COMPASS [22] z 32 0.9 BABAR [27] ⇡K z 16 0.7
COMPASS [22] Ph? 24 0.7 BABAR [27] KK z 16 0.6
HERMES [20] x 28 0.8 BESIII [28] ⇡⇡ z 6 3.3
HERMES [20] z 28 1.0 BESIII [28] ⇡⇡ Ph? 5 0.9
HERMES [20] Ph? 24 0.9
JLab [23][24] x 13 1.1
total 277 0.99 120 0.95

FIG. 11. Collins functions as defined in Eq. (74) with the pT -integral truncated at 1GeV and Q = 2GeV. The green bands
represent the uncertainties of the fit to the World SIDIS and SIA data, the red bands represent the EicC projections with only
statistical uncertainties, and the blue bands represent the EicC projections including systematic uncertainties as described in
the text.

IV. EICC PROJECTIONS ON TRANSVERSITY
DISTRIBUTIONS AND COLLINS FFS

The EicC SIDIS pseudodata are produced by the
Monte Carlo event generator SIDIS � RC EvGen [55], in
which the unpolarized SIDIS di↵erential cross section
used in the generator is derived from a global fit to the
multiplicity data from HERMES and COMPASS experi-
ments. Based on the EicC conceptual design, the electron
beam energy is 3.5 GeV, and the proton beam energy
is 20GeV, and the 3He beam energy is 40GeV. Phys-
ical cuts Q

2
> 1 GeV2, 0.3 < z < 0.7, W > 5 GeV

and W
0

> 2 GeV are adopted to select events in the
deep inelastic region. We estimate the statistics by as-

suming 50 fb�1 for ep collisions and 50 fb�1 for e
3He

collisions. Based on the designed instantaneous lumi-
nosity of 2 ⇥ 1033 cm�2s�1, it is estimated that 50 fb�1

of accumulated luminosity can be attained in approxi-
mately one year of operation. Keeping the statistical
uncertainty at 10�3 level, we obtain 4627 data points in
four-dimensional bins in x, Q

2, z, and Ph?. The EicC
pseudo-data provides significantly more data points with
higher precision, enabling us to impose more rigorous
kinematic cuts for a more precise selection of data in the
TMD region. In this study, only small transverse mo-
mentum data with � = |Ph?|/(zQ) < 0.3 are selected.
After applying this data selection cut, there are 1347
EicC pseudo-data points left. The distributions of all

C. Zeng, H. Dong, TL, P. Sun, Y. Zhao, arXiv:2310.15532
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FIG. 17. The transverse momentum distribution of the transversity functions at di↵erent x values and Q = 2GeV. The green
bands represent the uncertainties of the fit to the World SIDIS and SIA data, the red bands represent the EicC projections with
only statistical uncertainties, and the blue bands represent the EicC projections including systematic uncertainties as described
in the text.

with the Euler-Mascheroni constant �E . The function
dn(Lµ) can be expressed up to two-loop order as

d0(Lµ) = 0, (A12)

d1(Lµ) =
�0

2
Lµ, (A13)

d2(Lµ) =
�0

4
�0L

2
µ +

�1

2
Lµ + d2(0), (A14)

where

d2(0) = CFCA

⇣404

27
� 14⇣3

⌘112

27
TRNfCF . (A15)

To improve the convergence properties of Dpert(µ, b),
we employ the resummed expression. The resummed
expression Dresum can be obtained by adopting the ap-

proach outlined in [58],

Dresum(µ, b) = � �0

2�0
ln(1 � X)

+
as

2�0(1 � X)

h
� �1�0

�0
(ln(1 � X) + X) + �1X

i

+
a
2
s

(1 � X)2

h�0�
2
1

4�
3
0

(ln2(1 � X) � X
2)

+
�1�1

4�
2
0

�
X

2 � 2X � 2 ln(1 � X)
�

+
�0�2

4�
2
0

X
2 � �2

4�0
X(X � 2)

+ CFCA

⇣404

27
� 14⇣3

⌘
� 112

27
TRNfCF

i
, (A16)

where X = �0asLµ and the QCD � function can be ex-

Transversity TMDs
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FIG. 16. The transverse momentum distribution of the Collins functions at di↵erent z values and Q = 2GeV. The green bands
represent the uncertainties of the fit to the world SIDIS and SIA data, the red bands represent the EicC projections with only
statistical uncertainties, and the blue bands represent the EicC projections including systematic uncertainties as described in
the text.

Appendix A: Evolution and resummation

Through the integrability condition (also known as
Collins-Soper (CS) equation [57]),

⇣
d

d⇣
�F (µ, ⇣) = �µ

d

dµ
D(µ, b) = ��cusp(µ), (A1)

the anomalous dimension �F (µ, ⇣) can be written as

�F (µ, ⇣) = �cusp(µ) ln
⇣

µ
2

⇣

⌘
� �V (µ), (A2)

where �cusp(µ) is the cusp anomalous dimension and
�V (µ) is the finite part of the renormalization of the vec-
tor form factor. These factors can be expanded using a
series expansion in terms of the strong coupling constant
↵s,

�cusp(µ) =
1X

n=0

a
n+1
s �n, (A3)

�V (µ) =
1X

n=1

a
n
s �n, (A4)

where as = ↵s/(4⇡). When µ � ⇤QCD, the coe�cients
�n and �n can be calculated via perturbative QCD order
by order, and up to two-loop order, they are

�0 = 4CF , (A5)

�1 = 4CF

h�67

9
� ⇡

2

3

�
CA � 20

9
TRNf

i
, (A6)

�1 = �6CF , (A7)

�2 = C
2
F (�3 + 4⇡

2 � 48⇣3)

+ CFCA

⇣
� 961

27
� 11⇡

2

3
+ 52⇣3

⌘

+ CFTRNf

⇣260

27
+

4⇡
2

3

⌘
, (A8)

where CF = 4/3, CA = 3, and TR = 1/2 are color factors
of the SU(3). In this work, we choose Nf = 4 ignoring
heavy quark contribution, and ⇣3 ⇡ 1.202 is the Apéry’s
constant.

Meanwhile, the integrability condition Eq. (A1) is sat-
isfied with the renormalization group equation,

µ
2 dD(µ, b)

dµ2
=

�cusp(µ)

2
, (A9)

and consequently the rapidity anomalous dimension
D(µ, b) can be calculated at small-b perturbatively with
a similar expression in power of as,

Dpert(µ, b) =
1X

n=0

a
n
s dn(Lµ), (A10)

where

Lµ = ln(
µ

2
b
2

4e�2�E
), (A11)
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Trans-helicity Worm-gear Distributions

K. Yang, TL, P. Sun, Y. Zhao, B.-Q. Ma, arXiv:2403.12795, PRD (2024).
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Trans-helicity Worm-gear Distributions

K. Yang, TL, P. Sun, Y. Zhao, B.-Q. Ma, arXiv:2403.12795, PRD (2024).
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