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Jets in hadron colliders
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Jets are collinear sprays of particles initiated by quark/gluons

parton 
showering hadronization

hadronic 
decay ⇒ stable hadrons

raw data from tracker & calorimeter 
→ reconstruct to particle records 
(in CMS: particle-flow candidates)
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Jets in CMS physics measurements/search

➔ Jets are clustered from CMS particle-flow 
candidates 

➔ Clustering radius controls jet cone size 
➔ Many jet analyze techniques: 

❖ identify the origin (jet tagging): b/c/light? 
composed W->qq/H->bb/t->bqq? 

❖ reveal the substructure 
‣ N-subjettiness 

‣ energy correctors 

➔ Construction of variables either rule-based/machine-learning-based 
❖ to make selections 
❖ as intermediate observables for multivariate analysis 
❖ …
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Inspiration from CMS results
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➔ CMS measures  via VH(→cc̅) production mode, including the 
merged-jet topology 
❖ in merged-jet topology: leveraging advanced jet neural network 

(ParticleNet) to identify H→cc̅ jets and reconstruct H mass 

❖ obtain the most stringent direct limit (95% C.L.) on :  
 

‣ ATLAS results:  [EPJC 82 (2022) 717]
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Inspiration from CMS results
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➔ Higgs self-coupling & quartic VVHH coupling ( ) 
measured via HH→4b channel  
❖ novel boosted-jet phase space explored by CMS 
❖ advanced NN (ParticleNet) for H→bb̅ jet identification and 

mass regression 

❖ first time excluding   (by 6.3 σ)
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What does it imply?
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Logic behind the scene

➔ “Purify” signal events from the vast backgrounds are key to ~all CMS 
measurements 

➔ A fundamental problem arise: 
❖ given our current detector capability and data collected, where is that upper 

bound for purifying the signal? 

➔ Formulate the problem in statistics: likelihood ratio is always the best 
discriminant 
❖ but.. it is so intractable (the data format is too complex, and the dimension is 

high) 
❖ rule-based methods have helped us thus far (since ~1960, beginning of our 

collider experiment journeys), but we don’t know how far is it to the ideal 
“upper bound” 

❖ these results remind us: there is much to improve in hadronic channels!
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Deep, advanced NN as closest solution
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ρ1(x)

x0

The optimal 
network

class 1

class 2

High-dimensional jet phase spaces

class 1
class 2
ρ2(x)

a jet

η

ϕ

✤ The ideally optimal classifier network  
(trained with minimised cross-entropy loss)  
results in  

 

✤ It is a direct estimation of s 
✤ The network capacity decides how 

close the estimation is

p1 : p2 : . . . = ρ1(x0) : ρ2(x0) : . . .

ρ

…

To represent the complex, 
intractable probably density 
function on that high-dim space
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Deep, advanced NN as closest solution
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ρ1(x)

x0

The optimal 
network

class 1

class 2

High-dimensional jet phase spaces

class 1
class 2
ρ2(x)

a jet

η

ϕ

✤ The ideally optimal classifier network  
(trained with minimised cross-entropy loss)  
results in  

 

✤ It is a direct estimation of s 
✤ The network capacity decides how 

close the estimation is

p1 : p2 : . . . = ρ1(x0) : ρ2(x0) : . . .

ρ

…

To represent the complex, 
intractable probably density 
function on that high-dim space

We don’t know about ρs (it’s too complex & intractable) 
We also cannot interpret the NN (NN is a black box) 
But we know NN estimates ρ in our well-defined training strategy
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How to design a most performant jet NN?
➔ We have to ask: How to design a most performant jet NN? 
➔ This is a highly physics-ML interdisciplinary subject 

❖ The following slides: cherry-pick some recent advancements

10

original of the 
jet?

other jet 
properties?

η

ϕ

research objective: 
design a most performant jet NN
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Jet representation
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Δη

Δ
ϕ

particle 1 particle 2 particle 3

Point cloud (set): a more 
natural way to represent jet

Image: 
 has information loss, 
brings data sparsity

Sequence: 
introduces artificial order

η

ϕ

better approach
earlier approach

good analogue to point-
cloud tasks 

“graph-based netowrks”
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“Graph” neural networks
➔ View input particles as a set/graph 

❖ guarantee the permutational invariance of input particles 

➔ The edges of graph: enable communication between pairs of particles

12

[image from link]

https://indico.cern.ch/event/1051967/contributions/4550543/attachments/2331603/3973494/GNN_HEP_H_Qu.pdf
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[image from link]
LundNet: F. Dreyer et al. 
JHEP 03 (2021) 052

LorentzNet:  S. Gong et al. JHEP 07 (2022) 030 
ParT: H. Qu et al. arXiv:2202.03772, ICML 2022 
CPT : S. Qiu et al. PRD 107 (2023) 11, 114029 
HMPNet : F. Ma et al. PRD 108 (2023) 7, 072007

ABCNet: V. Mikuni et al. EPJC 2020; 135(6): 463
ParticleNet: H.Qu et al. PRD 101, 056019 (2020)

PFN/EFN: P. Komiske et al. 
JHEP 01 (2019) 121

https://indico.cern.ch/event/1051967/contributions/4550543/attachments/2331603/3973494/GNN_HEP_H_Qu.pdf
https://doi.org/10.1140/epjp/s13360-020-00497-3
https://arxiv.org/abs/1810.05165
https://arxiv.org/abs/1810.05165
https://arxiv.org/abs/1810.05165
https://arxiv.org/abs/1902.08570
https://doi.org/10.1007/JHEP03(2021)052
https://doi.org/10.1007/JHEP03(2021)052
https://doi.org/10.1007/JHEP03(2021)052
https://link.springer.com/article/10.1007/JHEP07(2022)030
https://arxiv.org/abs/2202.03772
https://arxiv.org/abs/2203.05687
https://arxiv.org/abs/2210.13869
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“Graph” processing prototype
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pT η ⋯

Input jet with per-particle features

• four-momentum; or equiv. ( ) 
• reconstructed particle ID 
• track displacement (for charged particle) 
• …

E, pT, η, ϕ
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“Graph” processing prototype
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pT η ⋯

Input jet with per-particle features

• four-momentum; or equiv. ( ) 
• reconstructed particle ID 
• track displacement (for charged particle) 
• …

E, pT, η, ϕ
Massage passing layers 

“communicate between particles”

× N



Cutting-edge jet networks and their impact on LHC hadronic-channel searches

Congqiao Li (Peking University) 20 January, 202427th Mini-workshop on the frontier of LHC

27th Mini-workshop on the frontier of LHC 

“Graph” processing prototype
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pT η ⋯

Input jet with per-particle features

• four-momentum; or equiv. ( ) 
• reconstructed particle ID 
• track displacement (for charged particle) 
• …

E, pT, η, ϕ
Massage passing layers 

“communicate between particles”

× N
C

Feature pooling 
“summarize all particles into one”

Output

The full process is invariant to the permutation of particles
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Engineering with graphs
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✦ Average information by weights

✦Preferred full connected

✦Pairwise features help

✦ “Multi” over “one”

Reference: 
ABCNet: V. Mikuni et al. EPJC 2020; 135(6): 463 
LGN: A. Bogatskiy et al. arXiv: 2006.04780, ICML 2020 
ParticleNeXt:  H. Qu. Talk@ML4Jets2021 
LundNet: F. Dreyer et al. JHEP 03 (2021) 052 
PCN: C. Shimmin. arXiv:2107.02908 
LorentzNet:  S. Gong et al. JHEP 07 (2022) 030 
PCT@hep: V.Mikuni et al. 2021 MLST 2 035027 
ParT: H. Qu et al. arXiv:2202.03772, ICML 2022 
CPT : S. Qiu et al. PRD 107 (2023) 11, 114029 
HMPNet : F. Ma et al. PRD 108 (2023) 7, 072007 
PELICAN: A.Bogatskiy et al. arXiv:2211.00454

https://doi.org/10.1140/epjp/s13360-020-00497-3
https://arxiv.org/abs/2006.04780
https://indico.cern.ch/event/980214/contributions/4413544/attachments/2277334/3868991/ParticleNeXt_ML4Jets2021_H_Qu.pdf
https://doi.org/10.1007/JHEP03(2021)052
https://arxiv.org/abs/2107.02908
https://link.springer.com/article/10.1007/JHEP07(2022)030
https://arxiv.org/abs/2102.05073
https://arxiv.org/abs/2202.03772
https://arxiv.org/abs/2203.05687
https://arxiv.org/abs/2210.13869
https://arxiv.org/abs/2211.00454
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Engineering with graphs

17

✦ Average information by weights

✦Preferred full connected
In terms of performance: 
  
    fully-connected graph 
>  edges from nearest neighbours  
>  no edge

✦ “Multi” over “one”
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Engineering with graphs
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✦ Average information by weights

✦Preferred full connected
In terms of performance: 
  
    fully-connected graph 
>  edges from nearest neighbours  
>  no edge

✦ “Multi” over “one”

✦Pairwise features help

LorentzNet, Transformer

Typical “graph neural network”

Typical “Transformer network”
particles as 
“query”

particles as 
“key”

“Fast communication” 
between all pairs 
via dot-product

Node -> edge -> node
(build edge between all pairs)
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Engineering with graphs
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✦Average information by weights

when aggregating features among all particles, using 
average/max pooling losses more information;  
assigning learnable weights to particles usually works 
better

✦Preferred full connected

✦Pairwise features help

✦ “Multi” over “one”
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PARTICLENEXT: ATTENTIVE POOLING
Use attention-based pooling to increase the expressive power 

for both the local neighborhood pooling, and the final global pooling

6

zi = meanj(eij)

ParticleNet ParticleNeXt

xi

xjeij

xi

xjeij

 
 

attnij = MLP(eij)
wij = softmaxj(attnij)

zi = Σj(wij eij)

… …

ParticleNeXt:  H. Qu. Talk@ML4Jets2021 

https://indico.cern.ch/event/980214/contributions/4413544/attachments/2277334/3868991/ParticleNeXt_ML4Jets2021_H_Qu.pdf
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Use attention-based pooling to increase the expressive power 

for both the local neighborhood pooling, and the final global pooling

6

zi = meanj(eij)

ParticleNet ParticleNeXt

xi

xjeij

xi

xjeij

 
 

attnij = MLP(eij)
wij = softmaxj(attnij)

zi = Σj(wij eij)

… …

ParticleNeXt:  H. Qu. Talk@ML4Jets2021 

Transformers with built-in IRC safety in particle physics

Congqiao Li (Peking University) 8 November, 2023ML4Jets 2023

ML4Jets 2023

Particle 1 Particle 2 Particle 3

K

2. Calculate  Attention(Q, K, V ) = softmax( QTK
d )V

Revisiting dot-product attention

5

Token features  
(at some layer)

Linear

Q

K

V

V V1 V2 V3

new feature for particle ∑
j

wjVj = i

Particle   
(repeat for each 1…N)

i

QT
i

QT
i K/ d

1. Derive Q, K, V

w1 w2 w3
∑

j
wj = 1

softmax

weighted-average over 
tokens is a native feature 
in Transformers

PCT@hep: V.Mikuni et al. 2021 MLST 2 035027 
ParT: H. Qu et al. arXiv:2202.03772, ICML 2022 
CPT : S. Qiu et al. PRD 107 (2023) 11, 114029

https://indico.cern.ch/event/980214/contributions/4413544/attachments/2277334/3868991/ParticleNeXt_ML4Jets2021_H_Qu.pdf
https://arxiv.org/abs/2102.05073
https://arxiv.org/abs/2202.03772
https://arxiv.org/abs/2203.05687
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✦ Average information by weights

✦Preferred full connected

✦Pairwise features help

✦ “Multi” over “one”
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PARTICLENEXT: MULTI-SCALE AGGREGATION
Introduce multi-scale aggregation to better capture both short- and long-range correlations 

perform local aggregation for the 4, 8, 16 and 32 nearest neighbors (with different attentive 
pooling) and combine the 4 aggregated representations with a MLP 

on the other hand: remove dynamic kNN (based on learned features), i.e., use only kNN in η—φ 
space, to reduce computational cost  

in this case the kNN needs to be performed only once, and then the graph connectivity is fixed

7

ParticleNet ParticleNeXt

xi

xjeij

…

k = 16

Zi

ZjGij

…

Zi

ZjGij

…

Zi

ZjGij

…

Zi

ZjGij

M����� M�����

M����M����
 �EQPECV

x′ i = zi x′ i = MLP(zconcati )

Multi-scale communications 
between neighbours

Classical Transformers enable 
“multi-head” attention

ParticleNeXt:  H. Qu. Talk@ML4Jets2021 

https://indico.cern.ch/event/980214/contributions/4413544/attachments/2277334/3868991/ParticleNeXt_ML4Jets2021_H_Qu.pdf
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✦ Average information by weights

✦Preferred full connected

✦Pairwise features help

✦ “Multi” over “one”

features carried on “edges”

• angle between particles 
• pairwise invariant mass 
• track distance, …
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Figure 3. The architecture of (a) Particle Transformer (b) Particle Attention Block (c) Class Attention Block.

as the particles in a jet are permutation invariant. The spatial
information (i.e., the flying direction of each particle) is
directly included in the particle inputs. We feed the particle
embedding x0 into a stack of L particle attention blocks
to produce new embeddings, x1, ...,xL via multi-head self
attention. The interaction matrix Y is used to augment the
scaled dot-product attention by adding it as a bias to the
pre-softmax attention weights. The same Y is used for all
the particle attention blocks. After that, the last particle
embedding xL is fed into two class attention blocks, and a
global class token xclass is used to extract information for
jet classification via attention to all the particles, following
the CaiT approach (Touvron et al., 2021). The class token
is passed to a single-layer MLP, followed by softmax, to
produce the final classification scores.

Remark. ParT can also be viewed as a graph neural network
on a fully-connected graph, in which each node corresponds
to a particle, and the interactions are the edge features.

Particle interaction features. While the ParT architecture
is designed to be able to process any kinds of pairwise in-
teraction features, for this paper we only consider a specific
scenario in which the interaction features are derived from
the energy-momentum 4-vector, p = (E, px, py, pz), of
each particle. This is the most general case for jet tagging,
as the particle 4-vectors are available in every jet tagging

task. Specifically, for a pair of particles a, b with 4-vectors
pa, pb, we calculate the following 4 features:

� =
p

(ya � yb)2 + (�a � �b)2,

kT = min(pT,a, pT,b)�,

z = min(pT,a, pT,b)/(pT,a + pT,b),

m2 = (Ea + Eb)
2

� kpa + pbk
2,

(3)

where yi is the rapidity, �i is the azimuthal angle, pT,i =
(p2x,i + p2y,i)

1/2 is the transverse momentum, and pi =
(px,i, py,i, pz,i) is the momentum 3-vector and k · k is the
norm, for i = a, b. Since these variables typically have
a long-tail distribution, we take the logarithm and use
(ln �, ln kT, ln z, ln m2) as the interaction features for each
particle pair. The choice of this set of features is motivated
by Dreyer & Qu (2021).

Particle attention block. A key component of ParT is the
particle attention block. As illustrated in Figure 3(b), the
particle attention block consists of two stages. The first
stage includes a multi-head attention (MHA) module with
a LayerNorm (LN) layer both before and afterwards. The
second stage is a 2-layer MLP, with an LN before each
linear layer and GELU nonlinearity in between. Residual
connections are added after each stage. The overall block
structure is based on NormFormer (Shleifer et al., 2021),
however, we replace the standard MHA with P-MHA, an

ParticleNeXt:  H. Qu. Talk@ML4Jets2021 
ParT: H. Qu et al. arXiv:2202.03772, ICML 2022 

https://indico.cern.ch/event/980214/contributions/4413544/attachments/2277334/3868991/ParticleNeXt_ML4Jets2021_H_Qu.pdf
https://arxiv.org/abs/2202.03772
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Engineering with graphs
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✦ Average information by weights

✦Preferred full connected

✦Pairwise features help

✦ “Multi” over “one”

features carried on “edges”

• angle between particles 
• pairwise invariant mass 
• track distance, …
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Figure 3. The architecture of (a) Particle Transformer (b) Particle Attention Block (c) Class Attention Block.

as the particles in a jet are permutation invariant. The spatial
information (i.e., the flying direction of each particle) is
directly included in the particle inputs. We feed the particle
embedding x0 into a stack of L particle attention blocks
to produce new embeddings, x1, ...,xL via multi-head self
attention. The interaction matrix Y is used to augment the
scaled dot-product attention by adding it as a bias to the
pre-softmax attention weights. The same Y is used for all
the particle attention blocks. After that, the last particle
embedding xL is fed into two class attention blocks, and a
global class token xclass is used to extract information for
jet classification via attention to all the particles, following
the CaiT approach (Touvron et al., 2021). The class token
is passed to a single-layer MLP, followed by softmax, to
produce the final classification scores.

Remark. ParT can also be viewed as a graph neural network
on a fully-connected graph, in which each node corresponds
to a particle, and the interactions are the edge features.

Particle interaction features. While the ParT architecture
is designed to be able to process any kinds of pairwise in-
teraction features, for this paper we only consider a specific
scenario in which the interaction features are derived from
the energy-momentum 4-vector, p = (E, px, py, pz), of
each particle. This is the most general case for jet tagging,
as the particle 4-vectors are available in every jet tagging

task. Specifically, for a pair of particles a, b with 4-vectors
pa, pb, we calculate the following 4 features:

� =
p

(ya � yb)2 + (�a � �b)2,

kT = min(pT,a, pT,b)�,

z = min(pT,a, pT,b)/(pT,a + pT,b),

m2 = (Ea + Eb)
2

� kpa + pbk
2,

(3)

where yi is the rapidity, �i is the azimuthal angle, pT,i =
(p2x,i + p2y,i)

1/2 is the transverse momentum, and pi =
(px,i, py,i, pz,i) is the momentum 3-vector and k · k is the
norm, for i = a, b. Since these variables typically have
a long-tail distribution, we take the logarithm and use
(ln �, ln kT, ln z, ln m2) as the interaction features for each
particle pair. The choice of this set of features is motivated
by Dreyer & Qu (2021).

Particle attention block. A key component of ParT is the
particle attention block. As illustrated in Figure 3(b), the
particle attention block consists of two stages. The first
stage includes a multi-head attention (MHA) module with
a LayerNorm (LN) layer both before and afterwards. The
second stage is a 2-layer MLP, with an LN before each
linear layer and GELU nonlinearity in between. Residual
connections are added after each stage. The overall block
structure is based on NormFormer (Shleifer et al., 2021),
however, we replace the standard MHA with P-MHA, an

ParticleNeXt:  H. Qu. Talk@ML4Jets2021 
ParT: H. Qu et al. arXiv:2202.03772, ICML 2022 

merely using particle pairwise masses

PELICAN: A.Bogatskiy et al. arXiv:2211.00454; arXiv:2310.16121, NeurIPS 2023 Workshop

https://indico.cern.ch/event/980214/contributions/4413544/attachments/2277334/3868991/ParticleNeXt_ML4Jets2021_H_Qu.pdf
https://arxiv.org/abs/2202.03772
https://arxiv.org/abs/2211.00454
https://arxiv.org/abs/2310.16121
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Symmetries and inductive biases

21

Hint the network: 
our input jet property usually do not change, 
if all/some of its particle undergoes Lorentz 
transformations 

(an analogy 
from CNN for 
vision tasks)

➔ Symmetries can usally be used as 
inductive bias 

➔ Jets have symmetries under 
permutations & Lorentz transformations
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Summary of the talk

➔ From two recent CMS results, we reveal the underlying message to 
experimentalists 
❖ sensitivity in hadronic channels is quite under-explored 

❖ formulate the problem from a statistical view: recognize the “upper bound” and 
understand how close we are now 

❖ reveal that the cutting-edge NN approaches provide the closest way by far to 
reach the target 

➔ Overview of the progress made in designing advanced jet NN 
❖ better jet representations 
❖ “graph” building and its engineering experiences 
❖ impacts from intrinsic jet symmetries 

➔ Picturing a promising path of our experimental evolution with advanced AI

22
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Backup
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View of a jet

24

Δη

Δ
ϕ

proton beams

collision point

outgoing particles

η

ϕ

Viewing jets on the η-φ space

[image from link]

Each particle carries features: 
• four-momentum; or equiv. ( ) 
• particle ID * 
• track displacement (for charged particle) *

E, pT, η, ϕ

* not necessarily exists

https://github.com/jet-universe/particle_transformer
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Roadmap of DL model for jet tagging

➔ DL model design draw from experiences in Computer Vision

25

[image from link]
conventional “deep neural network” 

or multi-layer perceptron (MLP)

process fix-length input data

convolutional neural network (CNN) process images

recurrent neural network (RNN) & LSTM

process “sequence” of input, e.g. sentences

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53
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Roadmap of DL model for jet tagging

26

The previous jet tagging model in CMS: DeepAK8 algorithm

Example of 

CNN

CMS, JINST 15 (2020) P06005

illustration of 2D convolution

[image from link]

https://iopscience.iop.org/article/10.1088/1748-0221/15/06/P06005
https://cms-ml.github.io/documentation/inference/particlenet.html
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Roadmap of DL model for jet tagging

26

The previous jet tagging model in CMS: DeepAK8 algorithm

Example of 

CNN

CMS, JINST 15 (2020) P06005

illustration of 2D convolution

[image from link]

https://iopscience.iop.org/article/10.1088/1748-0221/15/06/P06005
https://cms-ml.github.io/documentation/inference/particlenet.html
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Roadmap of DL model for jet tagging

27

Recap on 

ParticleNet H.Qu, L.Gouskos. PRD 101 (2020) 056019

A powerful and popular model in the HEP community with a variety of applications

[image from link]

https://doi.org/10.1103/PhysRevD.101.056019
https://cms-ml.github.io/documentation/inference/particlenet.html
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“Post-ParticleNet” DL studies
➔ Further study to enhance the jet tagging model mainly divided into two approaches

28

More advanced model physics-inspired design/modifications

disclaimer: only shows a part of relevant works

V. Mikuni et al. EPJC 2020; 135(6): 463

add attention mechanism in 
addition to graph convolution

ParticleNeXt H.Qu. Talk@ML4Jets2021

J
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Concatenate
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Lund tree feature pairs
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(a)

(b) (c)

edge features

Figure 3. (a) Illustration of the EdgeConv operation on a node of the Lund tree. (b) Architecture
of the EdgeConv block used in the LundNet model. (c) Architecture of the LundNet model.

the distribution of the number of Lund declusterings per jet for several choices of kt cut
in 2TeV QCD jets simulated using Pythia 8.223 [40]. The mean of each distribution is
indicated as a dashed line. An additional benefit of a kt threshold is that even for small cut
values the number of nodes per jet is significantly reduced, and therefore correspondingly
so the computational cost of training a machine learning model on these inputs. The right-
hand side of figure 2 shows the average number of nodes per jet as a function of the kt cut,
which decreases quadratically as the cut is increased.

3 LundNet models

The Lund plane encodes a rich set of information of the substructure and radiation patterns
of a jet, therefore serving as a natural input to machine learning models for jet physics. The
use of Lund planes for jet tagging was first proposed in ref. [33] where log-likelihood and

– 5 –

LundNet
F.Dreyer et al. JHEP 03 (2021) 052

fix graph structure 
according to Lund plane; 
use physics variables to 
build edges

C.Shimmin. arXiv:2107.02908

small improvement or comparable performance w.r.t. ParticleNet, 
evaluated on two mainstream benchmarks

dedicated η-φ 
convolution to preserve 
η-φ rotational symmetry

Particle Convolution Network

attentive pooling; 
multi-scale 
aggregation;  
additional 
pairwise features 
for edge

https://doi.org/10.1140/epjp/s13360-020-00497-3
https://indico.cern.ch/event/980214/contributions/4413544/attachments/2277334/3868991/ParticleNeXt_ML4Jets2021_H_Qu.pdf
https://doi.org/10.1007/JHEP03(2021)052
https://arxiv.org/abs/2107.02908
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Graph neural networks

29

Message passing mechanism is 
an important component of GNN

figure from https://distill.pub/2021/gnn-intro/

node edge
update

edge node
update

https://distill.pub/2021/gnn-intro/
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Brief intro to ParT

➔ Transformer model is the new state-of-the-art architecture introduced in DL 
community 
❖ Language models: BERT, GPT-3… 
❖ Computer Vision: ViT, Swin-T 
❖ AI for Science: AlphaFold2 for protein structure prediction 

➔ Transformers architecture 
❖ consists only of self-attention blocks 
❖ more scalable with large model/data 
❖ big model (more parameters) + more training data + affordable computing 

complexity → better performance

30
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Brief intro to ParT

31

0.855 0.9869 9217 3425 117 1550 4425 19802 12500 480 353LorentzNet

0.855LorentzNet 233 k 2.01 G

similar computation complexity with 
ParticleNet, but more performant than 
ParticleNet and LorentzNet!

JetClass [H.Qu et al. arXiv:2202.03772, proceedings of 39th ICML, Vol.162]
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Figure 3. The architecture of (a) Particle Transformer (b) Particle Attention Block (c) Class Attention Block.

as the particles in a jet are permutation invariant. The spatial
information (i.e., the flying direction of each particle) is
directly included in the particle inputs. We feed the particle
embedding x0 into a stack of L particle attention blocks
to produce new embeddings, x1, ...,xL via multi-head self
attention. The interaction matrix Y is used to augment the
scaled dot-product attention by adding it as a bias to the
pre-softmax attention weights. The same Y is used for all
the particle attention blocks. After that, the last particle
embedding xL is fed into two class attention blocks, and a
global class token xclass is used to extract information for
jet classification via attention to all the particles, following
the CaiT approach (Touvron et al., 2021). The class token
is passed to a single-layer MLP, followed by softmax, to
produce the final classification scores.

Remark. ParT can also be viewed as a graph neural network
on a fully-connected graph, in which each node corresponds
to a particle, and the interactions are the edge features.

Particle interaction features. While the ParT architecture
is designed to be able to process any kinds of pairwise in-
teraction features, for this paper we only consider a specific
scenario in which the interaction features are derived from
the energy-momentum 4-vector, p = (E, px, py, pz), of
each particle. This is the most general case for jet tagging,
as the particle 4-vectors are available in every jet tagging

task. Specifically, for a pair of particles a, b with 4-vectors
pa, pb, we calculate the following 4 features:

� =
p

(ya � yb)2 + (�a � �b)2,

kT = min(pT,a, pT,b)�,

z = min(pT,a, pT,b)/(pT,a + pT,b),

m2 = (Ea + Eb)
2

� kpa + pbk
2,

(3)

where yi is the rapidity, �i is the azimuthal angle, pT,i =
(p2x,i + p2y,i)

1/2 is the transverse momentum, and pi =
(px,i, py,i, pz,i) is the momentum 3-vector and k · k is the
norm, for i = a, b. Since these variables typically have
a long-tail distribution, we take the logarithm and use
(ln �, ln kT, ln z, ln m2) as the interaction features for each
particle pair. The choice of this set of features is motivated
by Dreyer & Qu (2021).

Particle attention block. A key component of ParT is the
particle attention block. As illustrated in Figure 3(b), the
particle attention block consists of two stages. The first
stage includes a multi-head attention (MHA) module with
a LayerNorm (LN) layer both before and afterwards. The
second stage is a 2-layer MLP, with an LN before each
linear layer and GELU nonlinearity in between. Residual
connections are added after each stage. The overall block
structure is based on NormFormer (Shleifer et al., 2021),
however, we replace the standard MHA with P-MHA, an

https://arxiv.org/abs/2202.03772
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ParT architecture

32
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H.Qu et al. arXiv:2202.03772, proceedings of 39th ICML, Vol.162

https://arxiv.org/abs/2202.03772
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Transformer illustration
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[image from link]

https://jalammar.github.io/illustrated-transformer/

